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State-selective electric-field ionization of Rydberg positronium

A. M. Alonso, L. Gurung, B. A. D. Sukra, S. D. Hogan, and D. B. Cassidy
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom

(Received 15 September 2018; published 15 November 2018)

We report experiments in which positronium (Ps) atoms, optically excited to Rydberg states with principal
quantum numbers n in the range 18–25, were selectively ionized by both static and pulsed electric fields.
The experiments were modeled using Monte Carlo simulations that include tunnel ionization rates calculated
for hydrogen and scaled by the Ps reduced mass. Our measurements exhibit a small disagreement with the
calculated tunnel ionization rates. Despite this we show that the electric fields in which different Ps states are
ionized are sufficiently separated to allow selective field-ionization methods to be used in typical experimental
conditions.
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I. INTRODUCTION

Almost1 all atoms and molecules possess an infinite series
of excited electronic states, known as Rydberg states [3].
Atoms and molecules excited to Rydberg states can be manip-
ulated using inhomogeneous electric fields [4], and are of in-
terest in a variety of experimental areas (see, e.g., Refs. [5–9]).

The utility of Rydberg systems generally derives from the
fact that they have exaggerated, state-dependent properties
such as size, polarizability, radiative lifetimes, and dipole
moments that can be precisely controlled via the principal
quantum number n [3]. Moreover, since the electron in a
Rydberg atom is very weakly bound, such states can be
ionized by relatively weak electric fields. In this case ap-
plied external fields can easily dominate the atomic Coulomb
interaction, mimicking the conditions found in strong-field
experiments and making it possible to test theories related to
high-intensity regimes [10].

To put this into perspective, the (classical) electric field
required to ionize atomic hydrogen is given by F0/16n4 [3],
where the atomic unit of electric field for the H atom is F0 ≈
5×109 V/cm [11]. Thus, the fields required to ionize atomic
hydrogen with n = 1, 10, and 20 are approximately 3×105,
30, and 2 kV/cm, respectively. As discussed in Sec. III, the
ionization rates of Rydberg atoms depend not only on n but
also on the substructure within an n manifold, meaning that
selective field ionization (SFI) can be used for state-sensitive
detection of highly excited atoms [12–14].

SFI is a technique that has been widely used in Rydberg
experiments, including some of the first measurements of
radiative lifetimes [15,16], the effects of blackbody radia-
tion [17,18], and collisional studies, including interactions
between pairs of Rydberg atoms [19]. Here we describe
experiments in which SFI has been used to study Rydberg

1Some exotic systems that can be thought of as molecules, such
as molecular positronium (Ps2 [1]), do not necessarily possess real
Rydberg levels, although they may exhibit a Rydberg-like series of
resonances [2].

positronium (Ps) atoms. In our experiments Ps atoms were
allowed to fly into an ionization region in which either a
static electric field was already present, or in which a pulsed
electric field was applied after the atoms had entered. In both
cases ionization was observed via the time dependence of the
annihilation radiation generated by liberated positrons [20].
The electric fields in which Ps ionization occurred were
measured for different n states, including partial ionization of
substates within n manifolds [21], and found to be broadly
consistent with calculated ionization rates [22] and Monte
Carlo simulations, but with a slight disagreement observed
for some lower-n states. The discrepancy is small enough
that it does not prevent the application of SFI methods to Ps
experiments, but does nevertheless highlight the approximate
nature of the calculations.

II. EXPERIMENTAL METHODS

A. Ps production and excitation

The experimental apparatus [23] as well the detection
and data analysis methods [24] used in this work have been
described elsewhere. A pulsed positron beam was generated
using the moderated output of a 22Na radioactive source [25]
and a two-stage Surko-type buffer gas trap [26]. This system
produced pulses containing ∼105 positrons with Gaussian
spatial (temporal) profiles approximately 2 mm (2 ns) wide
(full width at half maximum; FWHM) at a repetition rate
of 1 Hz. The positron beam was implanted in a porous
silica film which produced Ps atoms with an efficiency of
≈30% [27]. The velocity distribution of ground-state Ps atoms
emitted from the silica target in the direction of propagation
of the beam may be represented by a Maxwell–Boltzmann
distribution with T = 900 K, and the angular distribution by a
cosine function [20].

Ps atoms were optically excited using light generated
by two pulsed dye lasers, employing the excitation scheme
1 3S1 → 2 3PJ → n 3D/n 3S. An ultraviolet (UV) laser (λ =
243 nm) with a fluence of ∼2 mJ/cm2 and a bandwidth of
�ν = 85 GHz was used to drive 1 3S1 → 2 3PJ transitions.
An infrared (IR) laser (λ = 740–733 nm) was used to drive

2469-9926/2018/98(5)/053417(12) 053417-1 ©2018 American Physical Society

http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevA.98.053417&domain=pdf&date_stamp=2018-11-15
https://doi.org/10.1103/PhysRevA.98.053417


ALONSO, GURUNG, SUKRA, HOGAN, AND CASSIDY PHYSICAL REVIEW A 98, 053417 (2018)

FIG. 1. Schematic of the Ps production chamber showing (a) the
γ -ray detector positions and (b) Ps formation target and grid elec-
trodes, indicating the positions of the excitation lasers and emitted Ps.
The timescale indicates the Ps longitudinal flight time as determined
from the mean speed of a 900 K Maxwell–Boltzmann distribution
(see text).

2 3PJ → n 3D/3S transitions, resulting in the production of
Rydberg–Stark states with principal quantum numbers n rang-
ing from 18 to 25. The IR laser fluence and bandwidth were
∼10 mJ/cm2 and 5 GHz, respectively. The laser excitation ar-
rangement is shown schematically in Fig. 1. Both lasers were
linearly polarized in the vertical direction, perpendicular to
the quantization axis, such that Rydberg atoms with azimuthal
quantum number m = 0, ±2 were produced [21].

Ps atoms were created in an electrode structure comprising
two distinct regions (excitation and ionization) with inde-
pendent electric fields, as shown in Fig. 1(b). For all of
the measurements reported here the excitation region was
operated with nominally zero electric field to avoid Stark
broadening [21], while maintaining the required 3 kV target
bias [27]. The ionization region was operated with variable
electric fields up to 2.5 kV/cm, controlled via the bias applied
to G2. The electric fields quoted in this work have an uncer-
tainty on the order of ±5% owing to variations in the flatness
of the grids and electrodes. The grids used in the G1 and G2
electrodes were tungsten mesh with a 95% open area.

Experiments were performed using both static and pulsed
electric fields. In the latter case the G2 voltage was turned
off using a fast high-voltage (HV) switch after Ps atoms

FIG. 2. Relative timing of positron and laser pulses and high-
voltage (HV) switch. The positron implantation time was measured
via annihilation radiation by using a plastic scintillator coupled to a
PMT. This detector has a pinhole to admit laser light allowing the
laser pulse arrival time to be measured also. A fast Si photodiode
detector was used to measure the laser pulse arrival time relative to
the HV switch voltage using a fast HV probe. All data are amplitude
normalized; the HV signal is switching from 2.5 kV to 0 V.

had entered the ionization region (see Fig. 2). The time
between Ps production and field switching was determined
from measurements shown in Fig. 2. A plastic scintillator and
photomultiplier tube (PMT) were used to directly measure the
time interval between the positron and laser pulses [28], and a
fast silicon diode detector was used to measure the true arrival
time of the laser pulse. This measurement was then compared
with a fast HV probe signal to obtain the interval between
the positron implantation and the high-voltage switching,
accounting for the intrinsic PMT delay. The switching times
were optimized experimentally, but must be characterized in
this way to be properly included in simulations and to extract
electric fields from data recorded in the time domain.

B. γ -ray spectroscopy

Ps production was monitored using single-shot positron
annihilation lifetime spectroscopy (SSPALS) [29]. Here Ps
annihilation γ radiation is detected by a scintillator coupled
to a PMT. Detectors are placed outside the vacuum chamber
near the Ps production region as indicated in Fig. 1(a). In this
work two different scintillators were used, lutetium-yttrium
oxyorthosilicate (LYSO) [24] and lead tungstate (PWO) [30].
These scintillators have decay times of approx 40 and 10 ns,
respectively. LYSO is more efficient than PWO and is gen-
erally used when timing information is not critical. Unless
otherwise specified, all data presented here were recorded
using a LYSO-based detector.

Examples of single-shot lifetime spectra recorded with a
LYSO detector are shown in Fig. 3(a). For these measure-
ments atoms have been excited and photoionized; the resulting
spectra differ because the amount of long-lived Ps is reduced
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FIG. 3. SSPALS spectra measured by using a LYSO scintillator
with and without the presence of UV laser light tuned to drive
1 3S1 → 2 3PJ transitions (λ = 243 nm) and an ionizing IR laser
(λ = 729 nm). The vertical dashed lines indicate the time windows
used to determine the indicated f values as described in the text.

following ionization. These data are parametrized by the
quantity f , which is defined as

f =
∫ C

B

V (t ) dt

/∫ C

A

V (t ) dt, (1)

where V (t ) is the PMT output voltage and A, B, and C are
integration time windows. The vertical lines in Fig. 3 indicate
the analysis time windows used throughout this work, namely
(A, B, C) = (−30, 200, 1000) ns. Data were recorded for
two cases; namely, with the excitation lasers tuned on (Sig)
and off (Back) resonance with the 1 3S1 → 2 3PJ transition,
as well as an ionizing IR laser pulse. Laser-induced effects
are characterized by the parameter Sγ , defined as

Sγ = (fBack − fSig)

fBack
. (2)

The difference curve between the laser on and off spectra
in Fig. 3 is shown in Fig. 4(a). These data indicate the
time profile of Ps annihilation events relative to the decay of
ground-state atoms. Thus, Fig. 4(a) exhibits an excess peak at
early times due to laser-induced ionization events, followed
by a reduction in annihilation events indicated by the negative
signal. Other processes can also be identified in this way, as
shown in Figs. 4(b) and 4(c). These figures show similar data
obtained following the excitation of n = 20 Ps atoms with
and without an ionizing electric field present, respectively.
The data in Fig. 4(b) are similar to the ionization data in
Fig. 4(a), except that the peak is delayed and broadened
because of the time Ps atoms take to reach the ionization
region. In Fig. 4(c), Ps atoms have lifetimes of more than
20 μs [31], and the observed annihilation events are caused
by collisions with electrodes or the vacuum chamber walls.
Thus, the delayed excess annihilation events are spread out
in time, with a peak at ≈200 ns, corresponding to atoms that

FIG. 4. Background subtracted spectra for (a) Direct IR photo-
ionization, (b) excitation of n = 20 with subsequent field ionization
and, (c) excitation of n = 20 without field ionization. The electric
fields present in the ionization region are indicated in panels (b)
and (c). The dashed lines indicate the times at which Ps atoms
will reach G1 and G2 as determined by the mean speeds of the
Maxwell–Boltzmann distribution used to represent the Ps velocity
(see text). Also shown are the Sγ values obtained using Eq. (2).

collide with the second grid electrode G2 [see Fig. 1(b)]. Note
that, with the analysis time windows used, decay events that
happen early (late) relative to B (i.e., 200 ns) will result in
positive (negative) Sγ values, as indicated in Fig. 4.

III. THEORETICAL BACKGROUND

In the presence of an electric field, �F = (0, 0, F ), the
Hamiltonian for the Ps atom, neglecting spin-spin and spin-
orbit contributions, can be expressed as

H = − h̄2

2μPs
∇2 − e2

4πε0r
+ e �F · �r (3)

= − h̄2

2μPs
∇2 − e2

4πε0r
+ eFz, (4)

where μPs = me+me−/(me+ + me− ), �r = (x, y, z) is the radial
position vector of magnitude r = |�r |, and h̄, e, and ε0 are the
reduced Planck constant, the electron charge and the vacuum
permittivity, respectively.

The third term in Eq. (4) breaks the spherical symmetry
of the Hamiltonian and hence the corresponding Schrödinger
equation. In this situation the potential-energy contributions
to the Hamiltonian remain dependent on −1/x and −1/y in
the directions perpendicular to the electric field. However, as
can be seen in Fig. 5(a) for the case in which F = 850 V/cm,
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FIG. 5. (a) Comparison of the pure Coulomb potential of the
Ps atom in the absence of external fields (continuous black curve)
with the potential in the direction of an applied electric field of
F = 850 V/cm (dashed red curve). The field-free Rydberg level
energies for n � 15 in the pure Coulomb potential are indicated by
the horizontal lines. (b) The energies and radial charge distributions
of the outermost Stark-shifted n = 20 sublevels with m = 0 and
k = ±19 in the potential when F = 850 V/cm (dashed red curve).
For reference the energies of the field-free n = 20 levels with m = 0
are indicated by the horizontal dash-dotted line.

the potential in the direction of the field (dashed red curve)
deviates significantly from that of a pure Coulomb potential
(continuous black curve). The saddle point at z = −130 nm
in the potential including the electric-field term in Fig. 5(a)

gives rise to two classes of eigenstates. These include the
states which lie above this Stark saddle point and are directly
coupled to the ionization continuum, and the states that lie
below the saddle point and tunnel slowly through the barrier
to ionize. Comparison of the saddle-point energy in Fig. 5(a)
with the field-free Rydberg level energies (horizontal black
lines) indicates that, in the case depicted, these states are
the set for which n � 18, and the set for which n < 18,
respectively. From the dependence of the position of the
saddle point in Fig. 5(a) on the strength of the electric field, the
“classical” ionization electric field–for which the eigenenergy
of a state with principal quantum number n exceeds that of the
saddle point–can be expressed as FClass = FPs/(16n4), where
FPs = 2hcRPs/(eaPs) = 1.286×109 V/cm [3].

For single-electron systems such as hydrogen or positron-
ium in an electric field, the Schrödinger equation, although not
separable in spherical polar coordinates, remains separable in
parabolic coordinates. The resulting eigenstates are denoted
by the parabolic quantum numbers n1 and n2. The static
electric-dipole moments, and hence the Stark energy shifts,
of these states are dependent on k = n1 − n2. For a particular
value of n and azimuthal quantum number m, the allowed
values of k range from −(n − |m| − 1) to +(n − |m| − 1) in
intervals of two. The energy shift of each k state in an electric
field F can then be expressed (to third order) as [22]

EStark = 3

2
nkea0PsF

− 1

16
n4(17n2 − 3k2 − 9m2 + 19)

e2a2
0Ps

EhPs

F 2

+ 3

32
n7k[23n2 − k2 + 11m2 + 39]

e3a3
0Ps

E2
hPs

F 3, (5)

where Ehps = 2hcRPs. The electric field does not couple sub-
levels with different values of m. Because the parabolic eigen-
functions represent a set of stationary states in the field, in the
limit as F → 0 the Stark energy shift of each of these states
is predominantly linear. In high fields, the second and third-
order contributions begin to play an increasingly significant
role with the onset of n mixing. This can be seen in Fig. 6
for the case of the manifold of Stark states with n = 20 and
m = 0.

The first term in Eq. (5) represents the first-order in-
teraction of a static electric dipole with an electric field.
This interaction can be expressed in general as Estatic =
−�μelec · �F . Therefore, the static electric-dipole moment of
each of the Stark states described by Eq. (5) is �μelec =
[0, 0,−(3/2)nkea0Ps ]. For values of k < 0, �μelec lies parallel
to �F . Consequently, the reduced electron charge is located on
the same side of center of mass of the system as the Stark
saddle point in Fig. 5(a). On the other hand, for values of
k > 0, �μ lies antiparallel to �F and the charge is located on
the opposite side of the center of mass to the saddle point.
This can be seen in Fig. 5(b) where the charge distributions
in the direction of the electric field are displayed for the
outermost n = 20 Stark states for which m = 0 and k = ±19.
The eigenenergies of these two Stark states in the field are
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FIG. 6. Energy-level diagram of the Stark splitting of the
m = 0 manifold of n = 20. The curves corresponding to states
labeled by k are truncated at the electric field that leads to ionization
rates of 7.7 MHz, the inverse of the average Ps transit time through
the ionization region (see Sec. IV).

indicated by the vertical offset of each charge distribution.
Because of their negative (positive) Stark energy shifts, and
hence the direction of the force exerted on them in an inhomo-
geneous electric field, states with k < 0 (k > 0) are referred to
as high-field-seeking (HFS) [low-field-seeking (LFS)] states,
respectively. For reference, the energy of the n = 20 Rydberg
levels with m = 0 in the absence of the field are indicated by
the horizontal dashed line in Fig. 5(b).

The orientation of the static electric-dipole moments of
the Stark states affects their electric-field ionization dynamics
through the sign of their first-order Stark shifts, and their
propensity to tunnel ionize. Accounting for the first-order
Stark energy shift of the outer k = −(n − |m| − 1) state, in
which the reduced electron charge is located close to the Stark
saddle point [e.g., lower red charge distribution in Fig. 5(b)],
the “classical” ionization electric field becomes FClass =
FPs/(9n4). In the case of the outer k = +(n − |m| − 1)
state, the charge remains localized on the opposite side of
the center of mass of the system with respect to the Stark
saddle point [e.g., upper blue charge distribution in Fig. 5(b)]
when only the first-order contribution from the field is con-
sidered. However, for fields in which ionization becomes
important the higher-order contributions to the Stark energy
shift depolarize the atom redistributing the charge density
in states with k > 0 toward the side of the center of mass
close to the Stark saddle point. As this occurs ionization
becomes increasingly likely and for the outer k = +(n −
|m| − 1) state this occurs at a field approximately twice as
large as that required to ionize the outer k = −(n − |m| − 1)
state.

A more complete treatment of the electric-field ioniza-
tion of these hydrogenic Rydberg–Stark states requires the
calculation of their tunnel ionization rates, �n,n1,n2,m(F ).
This can be achieved using the semi-empirical expression of

FIG. 7. Field-ionization rates for the n = 20 manifold of Stark
states as a function of electric field. The curves are terminated at
ionization rates of 7.7 MHz, the inverse of the average Ps transit time
through the ionization region in the experiments (see Sec. IV).

Ref. [22]:

�n n1 n2 m = EhPs

h̄

(4R)2n2+m+1

n3 n2! (n2 + m)!
exp

[
−2

3
C − 1

4
n3 e a0PsF

EhPs

×
(

34n2
2+34n2m + 46n2 + 7m2+23m+53

3

)]
,

(6)

where

C = 1

e a0Ps

√
EhPs

(−2En n1 n2 m)3/2

F
, (7)

and Enn1 n2 m = −[EhPs/(2n2)] + EStark, is the total energy of
the state, with respect to the ionization limit, in the presence of
the electric field. The tunnel ionization rate of the outermost
k = −(n − |m| − 1) Stark state in the classical ionization
field is approximately 108 s−1. A similar rate is achieved for
the outermost k = +(n − |m| − 1) Stark state when the field
is twice as large.

The ionization rates calculated using this approach for the
n = 20 Stark states of Ps with m = 0 are displayed in Fig. 7.
It can be seen from these data that, upon reaching a certain
limit, the ionization rates increase exponentially as the electric
field is further increased. For example, for n = 20 as depicted
in Fig. 7, the field-ionization rate scaling with the electric
field F range between � ∝ F 30 for k = +19 and � ∝ F 90

for k = −19. Because of this, the finite timing resolution in
the measurements reported here means that it is not possible
to distinguish these individual rates. Instead the gradual onset
of ionization across the manifold of Stark states associated
with each value of n studied is seen. In the experiments the
nominal tunnel ionization rates of interest correspond to the
inverse of the average transit time (7.7 MHz) of the Ps atoms
through the ionization region between G1 and G1 in Fig. 1.
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The range of electric fields over which this rate is reached for
the n = 20 Rydberg–Stark states with m = 0 can be seen in
Fig. 6 in which the curve representing each state is truncated
at this value.

As discussed in Ref. [22], the semi-empirical expression
in Eq. (6) is most accurate for low values of m in weak
fields. The corresponding rates deviate from the true ioniza-
tion rates for the outermost Stark states, i.e., those for which
k = ±(n − |m| − 1). Particularly in fields for which the onset
of ionization on experimentally significant timescales occurs,
i.e., for � > 1 MHz. For the states considered in Ref. [22]
with values of n < 30 deviations of up to a factor of five from
exact numerical results were identified in the ionization rates
calculated by using Eq. (6).

IV. SIMULATIONS

Monte Carlo simulations of Ps field ionization were carried
out by using the tunnel ionization rates obtained from Eq. (6),
as discussed in Sec. III. In the case of experiments performed
in static electric fields the measured ionization signal depends
strongly on the geometry of the electrode structure and the
Ps velocity distribution. These were therefore included in the
simulation. The Ps velocity was represented by a Maxwell–
Boltzmann distribution (T = 900 K) and the corresponding
angular distribution by a cosine function. Although Ps emis-
sion from porous silica films is not expected to be thermal,
previous measurements [20] indicate that the true distribution
can be represented in this way by artificially adjusting the
distribution temperature.

The velocity distribution of the subset of atoms excited to
Rydberg states was determined by applying threshold con-
ditions for the spatial, temporal, and spectral overlap of a
�t = 5 ns pulsed laser field with the ground state Ps atoms.
The spatial overlap was based on a 4×8 mm laser beam. The
spectral overlap was determined by the UV laser bandwidth
(�ν = 100 GHz) and the Doppler shift of each atom as a
result of the component of its velocity parallel to the direction
of UV laser propagation. Rydberg atoms were produced with
equal populations in the m = 0 and |m| = 2 manifolds, as
dictated in the experiment by the polarization of the laser light
used (see Sec. II A). Each atom was assigned a random value
of k from the allowed range specified in Sec. III.

The equations of motion of each atom were solved to
obtain their trajectories by using the fourth-order Runge–
Kutta algorithm, where the acceleration of each atom due to
the electric-field gradients in the apparatus is given by

�a = μelec

2me

∇| �F |, (8)

where μelec is the static electric-dipole moment associated
with the respective Rydberg–Stark state and the electric-field
gradients were obtained through finite-element calculations of
the electric field within the apparatus.

In the trajectory simulations, the time dependence of an-
nihilation counts was determined based on decay events due
to (1) tunneling ionization given by Eq. (6), and subse-
quent positron annihilation, and (2) Ps collisions with the
chamber walls and electrodes. Radiative decay from Rydberg
states was negligible. Lifetime spectra were generated by the

FIG. 8. Comparison between measured and simulated difference
spectra similar to those shown in Fig. 4 for n = 20 Ps with (a)
zero electric field, and (b) a static electric field of ≈1.8 kV/cm in
the ionization region. These fields will result in no ionization and
complete ionization, respectively.

convolution of the annihilation signal with the detector re-
sponse function, which is an exponential decay with tdet =
40 ns [24]). Subtracting a simulated ground-state lifetime
spectrum gives the background-subtracted signal that can be
compared directly with measurements.

The simulations were run using 3000 Ps atoms propagating
for 1200 ns. A comparison between measured and simulated
background-subtracted signals for n = 20 Ps in two different
cases is shown in Fig. 8. These cases are (a) production
of long-lived atoms with no ionization [Fig. 8(a)] and (b)
production of n = 20 atoms in a fully ionizing electric field
of 1.8 kV/cm [Fig. 8(b)]. We find broad agreement in the
two cases which is improved after adjusting the Maxwell–
Boltzmann distribution used to represent the Ps energy.

Simulations were also performed for the case when the
ionizing electric field was switched on after the Rydberg Ps
atoms had entered the ionization region. Since in this configu-
ration all of the Ps atoms experience the same electric field at
the same time, these simulations did not require inclusion of
any geometrical parameters or trajectories. These simulations
were initialized with 106 Ps atoms in a specific n state. A
time-dependent electric field (see Fig. 2) was generated for
each 0.4 ns time step �t . A Monte Carlo algorithm was used
to determine the number of Ps atoms that decayed at each time
step, and an ionization rate was calculated for each atom using
Eq. (6). The resulting spectrum was then convoluted with the
detector response for comparison with the experimental data.

The measured relative times between positron implanta-
tion, laser excitation, and the potential applied to electrode G2
are shown in Fig. 2. These data are included explicitly in the
simulation so that the electric field experienced by different
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atoms as a function of time can be represented. Other than
scaling the laser off f values to account for the prompt Ps
annihilation peak, the Monte Carlo simulations contain no
free parameters and are expected to be both qualitatively and
quantitatively comparable to the measured data [32].

V. RESULTS AND DISCUSSION

A. Static field ionization

Experiments were performed using both static and pulsed
electric fields. In the static field configuration a dc voltage of
3 kV was applied to the target and to electrode G1, with the G2
voltage varied [see Fig. 1(b)]. The incident positron beam was
unaffected by the applied electric fields and was implanted
into the silica target with an energy of 3 keV. Ps atoms
emitted from the target were excited to Rydberg states and
were able to fly into the ionization region at a rate determined
by the electrode geometry and the Ps velocity distribution, as
described in Sec. IV.

A spectrum of 2 3PJ → n 3D/n 3S transitions, with n rang-
ing from 17 to 26, is shown in Fig. 9. These data were recorded
using a static ionization field of 2.5 kV/cm, thus generating
positive Sγ values (see Sec. II). The approximately equal
height of the peaks implies that the transitions to Rydberg lev-
els were saturated. These data cover the range of n over which
the experiments reported here were conducted. Although it
was possible to excite higher n states, our resolution was
limited by the laser bandwidth and Doppler broadening [21],
as is evident from the overlap of the spectral features as-
sociated with the transitions to states for which n � 25 in
Fig. 9. The production of lower n states was also possible,
but the electric fields required to ionize the atoms becomes
prohibitively large. All of the Rydberg states studied here have
lifetimes longer than 15 μs [31] so that radiative Ps decay was
entirely negligible.

FIG. 9. Excitation spectrum for 2 3PJ → n 3D/n 3S transitions,
with n ranging from 17 to 26. These data were recorded with an
ionization field of 2.5kV/cm. The dashed vertical lines indicate the
expected transition wavelengths.

FIG. 10. 2 3PJ → 20 3D/20 3S transitions measured at various
ionization electric fields as shown in the legend. The dashed vertical
line indicates the expected field-free excitation wavelength.

Figure 10 shows spectra of 2 3PJ → 20 3D/20 3S transi-
tions recorded with a range of electric fields applied in the
ionization region. Because the transitions are saturated and
the atoms are excited in zero electric field, we expect to
populate all of the accessible k states approximately equally.
Then the value of Sγ in an electric field where half of the
atoms are ionized will be approximately zero, and will not
depend on the laser wavelength, as observed in Fig. 10. Here
the line intensity exhibits complete inversion as the fields are
switched from fully ionizing to nonionizing, with a nearly flat
region in between. A small asymmetry is observed for the
0.92 kV/cm field, indicating that there may be some selective
population of k states when the laser is tuned to the edge of
the lineshape [21].

Figure 11(a) shows Sγ as a function of the static electric
field for various n states. At low fields Sγ is negative, indicat-
ing that no ionization has taken place. As the field is increased
Sγ changes sign, passing through zero, as more atoms are
ionized (cf. Fig. 10). The fields required to accomplish this
increase with n, as expected. The shape of these curves is
related to the variation in the ionization fields for different
k states (see Fig. 6). The point at which Sγ = 0 roughly cor-
responds to the field at which all of the HFS states have been
ionized. That is, when approximately half of the Ps atoms have
been ionized the positive and negative parts of the integrated
lifetime spectra are comparable and thus Sγ is close to zero.

In both Figs. 10 and 11(a), the maximum and minimum
magnitudes of Sγ are not the same. This is because, in the
ionizing case (positive Sγ ), all atoms are detected via annihi-
lation radiation originating from the same location, whereas in
the nonionizing case (negative Sγ ) the atoms are detected only
after collisions with chamber walls and other material objects
in the vacuum system (see also Fig. 4). This changes the
detection efficiency and affects the magnitude of Sγ . Owing
to their long lifetimes some atoms fly out of the detection
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FIG. 11. (a) Sγ as a function of the static electric field in the ion-
ization region for Rydberg Ps atoms with n = 18, 19, 20, 21, 23, and
25. (b) Monte Carlo simulations corresponding to the measurements.
The dashed vertical lines indicate the fields at which Sγ = 0 for the
different states.

region and are never observed. This effect is represented in
the simulations, giving rise to an asymmetry between the
magnitudes of positive and negative Sγ values. However, it is
not identical to the measured asymmetry because the detection
efficiency for very long lived atoms is not well known and
is not included in the simulation. It is possible to adjust the
analysis time windows to compensate for this; however, doing
so has only a small effect on the fields for which Sγ crosses
through zero. Therefore these windows have not been adjusted
in the analysis presented here.

The observed Sγ = 0 fields obtained from the measured
and simulated data shown in Fig. 11(a) are plotted in Fig. 12,
along with calculated fields for LFS, HFS, and k = 0 Stark
states, using an ionization rate given by the inverse of the
mean Ps flight time through the ionization region (7.7 MHz).
This figure highlights the fact that the ionization fields are
not the same for different Stark states, and the dependence on
the value of n does not scale exactly as 1/n4. This deviation
from exact 1/n4 scaling is caused by the contribution of the
high-order terms in Eq. (5) to the ionization rate [see Eq. (6)]
and can also be seen from the asymmetry in the ionization
fields in the Stark map in Fig. 6. The electric fields required
to ionize HFS states are lower than those required to ionize
LFS states at the same rate by approximately a factor of two,
as discussed in Sec. III.

The simulated Sγ = 0 data agree well with the calculated
k = 0 fields (which are equivalent to the average between
k = ±1) as they must, since the ionization rates are built into
the simulations. This agreement does, however, serve as a
validation of the velocity and angular distributions included
in the simulations. There is a clear discrepancy between the
measured k = 0 ionization fields and those obtained from the

FIG. 12. Measured and simulated electric fields at which Sγ = 0.
Also shown is the classical 1/n4 ionization field dependence, and the
fields at which HFS, LFS, and k = 0 Stark states ionize at 7.7 MHz
as determined from Eq. (6). The exponents of the n dependencies are
indicated in the figure, including that obtained from a fit to the data
and the simulations.

calculations; the agreement is worse for lower n states, as is
also apparent from the data shown in Fig. 11. The complete
explanation for this is not presently known but appears to be
simply due to the limitations of the semi-empirical approach
used in the calculations [22].

B. Pulsed-field ionization

Measurements were also performed using pulsed electric
fields. In these experiments Ps atoms were allowed to fly
into the ionization region (see Fig. 1) with 3 kV applied to
both electrode G2 and G1 (i.e., in zero electric field). Once
the atoms had entered the ionization region the potential on
G2 was reduced, creating a time-dependent electric field (see
Fig. 2). Under these conditions the electric field experienced
by the atoms does not depend on the Ps velocity distribution,
and the observed time profile of the annihilation radiation
is directly related to the ionization rate, which, for a given
atomic state, is in turn determined by the voltage pulse ramp
rate, convoluted with the detector time response. An example
of annihilation radiation time profiles (cf. Fig. 4) for both
static and pulsed fields is shown in Fig. 13 for n = 22. The
widths and shapes of the annihilation profiles for the three
cases are very different, reflecting the different mechanisms
occurring; namely, (1) atoms flying into an ionizing field
at different times, (2) atoms all simultaneously experiencing
a strong electric field and ionizing at the same time, and
(3) atoms colliding with the vacuum chamber walls.

Since they do not depend on the Ps velocity distributions
the annihilation radiation time profiles obtained using pulsed
electric fields can be directly converted to yield the annihi-
lation signal as a function of the applied electric field, as
shown in Fig. 14. To better separate the time response of the
annihilation signal the faster PWO detector was used to
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FIG. 13. Annihilation radiation time profiles for zero, static, and
pulsed electric fields measured using Ps atoms with n = 22. The
pulsed electric field is turned on at approximately t = 100 ns, as
indicated in the G2 bias shown in Fig. 2.

perform these measurements. The time profiles were con-
verted into electric-field profiles using the measured time
dependence of the G2 voltage, an example of which is shown
in Fig. 2. The HV switching time (90%–10%) was approx-
imately 60 ns, giving an electric field switching at a rate of
dF/dt ∼ 35 V cm−1 ns−1. This rate was chosen to prevent Ps
atoms from leaving the ionization region during the pulse.

The small disagreement between the simulations and mea-
surements shown in Fig. 14 may be due to errors in the
measurement of the G2 voltage time dependence. That is,

FIG. 14. Electric-field dependence of the measured pulsed-field-
ionization signal (thin lines) and corresponding Monte Carlo simu-
lations (thick lines) for atoms with different values of n indicated
in the legend and next to the corresponding peaks. These data were
recorded by using a PWO detector.

the true potential on the electrode may be shifted in time
from the probe measurement. The disagreement with the cal-
culations carried out using the methods described in Sec. III
in the static field experiments is not seen in the pulsed-field
measurements, since the pulsed excitation is less sensitive to
small field differences, and subtleties in the ionization rates
are less apparent [33] because these rates grow exponentially
(see Fig. 7). This could be studied in more detail by switching
the field to values where the ionization rates are slow (i.e.,
just below the exponential increase) and measuring the anni-
hilation radiation signal. This method could provide a direct
measurement of the annihilation rate at a well-defined field,
but would require a different electrode geometry in which Ps
atoms could fly unimpeded for longer. Such a modification to
the apparatus would also make it possible to further distin-
guish between different n states using pulsed electric fields
by slowing down the pulse and separating the annihilation
profiles, increasing the obtainable SFI state resolution.

VI. CONCLUSIONS

We have demonstrated that the method of SFI can be
applied to Ps under typical experimental conditions [34]. Mea-
surements performed with both static and pulsed electric fields
reveal clear differences in the ionization profiles for different
values of n. Our data are generally consistent with simulations
that use ionization rates obtained by scaling calculations
initially developed for the hydrogen atom [35] by the Ps
reduced mass. The static field measurements exhibited some
discrepancies, but these are not impediments to using SFI
methods in general. More precise measurements are needed
to investigate the source of the disagreement. We note that
recent measurements we have made of ionization rates of
hydrogenic Rydberg–Stark states in helium in strong electric
fields in a different apparatus also indicate discrepancies with
the rates calculated using the expressions in Eqs. (5) and (6).
The ionization rates measured in this work are up to five times
higher than the calculated rates.

The measurements reported here are generally consistent
with the theoretical calculations for higher-n states, which
implies that the reduced mass scaling is valid, and that there
are no dynamical mechanisms that significantly change Ps
tunneling rates compared with those of hydrogen. It is not
necessarily obvious that Ps rates should scale from hydrogen
rates directly with the reduced mass; tunneling rates depend
inversely on the particle mass, and the proton and positron
dynamics may be quite different during the field-ionization
process. However, since the tunnel ionization rates vary expo-
nentially with the electric field (see Fig. 7), much more precise
measurements are needed to check for any difference between
Ps and hydrogen; for all practical purposes the scaled hydro-
gen rates can be used to describe Ps experiments. It would
be of interest to perform direct measurements of ionization
rates using a spatially extended ionization region. In principle
this would allow the application of near-threshold ionization
electric fields such that the concomitant ionization rates were
comparable to the Ps lifetimes [31]; for the states studied here
this would correspond to rates on the order of 10–100 kHz,
as opposed to 7.7 MHz. This arrangement would also be well
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suited for studies of blackbody radiation induced transitions
in Rydberg Ps [17,18].

With the current SFI arrangement it would not be possible
to unambiguously distinguish between neighboring n states,
but transitions in which �n � 2 would be resolvable. As
an example, n = 22 → 24 transitions, which would require
540 GHz millimeter-wave radiation for single-photon excita-
tion, would be observable. Electromagnetic radiation at these
frequencies can be obtained from commercial sources using
multipliers. Owing to the strong transition dipole moments
between Rydberg levels, even two-photon transitions can be
driven with typical few-mW sources that are available in
the millimeter-wave range (see, e.g., Refs. [36,37]). Thus, Ps
Rydberg spectroscopy using SFI in the demonstrated regime
does appear to be feasible without any additional experimental
modifications. Since Rydberg levels are highly sensitive to
external electric and magnetic fields, microwave spectroscopy
can be used to map out such external fields [38]. This would be
useful for precision microwave spectroscopy of the Ps n = 2
fine structure [39] in which Stark and Zeeman shifts must be
either eliminated, or accurately taken into account [34].

Precision microwave spectroscopy of Rydberg Ps states
can, in principle, be used to measure the Rydberg constant. An
experiment was carried out by De Vries and Kleppner [40] in
which millimeter-wave transitions between adjacent Rydberg
states of atomic hydrogen were measured, and a similar
measurement should be possible using Ps. If external fields are
fully accounted for, the ultimate precision of such experiments
would be determined by the measurement time, meaning that
it would be desirable to use long-lived circular states (that is,
states for which � = n − 1) [41]. These have previously been
created in hydrogen and other atoms by adiabatic transfer in
crossed electric and magnetic fields [42], and by adiabatic
passage from low-� states in circularly polarized microwave
fields [41,43,44]. Unfortunately the former technique cannot
be used with Ps because the orbital magnetic moments of the
oppositely charged electron and positron cancel and therefore

do not given rise to a Zeeman splitting of the individual m�

sublevels in the pure magnetic field. Without such a Zeeman
splitting it does not appear to be possible to adiabatically
transform the outer m� = 0 Stark state, prepared in the pres-
ence of the magnetic and strong perpendicular electric field,
into the circular state in the pure magnetic field. Thus, Ps
circular states will have to be generated using the microwave
transfer method; SFI will be invaluable in optimizing this
process [41], which will likely have to be further developed
(see, e.g., Refs. [45,46]) to work within the parameters of
a Ps experiment. Circular states of Ps have the advantage
that, in contrast to hydrogen, they do not possess a large
magnetic moment, owing to the equal and opposite orbital
magnetic moments of the electron and positron. They are
also naturally insensitive to electric fields because they do
not exhibit static electric-dipole moments; the long lifetimes
and insensitivity of circular Ps states to external magnetic and
electric fields can be utilized to perform gravitational free-fall
measurements [47,48] and very-high-resolution time-of-flight
spectroscopy [7].

The methods demonstrated here can be used to study
microwave-induced transitions between Rydberg Ps levels
(see, e.g., Refs. [14,49]) as part of a longer-term experimental
program in which Rydberg-based field-cancellation [38] and
deceleration [4] methods will enable improved optical Ps
spectroscopy [50]. Precision measurements of Ps energy lev-
els can be used to test bound-state QED theory [51], search for
new physics [52], and may eventually allow for a proton-free
measurement of the Rydberg constant at a level relevant to the
proton radius puzzle [53,54].
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