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Abstract—A spatially correlated large antenna array operating
at millimeter-wave (mmWave) frequencies is considered. Based on
a Saleh-Valenzuela channel model, closed-form expressions of the
three-dimensional spatial correlation (SC) for wide, narrow and
Von Mises power elevation spectra (PES) are analytically derived.
The effects of the PES on the convergence to massive multiple-
input-multiple-output (MIMO) properties is then illustrated by
defining and deriving a diagonal dominance metric. Numerically,
the effects of antenna element mutual coupling (MC) is shown
on the effective SC, eigenvalue structure and mmWave user rate
for different antenna topologies. It is concluded that although
MC can significantly reduce SC for side-by-side dipole antenna
elements, the change in antenna effective gain (and therefore
signal-to-noise ratio) caused by MC becomes a dominating effect
and ultimately determines the antenna array performance. The
user rate of a mmWave system with hybrid beamforming (HBF),
using an orthogonal matching pursuit (OMP) algorithm, is then
shown for different antenna topologies with dipole and cross-
polarized (x-pol) antenna elements. It is seen that even for small
numbers of radio-frequency chains, the OMP algorithm works
well relative to the fully digital case for channels with high SC,
such as the x-pol antenna array.

I. INTRODUCTION

To cope with the demanding data rate specifications of 5G
communication systems, novel technical solutions are being
considered [1], [2]. Namely, the use of the wide bandwidths
available at millimeter-wave (mmWave) frequency bands [3],
dense deployment of cells [4] and massive multiple-input-
multiple-output (MIMO) systems [5]. In this context, mmWave
bands are suitable because they occupy regions of uncongested
spectrum that enable large contiguous bandwidth carriers and
the deployment of large-scale antenna arrays in smaller form
factors [6], [7].

Recently, a number of papers have focused on characterizing
radio wave propagation in the mmWave bands [7]–[14], where
special emphasis has been placed on the development of
statistical models based on measurement campaigns performed
in urban environments. Some studies show that mmWave
channels have significantly less multipath richness and a higher
path loss (PL) than microwave channels [15]. It then follows
that, in general, mmWave channels have an increased line-of-
sight (LOS) propagation probability, since the cell radius must
be reduced to maintain the same average received signal-to-
noise ratio (SNR). Thus, the importance of both antenna direc-
tivity and array gains to overcome the increased propagation
losses experienced at mmWave bands is highlighted.

A number of important metrics of MIMO communication
systems, such as achievable rates and the number of indepen-
dent data streams, are highly dependent on the SC character-
istics, which are a function of both the wireless channel (e.g.,

number of scatterers) and the antenna array topology [16]–
[21]. Due to the limited number of scattering clusters, as well
as the narrow inter-cluster and intra-cluster angular spectra,
mmWave communication channels have been shown to suffer
from severe SC [8], [9], [12], [14], which diminishes the
multiplexing and diversity gains attainable with large antenna
arrays. This poses a challenge for mmWave transmission, since
the resultant achievable data rates depend on the richness
of the multipath channel [16], [19]–[21]. However, spatial
channel sparsity can be simultaneously leveraged for reducing
the number of radio frequency (RF) chains required for trans-
mission via hybrid (analog and digital) beamforming (HBF) or
beamspace strategies [22], [23]. Regardless, accurate models
to quantify SC effects are needed to predict multiplexing gains
and rates.

The analysis of SC has been the subject of a number of
studies for both two-dimensional (2D) [20], [24] and three-
dimensional (3D) [18], [25]–[27] scattering environments. The
contribution in [24] assumes a narrow power azimuth spectrum
(PAS) to derive the 2D SC of uniform linear array (ULA) and
uniform circular antenna array topologies. Here, closed-form
expressions of the SC are derived by taking the Fourier trans-
form of the PAS. The work in [18] extends the methodology of
[24] to a more realistic 3D propagation environment, deriving
the SC of a uniform rectangular array (URA) and uniform
cylindrical array (UCA), while exploring channel convergence
properties of a massive MIMO system. Although quite general,
the 3D SC analysis in [25]–[27] is non-closed-form, making it
less straightforward to quickly draw conclusions regarding the
influence of various SC mechanisms on performance. This lim-
its their usefulness to some extent. Furthermore, the composite
effect of large numbers of spatially correlated antennas on the
performance (sum rate or eigenvalue properties) of a massive
MIMO system is not considered in any of the aforementioned
works. In this paper therefore, reasonable assumptions about
the propagation environment are made such that closed-form
expressions of the 3D SC can be derived and insights drawn.
We also illustrate the combined effects of many spatially
correlated antenna elements on the eigenvalue properties and
rate of large scale antenna systems.

Mutual coupling (MC) between antenna elements has also
been shown to be an influential factor in performance [28]–
[31]. This effect can be critical in physically constrained sce-
narios, where a large number of antennas are packed in fixed
physical structures such that inter-antenna spacings are shorter
than half a wavelength, as studied in [17], [32]. Specifically,
[32] shows a considerable decrease in the achievable rates of
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microwave systems due to MC. Overall, the influence of both
MC and array topology in the mmWave band still remains an
open problem [13].

In this paper, the channel model is based on the well-
known Saleh-Valenzuela (S-V) channel model [33]. The S-V
style model has been the subject of a number studies (e.g.,
[34], [35]), and its capacity distribution accuracy has been
validated, using MIMO system measurements, for various
scenarios [36]–[38]. It thus forms the basis for 3rd Generation
Partnership Project (3GPP) sub-6 GHz [39] and above 6 GHz
[40] channel models. Due to its versatile structure, many
mmWave measurement campaigns (e.g., [3], [8]–[10], [12],
[14], [41], [42]) have adopted the S-V channel, where a few
clusters and narrow angular spectra allow the modelling of
sparse channels. Thus, the S-V model is typically used to
analyse and evaluate techniques in mmWave channels, e.g.,
HBF algorithms [22], [43], [44].

Using the S-V channel model, we derive closed-form ex-
pressions characterizing the 3D SC of arbitrary antenna array
configurations, thus providing insight into the design and
performance of mmWave systems. In particular, we concen-
trate on the study of metrics conventionally employed for
the analysis of systems with a large number of co-located
antennas such as diagonal dominance, which we analytically
characterize, and user rate with and without HBF. Additionally,
we explore the system eigenvalue properties for a variety of
antenna structures with the aim of determining their influence
on the array spatial multiplexing gain [45]. Overall, the results
derived in this paper allow us to characterize the impact of
employing different array topologies in mmWave systems.

We summarize the contributions of this paper as follows:

1) We derive closed-form expressions for the 3D SC be-
tween any two antenna elements of a S-V channel
model, for wide, narrow and Von Mises [46], [47]
power elevation spectrum (PES). Note that while the
analytical derivations of this paper are general and
applicable to other systems applying the S-V model,
such as wideband channels and standardized non-line-
of-sight (NLOS) channel models developed by the 3GPP
[39], [40], the conclusions and results of this paper are
focused on mmWave systems.

2) We define a metric to measure the convergence of a
user’s channel to favourable propagation [48]: diagonal
dominance1. We then derive its closed-form expressions
for wide, narrow and Von Mises PES, and show how
the PES and antenna topology impact the rate of con-
vergence to massive MIMO properties.

3) Numerically, we examine the effects of MC on different
antenna array topologies, by analysing the resultant SC
against inter-element spacing, eigenvalue properties and
user rates of a mmWave system. We demonstrate that
while MC reduces SC for a wide range of inter-element
distances and antenna configurations, the variation in

1Diagonal dominance has previously been defined for a single-antenna users
uplink (UL) channel in [49]. In this paper, diagonal dominance is defined for
a downlink (DL) channel where the user can have an arbitrary number of
receive antenna elements.

SNR becomes the dominant effect and can increase or
decrease user rates depending on antenna spacing.

4) The user rate performance of a HBF mmWave system
is shown for different antenna topologies with dipole2

and cross-polarized (x-pol) antenna elements. It is seen
that the relative difference between the HBF and fully
digital rates reduces with increasing SC.

II. SYSTEM MODEL

A. Channel Model

We consider a single-cell DL system where an M antenna
element BS serves users, with Q antennas each, in a single
time/frequency resource. The SC of a wideband channel is
left to future work. The Q × M DL channel matrix for an
arbitrary user can be described as

H =

C∑
c=1

L∑
l=1

gc,l√
L

aRX
(
φAOA
c,l , θ

AOA
c,l

)
aH

TX

(
φAOD
c,l , θ

AOD
c,l

)
, (1)

where C is the number of scattering clusters, L is the number
of propagation subpaths per cluster, gc,l ∼ CN (0, γc) ∀c, l
is the independent and identically distributed (i.i.d.) complex
small scale fading3, where γc is the (normalized) power of
cluster c. γc is calculated following the method in [8], which
generates the unnormalized power of cluster c, γ′c, via γ′c =
Urτ−1
c 10−0.1Xc , where Uc ∼ U [0, 1], rτ is a constant (equal

to 2.8 and 3.0 for 28 GHz and 73 GHz channels, respectively)
and Xc ∼ N (0, ζ2) accounts for log-normal variations in the
per-cluster power with variance ζ2. Thus, the channel model
in (1) is normalized. The angles φc,l ∈ [0, 2π) ∀c, l and
θc,l ∈ [0, π) ∀c, l denote the azimuth and elevation angles,
respectively, of subpath l in cluster c. aTX(φAOD

c,l , θ
AOD
c,l ) and

aRX(φAOA
c,l , θ

AOA
c,l ) denote the M×1 transmitter (TX) and Q×1

receiver (RX) antenna array response vectors, given as

aTX(φAOD
c,l , θ

AOD
c,l ) = exp

(
j

2π

λ
WTXrTX(φAOD

c,l , θ
AOD
c,l )

)
, (2)

aRX(φAOA
c,l , θ

AOA
c,l ) = exp

(
j

2π

λ
WRXrRX(φAOA

c,l , θ
AOA
c,l )

)
, (3)

where λ is the wavelength of the carrier frequency, WTX and
WRX are the M × 3 and Q × 3 location matrices of the TX
and RX antenna elements in 3D Cartesian coordinates, respec-
tively. rTX(φAOD

c,l , θ
AOD
c,l ) and rRX(φAOA

c,l , θ
AOA
c,l ) are the 3 × 1

spherical unit vectors of the TX and RX, respectively, where
r (φ, θ) = [sin (θ) cos (φ) , sin (θ) sin (φ) , cos (θ)]

T. It is as-
sumed that the angles of departure (AODs) are independent
of the angles of arrival (AOAs) and that the azimuth angles
are independent of elevation angles. We define the subpath
angles to be the sum of a central cluster angle, {φ0,c, θ0,c},
and an intra-cluster subpath offset, {∆φc,l,∆θc,l}, i.e., φc,l =
φ0,c ± ∆φc,l ∀c, l and θc,l = θ0,c ± ∆θc,l ∀c, l, for azimuth
and elevation angles, respectively.

2Throughout this paper, we use dipole to refer to a co-polarized (or
vertically polarized [39]) half-wavelength antenna.

3In many S-V style channel models, such as those standardized by 3GPP
[39], [40], the complex normal gc,l ∼ CN (0, γc) is simply replaced by√
γcexp(jψc,l) where ψc,l ∼ U [0, 2π). However, we have chosen to follow

the channel model in [8], thus we use gc,l.



B. Angular Power Spectra

It is common to define the angular variation in clustered
channels via a PAS and power elevation spectrum (PES) for the
central cluster angles and a second PAS/PES for the subpaths
within a cluster. In this work, it is more convenient to define
the global PAS and PES of all subpaths as pΦ (φ) = fΦ (φ) and
pΘ (θ) = fΘ (θ) / sin (θ), respectively. Here, fΦ (φ) and fΘ (θ)
denote the PDFs of the azimuth and elevation angles of an
arbitrary subpath. We assume that the TX is omnidirectional
with respect to the azimuth domain, as in mmWave measure-
ment campaigns [8], [9], [12], [14], [41], [42], [50]. Because
the azimuth central cluster AODs are U [0, 2π), it also follows
that on average pΦ(φAOD

c,l ) ∼ U [0, 2π) ∀c, l since the addition
of a random offset to a U [0, 2π) variable remains uniform
over [0, 2π). Similarly, we assume the central cluster AOAs
are U [0, 2π) in azimuth and hence pΦ(φAOA

c,l ) ∼ U [0, 2π) ∀c, l.
On the other hand, we cannot make such simple assumptions
concerning the global AOD and AOA PES since they depend
on a number of factors, such as user location and down-tilt
angle of the antenna array. We therefore give three different
cases for the PES. Namely, two opposing cases: wide and
narrow PES, as well as the commonly used Von Mises
distributed PES [46], [47], detailed below:

1) Wide PES: The PES has a wide, uniform distribution,
i.e., pΘ (θc,l) is constant over [0, π) ∀c, l. This is the
case for antennas which are isotropic at the TX and an
isotropic channel at the RX.

2) Narrow PES: The PES has a narrow, uniform distri-
bution, i.e., pΘ (θc,l) is constant over θ0 − ∆θc,l and
θ0 + ∆θc,l ∀c, l, where ∆θc,l is a small elevation intra-
cluster subpath offset with respect to the central cluster
angle, θ0. Here, all clusters have the same elevation
central cluster angle, θ0. However, the subpaths in each
cluster are random. The narrow PES SC is best suited
to the case of directive antennas and channels of sparse
elevation spectra.

3) Von Mises PES: The PES is distributed according to
the Von Mises distribution [46], [47], i.e., pΘ (θc,l) ∼
exp (κ cos (θc,l − µ)) /2πI0(κ), with mean µ and vari-
ance 1 − (I1(κ)/I0(κ)), where κ is the concentration
parameter and I0(·) denotes the zeroth order modified
Bessel function.

C. System Aspects

In mmWave channels, 5G BSs are expected to have hun-
dreds of antenna elements (loosely referred to in the industry
as massive MIMO). It is currently envisioned that a BS will
have at least 256 antenna elements (128 x-pol elements) in
a URA topology [2], which is to be constructed by four 64
element panels [1]. While users are likely to have 16 antenna
elements in a 4 × 4 URA configuration [1]. In addition the
base station will also support multiple users in the same time
slot and frequency resource. The antennas are not just passive
antenna elements as exist today. A large part of the RF hard-
ware (such as power amplifiers, phase shifters, summers for
BF, duplexer filters, etc) are all situated in backplanes behind
the antenna [2]. Furthermore some higher layer processing
may also be done at the antenna side to reduce front haul

Fig. 1: ULA antenna topology on the x-axis with M dipole
antennas, of length ι, with an inter-element spacing of dx.

requirements. Due to the sparse nature of the mmWave channel
the number of RF chains much less than the total number of
TX antenna elements. This is the motivation to deploy HBF.

Due to space limitations it is not possible to consider the
impact of all of these issues and more in this manuscript.
Consequently we limit ourselves here to analysing the per-
formance of several antenna topologies (discussed in Section
II-E) consisting of dipole antenna elements with 3D SC and
MC (discussed in Section II-D), where the S-V channel model
is used. The S-V model lends itself to closed form analysis
yet it is closely related to the standardised 3GPP model.
Furthermore, the HBF rate performance is investigated in a
mmWave channel for both dipole and x-pol antenna arrays,
using the OMP algorithm [22].
D. Mutual Coupling Model

We consider the MC between (ideal) dipole antenna ele-
ments considering that they are terminated by the terminal
impedance. While multi-port matching networks could poten-
tially alleviate the impact of MC, these are generally difficult
to implement for the large antenna arrays considered in this
paper [51], [52]. The global MC matrix is expressed as [17],
[28]

Z = (ZA + ZL) (Ξ + ZLIM )
−1
, (4)

where ZA is the antenna impedance, ZL is the load or
termination impedance and Ξ is the mutual impedance matrix
given by [53]

Ξ =


ZA Z1,2

M · · · Z1,M−1
M Z1,M

M
Z2,1

M ZA · · · Z2,M−1
M Z2,M

M
...

...
...

...
...

ZM,1
M ZM,2

M · · · ZM,M−1
M ZA

 , (5)

if MC is modelled at the TX. Zm,m
′

M denotes the mutual
impedance between antenna elements m,m′ ∈ 1, . . .M . The
mutual impedances are obtained by employing the electromo-
tive force method due to its numerical convenience [31], [53].

E. Antenna Array Topologies

We consider the following dipole antenna array topologies:
1) A ULA placed on the x, y-plane
2) A URA with one dimension parallel to the z-axis and

another dimension placed on the x, y-plane.
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...

...

Fig. 2: URA antenna topology on the x, z-plane consisting
of
√
M dipoles on the x-axis, with an inter-element spacing

of dx, and
√
M dipoles on the z-axis, with an inter-element

spacing of dz. Each dipole antenna element is of length ι.

Fig. 3: UCA antenna topology with
√
M x, y-plane circles of

dipole antennas separated on the z-axis by dz. Each x, y-plane
circle of antennas has radius r and inter-element spacing dxy.
Each dipole antenna element is of length ι.

3) A UCA where a number of x, y-plane circles of antennas
are stacked parallel to the z-axis.

The ULA, URA and UCA antenna topologies are shown in
Figures 1, 2 and 3, respectively. For both the URA and UCA,
we assume that the number of antennas parallel to the x, y-
plane are the same as the number of antennas parallel to the
z-axis. The antenna array response vectors for each topology
are given in (2) and (3), where the TX and RX antenna location
matrices, WTX and WRX, respectively, are topology specific.

III. SPATIAL CORRELATION

In this section, we derive closed-form expressions for the
SC of the S-V channel given in (1), for wide, narrow and Von
Mises PES. The derived expressions can be used to model the
SC at either the TX or RX. Without loss of generality, the
notation, results and conclusions in this section are obtained
for SC antenna elements m,m′ ∈ 1, . . . ,M at the TX.

Lemma 1: The SC between two TX antenna elements m,m′,
with pΦ(φAOD

c,l ) ∼ U [0, 2π) ∀c, l, and for a general pΘ(θAOD
c,l ),
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Fig. 4: Wide AOD PES SC magnitude, |Rm,m′ |, between two
TX antennas, m and m′, as a function of their 3D inter-element
spacing, dxyzm,m′ .

is given as

Rm,m′ =

C∑
c=1

L∑
l=1

∫
θAOD
c,l

exp
(
j2πdzm,m′ cos(θAOD

c,l )
)

CL
×

J0

(
2πdxym,m′ sin(θAOD

c,l )
)

pΘ(θAOD
c,l ) sin(θAOD

c,l )dθAOD
c,l , (6)

where J0 (·) denotes the zeroth order Bessel function of the
first kind, dxm,m′ = dxm − dxm′ , dym,m′ = dym − dym′

and dzm,m′ = dzm−dzm′ denote the distance in wavelengths
between antenna element m and m′ relative to the x, y and
z axes, respectively. dxym,m′ =

√
dx2

m,m′ + dy2
m,m′ is the

distance in wavelengths between antenna element m and m′

on the x, y-plane.
Proof: see Appendix A.

A. Wide AOD PES

Theorem 1: For pΘ

(
θAOD
c,l

)
constant over [0, π) ∀c, l, the

SC between two TX antenna elements m,m′, is

Rm,m′ =

C∑
c=1

L∑
l=1

sinc (2dxyzm,m′)

CL
= sinc (2dxyzm,m′) ,

(7)

where sinc (x) = sin(πx)/πx denotes the normalized sinc
function and dxyzm,m′ =

√
dxy2

m,m′ + dz2
m,m′ is the dis-

tance in wavelengths between antenna elements m and m′ in
3D Cartesian coordinates.

Proof: see Appendix B.
From (7), we observe that:
• Increasing the distance between any two TX antennas by

the same amount in any direction decorrelates the two
antennas equally (non-monotonically).

• The nulls of |Rm,m′ | (or zero crossings of Rm,m′ ) occur
when dxyzm,m′ = n/2 for n ∈ Z+, i.e., an antenna
array can experience zero SC if adjacent antennas are
placed at multiples of a half wavelength. Although this
can be achieved easily with a ULA, it cannot be achieved
with the URA and UCA topologies, as antenna elements
spacings are not always a multiple of a half-wavelength.

In Figure 4 we show the wide AOD PES SC magnitude,
|Rm,m′ |, between two TX antennas, m,m′, as a function of



their 3D inter-element spacing4, dxyzm,m′ . It can be seen that
the height of the SC peaks decays as dxyzm,m′ increases.
B. Narrow AOD PES

Theorem 2: For pΘ(θAOD
c,l ) constant over [θAOD

0 −
∆θAOD

c,l , θAOD
0 + ∆θAOD

c,l ] ∀c, l, where ∆θAOD
c,l is small, the SC

between TX antenna elements m,m′, can be approximated as

Rm,m′ ≈ exp
(
j2πdzm,m′ cos(θAOD

0 )
)

× J0

(
2πdxym,m′ sin(θAOD

0 )
)
. (8)

Proof: see Appendix C.
Here we draw some insights into the narrow AOD PES TX
SC, given in (8):
• The expression in (8) is independent of the intra-cluster

elevation AOD offsets, ∆θAOD
c,l , and therefore the intra-

cluster elevation AOD spreads, because the multiple rays
of each cluster are approximated by the constant elevation
central cluster AOD, θAOD

0 . For the same reason, Rm,m′

is independent of the number of subpaths, L.
• Rm,m′ is independent of azimuth angles because the

AOD PAS is uniform over its entire range.
• Rm,m′ decreases non-monotonically with dxym,m′ , as

increased x, y-plane spacing tends to reduce |Rm,m′ |
since it affects the modulus of (8) via the Bessel function.

• For a fixed dxym,m′ , the modulus,
J0

(
2πdxym,m′ sin(θAOD

0 )
)
, is reduced when sin(θAOD

0 )
is maximized. This occurs when θAOD

0 = π/2, i.e., when
the central AOD is broadside to the TX antenna array
with respect to the z-axis. At this elevation AOD, the
phase shift disappears and the resultant SC becomes
Rm,m′ = J0 (2πdxym,m′), i.e., only a function of the
x, y-plane inter-element spacings.

• When the central AOD is end-fire to the TX antenna
array with respect to the z-axis, the resultant SC becomes
Rm,m′ = exp (j2πdzm,m′), i.e., only a function of the z-
axis inter-element spacings. Note that here the SC has a
magnitude of 1. This is a mathematical peculiarity and is
due to the fact that in this scenario there is just a phase
shift in the elevation domain between m and m′.

• This scenario can be generalized to a narrow angular
spread within clusters of fixed but different central cluster
AODs. Here, the global PES is not narrow, but the PES
of subpaths within a cluster is narrow. Here, (8) becomes

Rm,m′ =
1

C

C∑
c=1

exp
(
j2πdzm,m′ cos(θAOD

0,c )
)

× J0

(
2πdxym,m′ sin(θAOD

0,c )
)
. (9)

In this scenario, the phase shift,
exp

(
j2πdzm,m′ cos(θAOD

0 )
)
, is able to decrease |Rm,m′ |

non-monotonically. A larger z-axis spacing increases the
phase oscillations and hence the C components are more
likely to be out of phase and cancel, reducing |Rm,m′ |
by a different mechanism than dxym,m′ .

To date, all 3D channel model measurement campaigns ex-
press the elevation AOD central cluster angles as some small

4Note that all results presented in this section are without MC. In Section
V, the effects of MC is considered.

random variation around the LOS angle to the user, ϑAOD [9],
[14], [39]. Any downtilting of the TX antenna array would
affect the relative LOS angle, ϑAOD, however, we assume no
mechanical downtilting of any antenna arrays. To examine
the accuracy of (8) to the true SC for increasing intra-cluster
subpath offsets, ∆θAOD

c,l , we assume θAOD
0 = ϑAOD following

[8]. Therefore,

Rm,m′ = exp
(
j2πdzm,m′ cos(ϑAOD)

)
× J0

(
2πdxym,m′ sin(ϑAOD)

)
. (10)

In Figure 5 we show good agreement between the magnitude
of the mean SC between two TX antennas, m,m′ ∈ 1, . . . ,M ,
for narrow AOD PES as a function of their x, y-plane inter-
element spacing, dxym,m′ , and elevation AOD subpath offsets,
∆θAOD

c,l . The SC is averaged over 104 LOS angles, ϑAOD,
where the user is located between 30 and 200m based on
area coverage with a TX height of 17m and a RX height of
2m [8]. It can be seen that as the elevation AOD subpath
offsets, ∆θAOD

c,l , are increased, the narrow AOD PES becomes
a less accurate approximation to the SC. This is intuitive since
we are approximating the SC in (6) by a single elevation
AOD. However, the simple narrow AOD PES results are
surprisingly accurate even up to ∆θAOD

c,l = 30◦ ∀c, l. We
also see that the peaks of the SC are slightly reduced in
magnitude as the elevation AOD subpath offsets, ∆θAOD

c,l , are
increased. This is a result of greater angular diversity in the
system and the extreme case is the wide AOD PES, shown
in Figure 4. Furthermore, we observe that the nulls of the SC
magnitude occur for smaller distances as ∆θAOD

c,l is reduced.
This is because the LOS elevation angle to the user, ϑAOD,
is nearly always relatively close to 90◦ (due to user location)
as ∆θAOD

c,l becomes smaller, therefore increasing the Bessel
function argument, i.e., sin(θAOD

c,l ) = sin(θAOD
0 + ∆θAOD

c,l ) =

sin(ϑAOD + ∆θAOD
c,l ) ≈ sin(ϑAOD) ≈ 1 ∀c, l, for small ∆θAOD

c,l .
On the other hand, as ∆θAOD

c,l increases, there becomes a higher
likelihood that the magnitude of sin(θAOD

c,l ) is reduced for a
particular ray. The extreme case, where the first null occurs at
a distance of dxym,m′ = 0.5, is equivalent to the wide AOD
PES shown in Figure 4.

C. Von Mises AOD PES

Theorem 3:
For pΘ(θAOD

c,l ) ∼ exp
(
κ cos(θAOD

c,l − µ)
)
/2πI0(κ), the SC

between TX antenna elements m,m′, can be approximated by

Rm,m′ ≈
sinc

(
2

√
dxy2

m,m′ +
(
dzm,m′ − j κ cos(µ)

2π

)2
)

sinc
(
j κ cos(µ)

π

) .

(11)

Proof: see Appendix D.
From (11) it can be seen that:
• Increasing the inter-element spacing on the either the x, y-

plane or z-axis decreases the SC non-monotonically.
• If dxym,m′ = 0, Rm,m′ = sinc

(
2dzm,m′ − j κ cos(µ)

π

)/
sinc

(
j κ cos(µ)

π

)
. Apart from when dzm,m′ = 0,
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c,l . dzm,m′ = 0

Rm,m′ can never be zero since 2dzm,m′ 6=
jκ cos(µ)/π ∀dzm,m′ .

• If dzm,m′ = 0, the SC becomes Rm,m′ =

sinc

(
2

√
dxy2

m,m′ −
(
κ cos(µ)

2π

)2
)/

sinc
(
j κ cos(µ)

π

)
and the nulls of |Rm,m′ | occur when dxym,m′ =√

n
4 +

(
κ cos(µ)

2π

)2

for n ∈ Z+. For example, at

µ = π/2 and µ = π/3, the first null of |Rm,m′ |
occurs at dxym,m′ = 1/2 and dxym,m′ =

√
1
4 +

(
κ
2π

)2
wavelengths, respectively.

• For µ = π/2, Rm,m′ becomes equal to the wide AOD
PES SC in (7).

• As µ approaches 0 or π, Rm,m′ increases.
• As the concentration parameter κ → 0, the distribution

of θAOD
c,l becomes uniform over [0, π) ∀c, l and Rm,m′

becomes equal to the wide AOD PES SC in (7).
• As the concentration parameter κ → ∞, the AOD PES

becomes infinitesimally small and thus Rm,m′ ≈ 1.
In Figure 6 we show the accuracy of the mean SC between
two TX antennas, m,m′, for a Von Mises AOD PES approxi-
mation as a function of their x, y-plane inter-element spacing,
dxym,m′ . It can be seen that the approximation is exact for
κ = 0, µ = π/2, µ = 0 and µ = π. For κ = 2 and µ = 2π/3,
the approximation is reasonably good for small spacings and
large spacings.

IV. CONVERGENCE TO MASSIVE MIMO: DIAGONAL
DOMINANCE

In this section, we explore the rate of convergence of a
user’s channel to favourable massive MIMO propagation [5],
[48] for the different antenna topologies, as the number of
RX antennas, Q, becomes large. It is assumed that there
is no power variation over the array aperture. We measure
the convergence of a user’s channel by defining the diagonal
dominance, δ, as

δ =

1
Q(Q−1)

Q∑
q=1

Q∑
q′=1,q′ 6=q

∣∣E [hqhH
q′

]∣∣
1
Q

Q∑
q=1

E
[
hqhH

q

] , (12)
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Fig. 6: SC magnitude between TX antennas, m and m′ vs
dxym,m′ , for a Von Mises AOD PES.

where hq denotes the qth row of H. Note that δ will converge
to zero when channels between antenna elements, of the user,
become orthogonal, i.e., the diagonal elements become large
relative to the off-diagonals in the summations. Note here
that the diagonal dominance is a function of the user antenna
array and therefore (12) is dependent on the number of user
antennas, Q, and AOAs, rather the number of BS antennas,
M , and AODs5.

Lemma 2: Given the S-V channel model in (1) and an AOA
PAS of pΦ(φAOA

c,l ) ∼ U [0, 2π) ∀c, l, as discussed in Section
II-B, the diagonal dominance can be written as

δ =
1

Q (Q− 1)

Q∑
q=1

Q∑
q′=1,q′ 6=q

1

CL

∣∣∣∣∣
C∑
c=1

L∑
l=1

E
[
exp

(
j2π ×

)]∣∣∣∣∣∣∣∣[∑ (
dzq,q′ cos(θAOA

c,l )
)
J0

(
2πdxyq,q′ sin(θAOA

c,l )
)]∣∣∣ . (13)

Proof: see Appendix E.
We now give the three cases of AOA PES: wide, narrow and
Von Mises, in Sections IV-A, IV-B and IV-C respectively.

A. Wide AOA PES

Evaluating the expectation in (13) for a wide AOA PES,
i.e., pΘ(θAOA

c,l ) constant over [0, π) ∀c, l, δ gives

δ =
1

Q (Q− 1)

Q∑
q=1

Q∑
q′=1,q′ 6=q

|sinc (2dxyzq,q′)| , (14)

where the steps are analogous to the wide AOD PES SC,
given in Appendix B, and dxyzq,q′ denotes the distance
in wavelengths between antenna elements q and q′ in 3D
Cartesian coordinates. From (14), we observe that:
• Increasing the distance between two antennas by the

same amount in any direction decreases δ equally (non-
monotonically).

• Assuming uniform spacings in any direction, δ will be
zero when dxyzq,q′ = n/2 for n ∈ Z+. This can
be achieved easily with a ULA, however it cannot be
achieved with the URA and UCA topologies, as antenna
elements spacings are not always a multiple of a 1/2
wavelength.

5Since we are considering a DL channel, the diagonal dominance is defined
for a particular user. However, all the analysis holds in the case of an UL
channel, where the diagonal dominance would be defined for a BS.
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In Figure 7, we show the diagonal dominance of a user’s
channel, δ, for a wide AOA PES, as a function of the number
of receive antenna elements, Q, antenna topology and antenna
inter-element spacing. dλ denotes the antenna inter-element
spacing in wavelengths. It can be seen that an increase in inter-
element spacing from dλ = 0.125 to 1.25 wavelengths results
in nearly an order of magnitude decrease in δ. The ULA has
lower values of δ as it has fewer adjacent antenna elements,
compared with the URA and UCA. Also, as Q increases, the
value of δ for the URA and UCA converge to be similar.

B. Narrow AOA PES

Analogous to the steps in Appendix C, the diagonal dom-
inance of a user’s channel, with a narrow AOA PES, can be
approximated as

δ =
1

Q (Q− 1)

Q∑
q=1

Q∑
q′=1,q′ 6=q

∣∣∣exp
(
j2πdzq,q′ cos(θAOA

0 )
) ∣∣∣∣∣∣∣∣∑ × J0

(
2πdxyq,q′ sin(θAOA

0 )
)∣∣∣∣∣ (15)

=

Q∑
q=1

Q∑
q′=1,q′ 6=q

∣∣J0

(
2πdxyq,q′ sin(θAOA

0 )
)∣∣

Q(Q− 1)
, (16)

since |exp (jx)| = 1. From (16), we can draw some insights:
• δ is independent of dzq,q′ .
• As discussed for the narrow AOD PES SC in Section

III-B, δ is independent of the angular spreads, the number
of subpaths, L, and azimuth angles. δ decreases non-
monotonically with dxyq,q′ .

• For a fixed θAOA
0 , differences in δ between the URA and

UCA come from the oscillatory nature of J0(2πdxyq,q′),
which is a function of the x, y-plane inter-element spac-
ings. Note that dxyURA

q,q′ ≥ dxyUCA
q,q′ with equality only if

q = q′ ± 1, where the layout of the antenna topologies
are described in Section II-E.

• If θAOA
0 = ϑAOA as in [8], then

δ =

Q∑
q=1

Q∑
q′=1,q′ 6=q

∣∣J0

(
2πdxyq,q′ sin(ϑAOA)

)∣∣
Q(Q− 1)

. (17)

In Figure 8, we show the diagonal dominance of a user’s
channel, δ, for a narrow AOA PES, where θAOA

0 = ϑAOA, as in
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Fig. 8: Diagonal dominance of a user’s channel, δ, for a narrow
AOA PES, as a function of Q and dλ.

(17) [8]. As was the case in the wide AOA PES scenario,
an increase in inter-element spacing from dλ = 0.125 to
1.25 wavelengths results in a large decrease in δ. Since δ
is independent of the z-axis inter-element spacing, the ULA
now performs significantly better than the URA and UCA
topologies. The slope of the UCA δ is not smooth, as seen
for the ULA and URA topologies, and intersects the URA δ
at different numbers of RX antenna elements, Q. For large
antenna spacings, the diagonal dominance of the URA and
UCA converge to similar spacings. Comparing Figures 7 and
8, δ in the narrow AOA PES case is larger than the wide
AOA PES since, in general, the magnitude of |J0(2πx)| is
much larger than |sinc(2x)|.
C. Von Mises AOA PES

If pΘ(θAOA
c,l ) ∼ exp

(
κ cos(θAOA

c,l − µ)
)
/2πI0(κ), δ can be

approximated by

δ ≈ 1

Q (Q− 1)

∣∣∣∣sinc
(
j
κ cos(µ)

π

)∣∣∣∣−1 Q∑
q=1

Q∑
q′=1,q′ 6=q∣∣∣∣∣∣sinc

2

√
dxy2

q,q′ +

(
dzq,q′ − j

κ cos(µ)

2π

)2
∣∣∣∣∣∣ , (18)

where the steps are analogous to the Von Mises AOD PES
SC, given in Appendix D. From (18):
• Increasing the inter-element spacing on the either the x, y-

plane or z-axis decreases δ non-monotonically.
• If dxyq,q′ = 0, δ is never zero apart from when dzq,q′ =

0, since 2dzq,q′ 6= jκ cos(µ)/π ∀dzq,q′ .
• If dzq,q′ = 0, δ is zero when dxyq,q′ =√

n
4 +

(
κ cos(µ)

2π

)2

for n ∈ Z+.

• For µ = π/2, δ becomes equal to the wide AOA PES
diagonal dominance in (14).

• As µ approaches 0 or π, δ increases.
• As the concentration parameter κ → 0, the distribution

of θAOA
c,l becomes uniform over [0, π) ∀c, l and δ becomes

equal to the wide AOA PES δ in (14).
• As the concentration parameter κ → ∞, the AOA PES

becomes infinitesimally small and thus δ →∞.
For reasons of space, we do not numerically simulate the Von
Mises AOA PES diagonal dominance.



V. NUMERICAL RESULTS

In this section the effects of different antenna array topolo-
gies on the resultant SC, eigenvalue structure and user rate of
a mmWave system are analysed, with and without MC. The
HBF performance is also shown in a mmWave system for
both dipole and x-pol antenna elements, where the orthogonal
matching pursuit (OMP) algorithm [22] is used. In Sections
V-A and V-B, the effects of MC, on SC and eigenvalue
structure, respectively, are investigated for the two opposing
SC cases: wide and narrow AOD PES. Here, the expressions
derived in Section III are used, given in (7) and (10) for the
two respective cases, i.e., there is no channel randomness in
these results. In Sections V-C and V-D, the rate of a 28 GHz
mmWave channel [8] is simulated without beamforming, and
with HBF, respectively.

In all cases where MC is modelled, we use an antenna
impedance of ZA = 73 + j42.5 Ω [53], [54]. Ideally the load
impedance would then be the conjugate antenna impedance,
however this is difficult to do in practice. We are therefore
interested in the effects of imperfect impedance matching on
a number of system metrics. Thus, we show the effects of
the ideal load impedance, the conjugate antenna impedance
ZL = Z∗A = 73 − j42.5 Ω, and a completely different value
of ZL = 50 Ω, as used in [28]. The mutually coupled channel
matrix of an arbitrary user, H, is given by [55]

H = ZRXHZTX, (19)

where ZRX and ZTX denote the Q×Q RX and M ×M TX
MC matrices, respectively, as given in (4).

A. Impact of Antenna Separation

All results in this section are applicable to either the TX or
RX antenna array. Without loss of generality we explore the
effects of SC and MC with multiple antennas employed at the
TX, i.e., ZRX = IQ in (19).

To draw insight into how different array topologies are
affected by MC, we numerically show its effects on three
different dipole antenna pairs [53]:
• Side-by-side: where dxym,m′ 6= 0 and dzm,m′ = 0 for
m,m′ ∈ 1, . . . ,M .

• Collinear: where dxym,m′ = 0 and dzm,m′ 6= 0 for
m,m′ ∈ 1, . . . ,M .

• Parallel-in-echelon: where dxym,m′ 6= 0 and dzm,m′ 6= 0
for m,m′ ∈ 1, . . . ,M . For simplicity, we consider the
case where dxym,m′ = dzm,m′ .

1) Wide AOD PES: In Figure 9 we show the normal-
ized magnitude of a wide AOD PES SC, |Rm,m′ |/|Rm,m|,
with and without MC between two TX antennas, m,m′ ∈
1, . . . ,M , as a function of their inter-element spacing, dm,m′ ,
for the three different antenna configurations listed above.
When only SC is modelled, Rm,m′ is given as derived in
Section III. When MC is added, Rm,m′ = E[h

H
mhm′ ] =

ZH
TX,m,mE[hH

mhm′ ]ZTX,m′,m′ , since the elements of the MC
matrix are a function of deterministic parameters [53], where
H is defined in (19) and hm is the mth column of H.
For the side-by-side antenna configuration, the effects of
MC are more obvious at smaller antenna separations. For

example, it can be seen that MC reduces the magnitude of
the normalized SC for inter-element spacings dm,m′ < 0.37
wavelengths and dm,m′ < 0.43 wavelengths for ZL = 50 Ω
and ZL = 73 − j42.5 Ω, respectively. There is a negligible
impact on the SC when antennas are in the collinear con-
figuration, because the ideal dipole radiation pattern has a
singularity at its ends and therefore the impinging radiation on
(collinear) adjacent antennas is minimal. On the other hand,
when antennas are in the parallel-in-echelon configuration, the
MC causes a strong increase in the normalized SC and its
magnitude is yet to converge to the scenario with no MC, as
the other configurations do, even for inter-element spacings
of up to dm,m′ = 2.5 wavelengths. Comparing Figure 9a
with Figure 9b, we note that the shape of the decay, before
a half-wavelength spacing for the side-by-side configuration,
is dependent on the load impedance, ZL, chosen [29], [31],
[54], [56]. The magnitude of the normalized SC peaks for the
side-by-side and parallel-in-echelon configurations are reduced
when ZL = Z∗A.

2) Narrow AOD PES: In Figure 10 we show the av-
erage normalized magnitude of a narrow AOD PES SC,
|Rm,m′ |/|Rm,m|, with and without MC as a function of
their inter-element spacing, dm,m′ , for three different antenna
configurations. Note that here the normalized SC magnitude,
|Rm,m′ |/|Rm,m|, is averaged over user locations (to compute
ϑAOD in (10)), where a circular coverage region of radius of
200 m is used [8]. It can be seen that for both values of
ZL in the side-by-side antenna configuration, MC reduces the
magnitude of the normalized SC for all inter-element spacings
less than dm,m′ = 0.4 wavelengths. However, two large peaks
can be seen at around dm,m′ = 0.65 and 1.65 wavelengths,
where the conjugate impedance matching scenario (ZL = Z∗A)
reduces the magnitude of the peaks and increases the number
of nulls. SC for the collinear antennas configuration show no
difference when MC is modelled. Both show a magnitude of
unity since the AOD between two antennas only has a phase
variation. Compared to the wide AOD PES SC (Figure 9),
the normalized SC magnitude shows an increase when the
AOD PES is narrow (Figure 10) for all cases of antenna
configurations with and without MC, over nearly all spacings.
This is intuitive and results from a lack of spatial diversity
when the AOD PES is narrow. In general, MC can increase or
decrease the SC at a given inter-element spacing, dramatically
for side-by-side antenna elements, which is consistent with
[28], [29], [54], [56].

B. Eigenvalue Structure

In this section, we look at the eigenvalue magnitude vs.
the eigenvalue index for spatially correlated TX antenna ar-
rays with and without MC. When only SC is modelled, the
eigenvalues of E[HHH] are considered, while when MC is
included, the eigenvalues of E[H

H
H] are considered. Due to

space constraints we only show the effect of different load
impedances in the (more interesting) scenario of small inter-
element antenna spacing. The number of significant eigenval-
ues provides a measure of the number of streams which can
be used for efficient spatial multiplexing [45], [57], [58]. We
truncate each figure below -20 dB eigenvalue magnitude, as
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Fig. 9: Normalized magnitude of a wide AOD PES SC, |Rm,m′ |/|Rm,m|, with and without MC as a function of dm,m′ . (a)
ZL = 50 Ω. (b) ZL = Z∗A = 73− j42.5 Ω. Note that there are a total of 4 curves in each subfigure.
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Fig. 10: Average normalized magnitude of a narrow AOD PES SC, |Rm,m′ |/|Rm,m|, with and without MC as a function of
dm,m′ . (a) ZL = 50 Ω. (b) ZL = Z∗A = 73− j42.5 Ω. Note that there are a total of 6 curves in each subfigure.

these eigenvalues are essentially in the noise floor and do not
contribute to the antenna array’s spatial multiplexing abilities.
We show the eigenvalue magnitude without MC as well as
for both cases of unnormalized (main figure) and normalized
MC6 (subfigure), with the aim of determining its impact on
the power of the eigenvalues.

1) Wide AOD PES: In Figure 11 we show the eigenvalue
magnitude vs eigenvalue index for wide AOD PES spatially
correlated TX antenna topologies with and without MC, with
M = 100 TX antenna elements, for inter-element spacings
of dλ = 0.125 and dλ = 1.25 wavelengths. For small
inter-element spacings, MC reduces the magnitude of the
largest eigenvalues in all antenna topologies when MC is
unnormalized, and only the ULA eigenvalues when MC is
normalized. This indicates that the resultant SC, with MC,
is having almost no effect on the eigenvalues of the URA
and UCA for small inter-element spacings. However, MC is
causing a reduction in the magnitude of the largest eigenvalues
- which is most evident in the case where ZL = Z∗A. Here, the
UCA has the largest number of eigenvalues above a magnitude
of -20 dB, and therefore best spatial multiplexing capabilities.

6Normalized MC corresponds to the eigenvalues of E[HH
H] where ZTX

is normalized to have diagonal entries of 1.

On the other hand, the ULA has only a small number of
eigenvalues which are not very small in magnitude.

For large inter-element spacings, the eigenvalues for all
topologies with only SC become more similar, as they are
approaching an i.i.d. scenario. When MC is added for large
inter-element spacings, the magnitude of the first eigenvalue
is increased significantly for the URA and UCA, while the
magnitude of the smaller eigenvalues is reduced for these
topologies. This is because, even at larger inter-element spac-
ings, there is still a significant increase in SC, when MC is
included, for antennas in the parallel-in-echelon configuration,
specific to the URA and UCA. Also, at dλ = 1.25, there is
little difference in eigenvalue structure between normalized
and unnormalized MC.

2) Narrow AOD PES: In Figure 12 we show the eigenvalue
magnitude vs eigenvalue index for narrow AOD PES spa-
tially correlated antenna topologies with and without MC, for
M = 100 TX antenna elements, with inter-element spacings
of dλ = 0.125 and dλ = 1.25 wavelengths. The ULA is seen
to have a large difference in spatial multiplexing performance
when MC is modelled for small inter-element spacings. This
is because MC exhibits large variation over different inter-
element spacings in the side-by-side normalized SC, as shown
in Figure 10. Increasing the inter-element antenna spacings
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Fig. 11: Eigenvalue magnitude vs eigenvalue index for wide AOD PES SC with and without MC, for M = 100. (a) dλ = 0.125,
ZL = 50 Ω. (b) dλ = 0.125, ZL = Z∗A = 73− j42.5 Ω. (c) dλ = 1.25, ZL = 50 Ω.
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Fig. 12: Eigenvalue magnitude vs eigenvalue index for narrow AOD PES SC with and without MC, for M = 100. (a)
dλ = 0.125, ZL = 50 Ω. (b) dλ = 0.125, ZL = Z∗A = 73− j42.5 Ω. (c) dλ = 1.25, ZL = 50 Ω.

from dλ = 0.125 to 1.25 wavelengths improves the perfor-
mance of all antenna topologies, particularly for the ULA with
MC, which has nearly equal eigenvalues. MC causes a power
reduction to the largest eigenvalues of the URA and UCA for
small spacings, whereas there is a very little power difference
for large inter-element spacings.

In general, when MC is modelled the ULA is most affected
out of the three antenna topologies, which was also seen for the
normalized SC of side-by-side antenna elements. The power
scaling effects of MC are more noticeable at small inter-
element spacings, where the eigenvalue magnitude of the URA
and UCA topologies is diminished (reduced).

C. User Rate without Beamforming

In this section, we explore the impact of MC on user rate
as a function of antenna inter-element spacing, the number of
antennas and antenna array topology. In all results following,
we simulate a 28 GHz mmWave channel [8] and include MC
both at the TX and RX. The rate of a user is given by [59]

User Rate = B log2

∣∣∣IQ + (ρ/M)HH
H
∣∣∣ , (20)

where B is the bandwidth, ρ is the received SNR and the
mutually coupled channel matrix, H, is given in (19). In order
not to mask the effects of SC and MC on the user rate by

large variations in PL, we assume the received SNR, ρ, is
constant. We assume perfect channel state information (CSI)
is available at the RX for all user rate simulations, where
we summarize key simulation parameters7 in Table I. Since
[8] reports no measurable elevation AOD intra-cluster angular
spread, we assume the ratio of mean azimuth to elevation intra-
cluster angular spreads is the same for AODs as AOAs, i.e.,
6.0(10.2/15.5)◦ = 3.9◦.

1) Impact of Inter-Element Spacing: In Figures 13a and
13b we show the user rate vs inter-element antenna spacing,
both with and without MC and M = Q = 36, for ZL = 50 Ω
and ZL = 73 − j42.5 Ω, respectively. Due to the very small
number of clusters (C = 1 or 2 73% of the time [8]), all
simulated channels have a poorer performance compared to
the, ideal, i.i.d. channel rates [5]. When only SC is modelled,
the rates of all antenna topologies increases as the inter-
element antenna spacing is increased. The ULA performs the
best here as it has fewer adjacent and surrounding antenna

7It should be noted that many channel model studies at both microwave
and mmWave frequencies distribute central cluster azimuth angles from a non-
uniform distribution with variance less than 75◦, e.g., normal distribution [9],
[12], [14], [39], [40]. In other words, all the subpaths are coming from the
same general direction. However, this paper assumes the channel model and
measurement parameters from [8] and therefore the central cluster azimuth
angles are distributed as U [0, 2π).
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Fig. 13: User rate vs inter-element antenna spacing, dλ for M = 36 TX antennas and Q = 36 RX antennas. (a) MC with
ZL = 50 Ω. (b) MC with ZL = 73− j42.5 Ω. (c) Modified channel power of (a).
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Fig. 14: User rate vs system size (M = Q) for various inter-element antenna spacings and antenna topologies. (a) Spatially
correlated channel. (b) Spatially correlated channel with MC, ZL = 50 Ω. (c) Spatially correlated channel with MC, ZL =
73− j42.5 Ω.

TABLE I: Simulation Parameters

Parameter Numerical Value
Carrier frequency, f 28 GHz

Bandwidth, B 100 MHz
Antenna length, ι λ/2

Antenna impedance, ZA 73 + 42.5j Ω
Received SNR, ρ 10 dB

Number of clusters, C ∼ max [Poisson(1.8), 1]
Number of subpaths per clusters, L 20

Azimuth AOA and AOD central cluster angles, φAOA
0,c , φ

AOD
0,c ∼ U [0, 2π) ∀c

Elevation AOA and AOD central cluster angles, θAOA
0,c , θ

AOD
0,c LOS elevation angle

Azimuth AOA and AOD intra-cluster angular spread (◦) ∼ Exp(15.5) and ∼ Exp(10.2)
Elevation AOA and AOD intra-cluster angular spread (◦) ∼ Exp(6.0) and ∼ Exp(3.9)

elements as compared to the URA and UCA. Also, as shown
in Table I, the small elevation RMS angular spreads, relative
to the azimuth RMS angular spreads, limits the effectiveness
of placing antenna elements with non-zero z-axis spacing. As
a result, the URA and UCA performance is worse than the
ULA, even for large inter-element antenna spacings, where
the URA and UCA rates converge to similar values. When
MC is modelled, there are large differences in the rates

between different values of ZL, particularly for the ULA. This
observation is interesting since the results presented in Section
V-A show that ZL had minor impacts on the normalized
SC, when MC is modelled. Previous works have shown that
although the MC alters the SC structure, it also changes the
effective gain of the antennas [30], [31], therefore varying the
power in the resultant channel, H. The oscillatory nature of
the rates, against inter-element spacing, when MC is added
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Fig. 15: User rate CDF of a 28 GHz mmWave channel for fully digital and HBF, where M = 256, Q = 1 and dλ = 1/2. (a)
Dipole antenna array. (b) X-pol antenna array.

suggests that the effective gain of the antennas is strongly
related to the antenna inter-element spacing [30]. This is
clearly seen by considering the UCA rate, which experiences
the most channel power variation as the inter-element spacing
is increased. For example, with ZL = 50 Ω, the UCA rate at
an inter-element spacing of dλ ≈ 0.43 is more than 8 times
the rate seen at a larger inter-element spacing of dλ ≈ 0.6.

To investigate the impacts of MC on the user rate by
only variations in the effective SNR, i.e., no SC changes, we
show the user rate as a function of inter-element spacing, dλ,
with a modified channel power in Figure 13c. The variation
in effective SNR, with MC, can be shown to be α =
tr(HH

H
)/tr(HHH), where H is computed with ZL = 50 Ω

Thus, the user rate in Figure 13c, is given by

User Rate = B log2

∣∣IQ + (ρ/M)αHHH
∣∣ . (21)

Comparing Figures 13a and 13c, there are similar results for
small inter-element spacings, where the power scaling effects
are more noticeable, as discussed in Section V-B. As dλ
is increased, the effects of SC become more dominant and
thus the two figures become dissimilar. The modified channel
power user rate is more accurate for the ULA and emulates
the effects of MC relatively well for inter-element spacings of
up to dλ ≈ 1 wavelength. Considering the rates of the UCA,
when a large increase in power is seen, the peaks in Figure
13a are reduced as compared with the peaks in Figure 13c. A
possible reason for this might be that when MC increases the
power, it also increases the SC, such that an overall gain is
seen - but by not as much just the power increase.

2) Impact of Antenna Numbers: In Figure 14 we show the
impact of system size on the user rate for various inter-element
spacings and antenna topologies. When MC is not modelled,
in Figure 14a, the UCA outperforms the URA for small inter-
element spacings and becomes similar in performance to the
URA as the inter-element spacing is increased. This trend
was also seen in Figure 11 for the eigenvalue structure. The
ULA has the largest rate for all inter-element spacings as it
experiences less SC due to fewer adjacent antenna elements
and more azimuth diversity. When MC is modelled, in Figures
14b and 14c, for ZL = 50 Ω and ZL = 73 − j42.5 Ω,

respectively, the rates of the different antenna topologies are
most affected at small inter-element spacings. For example,
at dλ = 1/8 and M = Q = 9, the UCA experiences a
reduction in user rate of almost two orders of magnitude. This
performance degradation of the UCA at small spacings was
also seen in Figure 13 for M = Q = 36. As was the case in
Figure 13, the ULA user rate for larger inter-element spacings
is severely affected by ZL, where the conjugate impedance
matching increases the user rate significantly.

When MC is not included, the ULA topology consistently
has the largest user rate due to both the sparse nature of the
PES and the inherently smaller number of adjacent antenna
elements. The effects of MC on normalized SC do not translate
into similar trends for user rate due to the dominating effects of
SNR variation. This effective antenna gain variation is strongly
dependent on inter-element spacing and is seen to have more
of an influence at smaller inter-element spacings.

D. User Rate with HBF

Figure 15 shows the user rate cumulative distribution func-
tion (CDF) for different antenna topologies with fully digital
and HBF, where system parameters are given in Table I. This is
shown for TX arrays of two different antennas types: dipole
and x-pol [39], given in Figures 15a and 15b, respectively,
where a x-pol antenna element consists of a +45◦ and −45◦

slant antenna. The inter-element spacing, dλ, between the two
antenna array types is kept constant such that the x-pol array
is half the size of the dipole array. The x-pol ULA consists
of 128 positions on the x-axis, while the URA and UCA are
constructed with 16 x-pol positions on the x, y-plane and 8 x-
pol positions in the direction of the z-axis. The HBF uses the
OMP algorithm, as in [22], where the performance is shown
for the number of RF chains, NRF, equal to 2 and 6.

In the fully digital scenario the rate of the x-pol antenna
array is slightly reduced compared to the dipole antenna array.
This small decrease is a result of two factors: (i) the size
of the TX antenna array is double in the dipole case for
every topology and thus the probability of separating two
propagation paths whose angles are similar is larger - due to its
better spatial resolution, and (ii) the SC between two antenna
elements forming a x-pol (+45◦ and −45◦) is non-zero [39].



Here in the fully digital case, the ULA has a larger median rate
since the combined effect of all spatially correlated antennas is
lower than the URA and UCA. Note that here the BF is done
in both azimuth and elevation domains, whereas if the BF was
only done in the elevation domain, one would expect the URA
and UCA antenna topologies to outperform the ULA. Relative
to the fully digital case, a large drop in sum rate is seen when
HBF is used since NRF is much less than M .

Interestingly, when HBF is used the ordering of the different
antenna topologies rate CDFs is reversed, relative to the fully
digital case. Also, for a given number of RF chains, NRF,
and antenna array topology, the x-pol antenna array has a
better rate performance than the dipole case. Both of these
observations can be explained by the poor behaviour of the
OMP algorithm in channels with lower SC [22], and vice-
versa.

VI. CONCLUSION

In this paper, we derive 3D SC closed-form expressions for
wide, narrow and Von Mises PES. We define and derive diag-
onal dominance, a measure of massive MIMO convergence,
for wide, narrow and Von Mises PES, while showing that
the ULA converges much quicker than the URA and UCA
topologies, due to the smaller numbers of adjacent antenna
elements. Numerically, we then show the effects of MC on
normalized SC, eigenvalue structure and user rate. MC is
shown to decrease the normalized SC for side-by-side antennas
at small inter-element spacings. However, the effects of MC
on SC do not translate into similar trends in user rate, as the
change in effective SNR from the MC becomes a dominating
effect [30], and its variation is shown to be highly dependent
on the antenna inter-element spacings. Here, the effects of MC
on the user rate are more obvious at smaller inter-element
spacings, agreeing with previous works [5], [29], [31], [56].
Also, the load impedance of the MC significantly affects the
user rate of the ULA at larger inter-element spacings. HBF
performance is then shown for dipole and x-pol antennas with
the OMP algorithm, which is seen to work poorly for channels
with low SC, such as those with the ULA. X-pol antenna
arrays are shown to have a reduction in sum rate performance
relative to dipole antenna arrays due to a smaller antenna array
aperture size and non-zero x-pol SC. In every case, the poor
HBF sum rate performance can be improved by increasing the
number of RF chains.

APPENDIX A
PROOF OF LEMMA 1

Let hm be the mth column of H, then the SC between
any two TX antenna elements m,m′ ∈ 1, . . . ,M , with
pΦ(φAOD

c,l ) ∼ U [0, 2π) ∀c, l, can be computed as [60]

Rm,m′ = E
[
hH
mhm′

]/√
E
[
‖hH

m‖
2
]
E
[
‖hm′‖2

]
, (22)

as all channels have zero mean, i.e., from (1), E [hm] = 0 ∀m.
Note that the expectation is taken over all small-scale fading:
path gains and phases. Denoting aTX,m(φAOD

c,l , θ
AOD
c,l t) as the

mth entry of aTX(φAOD
c,l , θ

AOD
c,l ), the denominator can then be

computed as

E
[∥∥hH

m

∥∥2
]

=
1

L
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∣∣2]) = Q = E
[
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]
(23)

since E [γc] = 1/C and each entry of aRX(φAOA
c,l , θ

AOA
c,l ) and

aTX(φAOD
c,l , θ

AOD
c,l ) has unit norm. Likewise, the numerator of

(22) can be calculated as,

E
[
hH
mhm′

]
=

1
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]
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(25)

Combining (23) and (25), the SC in (22) can be written as

Rm,m′ =

C∑
c=1

L∑
l=1

∫
θAOD
c,l

∫
φAOD
c,l

exp
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where WTX,m denotes the mth row of WTX, while dxm,m′ =
dxm − dxm′ , dym,m′ = dym − dym′ and dzm,m′ = dzm −
dzm′ denote the distances between antenna element m and m′

in wavelengths relative to the x, y and z axes, respectively.
Evaluating the integral in (28) with respect to φAOD

c,l , we have∫
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where the phase offset in (29), ϕ = atan2(dxm,m′ , dym,m′) +
π
2 , has no effect because the integration is taken over a
whole period, and the integral in (30) is evaluated in [61]
pp. 491. dxym,m′ =

√
dx2

m,m′ + dy2
m,m′ is the distance in

wavelengths between antenna element m and m′ on the x, y-
plane. Substituting (31) in (28) gives the desired result.

APPENDIX B
PROOF OF THEOREM 1

For any two antenna elements n and n′, where θ ∈ [0, π) is
an arbitrary elevation angle and pΘ (θ) is constant over [0, π),
we have∫

θ

exp (j2πdzn,n′ cos (θ)) J0 (2πdxyn,n′ sin (θ)) pΘ (θ)

× sin (θ) dθ = A

∫ π

0

exp (j2πdzn,n′ cos (θ))

× J0 (2πdxyn,n′ sin (θ)) pΘ (θ) sin (θ) dθ, (32)

where A is the scaling constant to make sure the eleva-
tion PDF integrates to 1. To calculate A, we have 1 =
A
∫
θ

pΘ(θ) sin(θ)dθ = A
∫ π

0
sin(θ)dθ = 2A, therefore A =

1/2. Substituting u = − cos (θ), from (32) we have
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= sinc (2dxyzn,n′) , (36)

where the evaluated integral, in (34), is given in [61] pp. 698.

APPENDIX C
PROOF OF THEOREM 2

By using a narrow AOD PES, pΘ(θAOD
c,l ), distributed uni-

formly between θAOD
0 − ∆θAOD

c,l and θAOD
0 + ∆θAOD

c,l ∀c, l,
where ∆θAOD

c,l is small, we can approximate the integral
in (6) by its range multiplied by the central value. To
make sure that the elevation PDF integrates to 1, we have
1 = A
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APPENDIX D

PROOF OF THEOREM 3
For any two antenna elements n and n′, where θ ∈

[0, π) is an arbitrary elevation angle, and pΘ (θ) ∼
exp (κ cos (θ − µ)) /2πI0(κ), the SC in (6) can be approxi-
mated as

Rn,n′ =
A

2πI0(κ)

∫ π

0

exp (j2πdzn,n′ cos (θ))×
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× J0 (2πdxyn,n′) sin (θ) exp (κ cos(µ) cos(θ)) dθ, (41)

where A is the scaling constant to make sure the elevation
PDF integrates to unity and we approximate κ sin(µ) sin(θ) ≈
κ sin(µ), assuming that θ ≈ π/2. This approximation is best
for µ = π/2, but is reasonable accurate for a wide range of µ
values. To calculate A, we have

1 =
Aexp (κ sin(µ))
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/
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where u = − cos(θ) is substituted in (43). Therefore A =
πκ cos(µ)I0(κ)/exp(κ sin(µ)) sinh(κ cos(µ)). Denoting B =
2πdxyn,n′ , D = κ cos(µ)/j, E = 2πdzn,n′ and substituting
v = − cos(θ) the integral in (41) can be evaluated as∫ 1

−1

J0

(
B
√

1− v2
)

[cos(Ev) + j sin(Ev)] [cos(Dv)]

[+j sin(Dv)] dv =

∫ 1

−1

J0

(
B
√

1− v2
)

cos((E +D)v)dv

+ j

∫ 1

−1

J0

(
B
√

1− v2
)

sin((E +D)v)dv (46)

= 2 sin(
√
B2 + (E +D)2)

/√
B2 + (E +D)2), (47)

where the second term in (46) integrates to zero. Thus,
substituting (47) and the normalization constant, A, into (41),
we obtain the desired result.

APPENDIX E
PROOF OF LEMMA 2

If hq denotes the qth row of H, for q, q′ ∈ 1, . . . , Q,

E
[
hqh

H
q′
]

=

C∑
c=1

L∑
l=1

∫
θAOA
c,l

∫
φAOA
c,l

exp (j(WRX,q −WRX,q′))(
A

B
× 2π

λ
rRX(φAOA

c,l , θ
AOA
c,l )

)
sin(θAOA

c,l )pΦ(φAOA
c,l )pΘ(θAOA

c,l )



× M

CL
dφAOA

c,l dθ
AOA
c,l (48)

=
M

CL

C∑
c=1

L∑
l=1

∫
θAOA
c,l

exp
(
j2πdzq,q′ cos(θAOA

c,l )
)

sin(θAOA
c,l )

× J0

(
2πdxyq,q′ sin(θAOA

c,l )
)

pΘ(θAOA
c,l )dθAOA

c,l (49)

=
M

CL

C∑
c=1

L∑
l=1

E
[
exp

(
j2πdzq,q′ cos(θAOA

c,l )
)]

[
×J0

(
2πdxyq,q′ sin(θAOA

c,l )
)]
, (50)

where steps from (48) to (49) are given in Appendix A with
pΦ(φAOA

c,l ) ∼ U [0, 2π) ∀c, l.

REFERENCES

[1] “ITU Radiocommunication Study Groups, 27th meeting of Working
Party 5D, Niagra Falls, Canada, Document: 5D/TEMP/371-E: WG
Spectrum Aspects,” June 2017.

[2] M. Shafi, et al., “5G: A tutorial overview of standards, trials, challenges,
deployment, and practice,” IEEE J. Sel. Areas Commun., vol. 35, no. 6,
pp. 1201–1221, June 2017.

[3] T. S. Rappaport, et al., “Millimeter wave mobile communications for 5G
cellular: It will work!” IEEE Access, vol. 1, pp. 335–349, May 2013.
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