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ABSTRACT 

 

Workface assessment –the process of determining the overall activity rates of onsite 

construction workers throughout a day– typically involves manual visual observations which are 

time-consuming and labor-intensive. To minimize subjectivity and the time required for 

conducting detailed assessments, and allowing managers to spend their time on the more important 

task of assessing and implementing improvements, we propose a new inexpensive vision-based 

method using RGB-D sensors that is applicable to interior construction operations. This is 

particularly a challenging task as construction activities have a large range of intra-class variability 

including varying sequences of body posture and time-spent on each individual activity. On the 

other hand, the state-of-the-art skeleton extraction algorithms from RGB-D sequences are not 

robust enough especially when workers interact with tools or self-occlude the camera’s field-of-

view. Existing vision-based methods are also rather limited as they can primarily classify “atomic” 

activities from RGB-D sequences involving one worker conducting a single activity. 

To address these limitations, our proposed original method involves three main 

components: 1) an algorithm for detecting, tracking, and extracting body skeleton features from 

depth images; 2) A discriminative bag-of-poses activity classifier trained using multiple Support 

Vector Machines for classifying single visual activities from a given body skeleton sequence; and 

3) a Hidden Markov model with a Kernel Density Estimation function to represent emission 

probabilities in form of a statistical distribution of single activity classifiers. For training and 

testing purposes, we also introduce a new dataset of eleven RGB-D sequences for interior drywall 

construction operations involving three actual construction workers conducting eight different 

activities in various interior locations. Our experimental results with an average accuracy of 76% 
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on the testing dataset show the promise of vision-based methods using RGB-D sequences for 

facilitating the activity analysis workface assessment. 
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CHAPTER 1 

INTRODUCTION 

Several recent research studies have shown the feasibility of construction activity analysis 

and its positive correlation with improved direct-work rates [1-6]. According to the Construction 

Industry Institute (CII) [2,4], successful implementation of activity analysis involves two key 

steps: (1) continuous workface assessment, and (2) planning and implementing improvements. As 

the first step, workface assessment –the process of determining the overall activity rates of onsite 

construction workers throughout a day– involves an observer walking along randomly selected 

pre-defined routes, and characterizing the activity of each worker seen [2]. Nevertheless, visual 

observation at high level of confidence is constrained by the high cost associated with performing 

manual data collection, the risk of interfering the activities under observation, and the tendency to 

produce inaccurate data [7,8]. For example, obtaining 95% confidence in workface assessment 

considering above mentioned constraints requires a minimum of 5,100 random observations for a 

10 hour working shift regardless of the worker population, activity type, or the job size [9]. 

Consequently to avoid the over-productiveness phenomenon caused by close surveillance and 

observation of workers – the Howthorne Effect–– distance limit instructions for manual visual 

observations are proposed [9]. Initiating random routes and times, obeying standard distance limits 

to the workers, and instantaneous task-level data collection on entire job-site are some of the other 

key issues to be considered. Manual implementation of these tasks especially for several ongoing 

construction operations on a jobsite can significantly challenge frequent implementation of 

workface assessment which is the necessary step before improvement can be planned and 

implemented [2,4,10].  
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To address current limitations, a large body of research in the past few years have focused on 

methods that can automate the workface assessment. These methods range from application of 

sensors such as Ultra Wide Band (UWB) systems [11-13], Radio Frequency Identification (RFID) 

tags [14], and Global Positioning Systems (GPS) [15,16] to computer vision methods using video 

cameras [17-19]. Several existing methods that build on top of the non-visual sensors mainly track 

the locations of the workers. Without interpreting the activities of the workers and purely based on 

location information, deriving workface assessment data is challenging. For example for interior 

drywall construction activities, distinguishing between idle time, picking up a gypsum board, and 

measuring and cutting purely based on location data will be very difficult as during these activities 

the location of the worker would not change. 

To address the limitations of location-based activity recognition, Joshua and Varghese [20-

23] proposed an accelerometer-based method which has the capability of recognizing various 

activities based on movement of the body skeleton. Their method was tested for bricklaying 

operations at the task-level resolution and promising results have been reported. Using prior 

knowledge about activity locations on the jobsite, Cheng et al. [7] proposed an activity analysis 

method based on both location and body posture of the workers by integrating UWB – for location 

tracking– and commercially-available Physiological Status Monitors (PSM) with a wearable 3-

axial thoracic accelerometer to derive body posture data. This method uses a single body posture 

and location to model and infer each activity. Still distinguishing between two activities have the 

same location and body pose for example idle time and measuring dimensions of a gypsum board 

would be challenging.  
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Our method is different from prior research, as we choose to use inexpensive RGB-D 

sensors (<$150) that can provide confidentiality in the data collection, and can detect and track 

body skeleton of up to six workers simultaneously and in real-time. Confidentiality here means 

that the identity of the workers remain unknown as we only track their body skeleton. To generalize 

the applicability of our method, we also do not assume any prior knowledge about expected 

activities in certain locations on the jobsite. Also rather than directly interpreting location and 

single body posture to derive activities as in [7], we propose histograms of body posture from 

RGB-D sequences to capture tabulated frequencies of a large number of key body postures for 

construction activities and use learning methods to train and infer these activities in a principled 

way.  Our original method involves three main components: 1) an algorithm for detecting, tracking, 

and extracting body skeleton features from depth images captured using the RGB-D sensors; 2) a 

discriminative bag-of-poses activity classifier trained using multiple Support Vector Machines for 

classifying single visual activities from a given body skeleton sequence; and 3) a Hidden Markov 

Model (HMM) with Kernel Density Estimation (KDE) to represent emission probabilities in form 

of a statistical distribution of single activity classifiers. For training and testing purposes, we also 

introduce a new dataset of eleven RGB-D sequences for interior drywall construction operations 

involving three actual construction workers conducting eight different activities in various interior 

locations. Instead of manually collecting and analyzing workface data, the proposed method allows 

project managers to spend their time on correctly interpreting the results which is key to increasing 

productive activities in construction [6] and according to [24-27] requires more attention because 

conditions may differ from one project to another.  In the following, we review the related work 

on vision-based methods. 
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CHAPTER 2 

LITERATURE REVIEW 

The advent of high-resolution video cameras, high storage databases, and availability of 

Internet over the past few years have transformed the ongoing construction operations’ 

documentation methods. Today, it is common for owners and contractors to have web cameras 

continuously monitoring their onsite construction activities. Building on the state-of-the-art 

algorithms in computer vision and leveraging these existing web cameras, several recent methods 

have been proposed that focus on detecting construction workers and equipment [28-31], tracking 

their location in 2D and 3D [32,33], recognizing their activities based on their locations [34], or 

classifying atomic activities from videos containing a worker or equipment performing a single 

activity [35-37]. Teizer and Vela [18] reviewed and compared existing computer vision tracking 

methods based on RGB images and highlighted the challenges of workface interaction such as 

occlusion, visual clutter, and photometric visual variability in construction site. In addition to 

tracking worker location, activity recognition using video cameras has been a research area that 

has received attention over the past few years. To distinguish from construction activity analysis, 

by worker activity recognition, we mean detecting and documenting activities that are conducted 

by workers as part of the workface assessment process. Peddi et al. [17] proposed a method which 

classifies workers activity into three main categories—effective, ineffective, and contributory—

based on a pose detection and tracking algorithms. Golparvar-Fard et al. [35] presented an 

algorithm which learns the distributions of spatio-temporal features and individual activity 

categories for earthmoving equipment using a multi-class Support Vector Machine (SVM) 

learning/inference model.  
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Over the last two to three years, the advent of depth sensors such as Microsoft Kinect, 

PrimeSense Carmine, and Time of Flight (TOF) have significantly facilitated “detection and 

tracking people”. Because this sensor facilitates detecting, tracking body skeleton, and recognizing 

its pose in 3D – which has been a challenging component of video-based methods – recent studies 

in computer vision has focused on using depth maps for conducting activity recognition [38-42]. 

Similarly in the Architecture/Engineering/Construction (AEC) community, detecting and tracking 

skeleton and body pose estimation has quickly enabled research on vision-based methods for 

monitoring workers safety, health monitoring, and activity analysis [8,43-45]. Han et al. [43] 

studied consequent motion-analysis techniques to detect the unsafe activities of workers by 

transforming the motion data onto a three-dimensional space and learn a classifier to detect unsafe 

activities. Soumitry and Teizer [44] proposed a rule-based classification of worker activities of as 

ergonomic or non-ergonomic that can be beneficial for worker training, education, safety, and 

health. Escorcia et al. [8] proposed a discriminative learning/inference model for classifying 

activities conducted by single workers self-contained in short videos. As a first step, the proposed 

method classified single activities per RGB-D sequence containing one worker, however it did not 

model the variability in duration of single activities nor the frequency or sequence of their 

transitions from one activity to another. 

Over the past few years, numerous studies in computer vision community have focused on 

activity recognition from various sequence lengths of RGB-D images (e.g., [38-42]). Sung et al. 

[40] proposed a method based on detecting and tracking body skeleton and representing them as 

histogram of gradient (HOG) features for generic human activity recognition from long sequences 

of RGB-D images. The structure of activities were learnt through hierarchical maximum entropy 

Markov model (MEMM) and dynamic programming. The RGB-D images used in their 
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experiments were mainly first-person views consisting of simple activities captured under 

controlled conditions; for example brushing teeth, drinking water, cooking, opening pill container, 

etc. Similar to the concept proposed by Yao and Fei-Fei [46], Koppula et al. [38] jointly 

represented human sub-activities and their object interactions based on their affordance. In a most 

recent work by Koppula and Saxena [47], spatio-temporal structure of activities has been modeled 

using conditional random field and as a result, the accuracy of activity recognition has been 

significantly improved compared to their previous work. These studies have all been conducted 

with data captured under controlled conditions with no occlusions. More precisely, for 

training/testing these methods, the depth sensors were placed in front of the human body which is 

more suitable for game/robotic applications as mostly a first-person view is needed in those cases. 

Unfortunately in construction activities, workface interaction and occlusions (both self-occlusions 

and those caused by construction objects) are the most dominant conditions of a scene. Also it is 

practically impossible to place the depth sensor in front of the worker. Placing the sensor behind 

or on the sides of the operations to document worker activities causes a larger range of intra-class 

variability in the body posture. Also these methods were mainly tested for simple activities where 

the duration of each activity was rather consistent. High intra-class variability in the duration of 

construction activities both among multiple workers and also for single worker spending different 

amount of time for repeating similar activity is yet another challenging factor in learning the 

structure of construction operations.  

Despite the existence of various methods for tracking workers or recognizing their atomic 

activities, to our knowledge the problem of inferring a time-series of duration-variant activities for 

construction workface assessment from a sequence of depth images is not studied before. Thus, 

the main contribution of this article is the modeling of the worker activity recognition, recognizing 
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their durations, and transitions from one activity to another as an inference problem with a Viterbi 

algorithm and a Hidden Markov Model (HMM). We also introduce a new dataset of eleven RGB-

D sequences for interior drywall construction operations involving three construction workers 

conducting eight different activities in various interior locations.  The structure of the rest of the 

paper is as follows: In chapter 3, our approach to workface assessment is introduced. Next, the 

HMM and the multiple atomic activity classifiers used as part of the HMM to classify single 

activities from a given sequence of depth images are reviewed. Our new dataset and experimental 

setup are presented in chapter 4. The result of training and inferring construction activities from 

actual construction activity data collected from construction projects are presented in chapter 5. 

The perceived benefits and observed limitations of our method are discussed in chapter 6. 
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CHAPTER 3 

METHOD 

We propose a supervised machine learning based method for workface assessment from 

RGB-D sequences. For training our model, we collected ground-truthed labelled data from actual 

interior drywall construction operations. Our input is depth images from a Microsoft Kinect sensor, 

from which we extract body posture features that are fed into our learning/inference algorithm. To 

do so, we assume the sensor is setup on a tripod in an approximate distance of three and half meters 

so that the workers are within the field-of-view of the depth sensor. In our experiments, we use a 

PrimeSense User Tracker [48] to detect and track the body posture, recognize the human pose, and 

generate body skeletons based on single depth images. Using body posture features extracted from 

this tracker, we train a Hidden Markov Model (HMM) which captures spatio-temporal properties 

of construction activities and models the transition between activities over time. Figure 1 shows 

the setup of the sensor on a camera tripod both in lab and actual construction site settings. 

  

Figure 1: Microsoft Kinect sensor setup on a tripod in lab and actual construction site settings. 

 

 



9 
 
 

3.1. Body Pose Features 

PrimeSense User Tracker estimates human pose and extracts the body skeleton from a 

single depth image through model fitting using dense correspondences between depth data and an 

articulated human model as a local optimization method [48]. Detected skeletons are tracked in 

real-time for up to six workers in the field-of-view as long as the workers have not left the scene 

for more than 10 seconds. Here, the skeleton is described by the length of the links and the joint 

angles. Specifically, we capture 3D Euclidean coordinates and the orientation of each joint with 

respect to the standard “T” skeleton pose shown in Figure 2.  

  

Figure 2: Left: the standard skeleton used for our model; Right: An example of the extracted body 

skeleton. In our model, the Euclidean coordinates and the orientations are calculated in reference 

to the standard skeleton. 

 

From the 15 detected joints for the body skeleton, we track only thirteen joints removing 

the ones that represent the worker’s hands. Our initial experiments show that the poor detectability 

of these joints creates noise in the dataset. Also these nodes do not play a critical role in defining 

distinct body postures for each construction activity. For each joint, an orientation matrix of 3×3 

is documented. Instead of using the location and absolute orientation, we choose to use a single 

relative adjacent orientation per body joint. This reduces the size of the body pose descriptor to an 

overall 13-dimensional feature vector.  Figure 3 shows these skeleton features. 
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Figure 3: Body skeleton features which is extracted from the depth-images; the input to our 

proposed worker activity analysis algorithm. 

 

Figure 4 shows the process of extracting the body skeleton from the depth-image which is 

fully automatic. Our representation of the body skeleton makes it invariant to the field-of-view, 

view angle, and anthropomorphic differences. 

 

 

Figure 4: Extracting the worker body skeleton using a thirteen-joint body skeleton feature vector. 

 

3.2. Model Formulation 

Construction operations are complex and dynamic; nonetheless they could be represented 

in form of crew-balance charts; i.e., structured sequence of individual worker activities. Thus the 

learning algorithm should model the construction operations using body pose features considering 

their intra-class variability in worker activities. For example, drywall construction comprises a 

series of activities such as “picking up”, “holding”, “measuring”, “cutting” and “breaking” a 
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gypsum board to “walking”, “idling”, etc.  From now on, we will call these sub-activities as 

“atomic activities”. Also there is no pre-determined sequence to these activities; i.e., there is no 

guarantee that a worker will “cut” a board right after “measurement” atomic activity. Furthermore 

the duration of these atomic activities vary among several workers. Even a single worker would 

spend different amount of time repeating the same atomic activity. These implies the following: 

(1) construction operations have a graph structure with their atomic activities and also (2) the order 

of their appearance and the duration of each cannot be exactly predicted in advance. Therefore for 

each operation 𝐶, we will represent a group of atomic activities (𝑐𝑖 ∈ 𝐶), and allow our method 

determine these activities, their duration, and also their sequence during modeling/inference. 

3.2.1. Hidden Markov Model 

There has been a great interest in modifying dynamic Bayesian models in order to ease the 

learning procedure or increase the model’s complexity [50-56,38] however, to model and infer a 

time-series of duration-variable atomic activities for a single detected worker from a sequence of 

RGB-D image, we construct a standard Hidden Markov Model (HMM). HMMs are dynamic 

Bayesian networks characterized by three main probabilities: prior probability, transition 

probability, and emission probability [57,58]. Assuming 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑇} is a set of T states 

(hidden or unobserved), and 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑇} is a set of 𝐾 possible outcomes for T states (also 

known as emissions or observations) where the distribution of  𝑜𝑡 only depends on 𝑥𝑡, and 𝑥𝑡 only 

depends on 𝑥𝑡−1, we denote HMM as a 3-tuple 𝜆 = {𝐴, 𝐵, 𝛱} where 𝛱 = {𝜋𝑖 } is the vector of 

initial state probabilities with occurrence rate of each activity, and 𝐴 = {𝑎𝑖𝑗 } is the state transition 

probability matrix that stores the probabilities of transitioning from state 𝑥𝑖 to state 𝑥𝑗. The matrix 
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𝐵 = {𝑏𝑖 (𝑘)} stores the emission probabilities (e.g., the probability of observing outcome 𝑘 from 

state 𝑥𝑡 = 𝑖).  

 

𝛱 = {𝜋𝑖} = 𝑃(𝑥1 = 𝑖)    𝑓𝑜𝑟  1 ≤ 𝑖 ≤ 𝑇 (1) 

𝐴 = {𝑎𝑖𝑗} = {𝑃(𝑥𝑡 = 𝑗|𝑥𝑡−1 = 𝑖) } 𝑓𝑜𝑟 1 ≤ 𝑖, 𝑗 ≤ 𝑇 (2) 

𝐵 = {𝑏𝑖(𝑘)} = {𝑃(𝑜𝑡 = 𝑘|𝑥𝑡 = 𝑖)} 

𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑇 𝑎𝑛𝑑  𝑓𝑜𝑟 1 ≤ 𝑘 ≤ 𝐾 

(3) 

 

 Since in our approach the knowledge of the ground-truth values of the hidden state 

variables are known at the learning stage, we can build discriminative classifiers per atomic 

activity and train the emission probabilities using the scores of these discriminative classifiers in 

a supervised fashion (discussed in section 3.2.2). 

As shown in Figure 5, our HMM is as follows: The state space 𝑋 consists of all depth 

frames captured from the depth sensor each of which corresponds to one atomic activity. 

Specifically, we assume each depth frame (𝑡) can be labeled with an atomic activity (𝑜𝑡) using our 

discriminative classifiers based on a given sequences of depth images right before and after the 

particular frame of interest:[𝑡 − 𝛿, 𝑡 + 𝛿] where 𝛿 is a small time step.  

 

 

Figure 5: The HMM graphical representation where 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑇} is a set of T states 

(hidden or unobserved), and 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑇} is a set of 𝐾 possible outcomes for T states (also 

known as emissions or observations) and the distribution of  𝑜𝑡 only depends on 𝑥𝑡. 
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To construct the HMM, the 𝐾 possible outcomes of observations 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑇} and 

their transition from one to another must also be defined and learned through the ground-truth 

labelled data. In our model, as shown in Figure 6, the set of 𝐾 possible outcomes at each depth 

frame is simply the set of worker atomic activities which are permitted for a given construction 

operation (e.g., Interior drywall operation). The taxonomy of visual activities for interior drywall 

operation is shown in Table 1. The final outcome of inferring construction activities using HMM 

will be a crew-balance chart – time-series of construction activities per depth frame considering 

that RGB-D sensors typically document a scene at the rate of 30 frames per second. 

 

Figure 6: The state diagram for interior drywall activities shown in Table 1. 

 

 

 

 

 

 



14 
 
 

Table 1: Taxonomy of atomic worker activities within interior drywall construction operation. 

Operation Activity ID Visual Activity 

Interior Drywall  
Construction Operation 

1 Picking up a “board” 

2 Holding a “board” 

3 Walking 

4 Putting Down a “board” 

5 Idling 

6 Measuring and Cutting a “board” 

7 Breaking a “board” 

 

In HMM, the observations 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑇} are typically drawn from continuous 

variable, and thus, emission probabilities can be modeled by a Probability Density Functions 

(PDF). The common practice for modeling emission probabilities is to use mixture of Gaussians, 

where 𝐵 will be fully described by the weight, mean, and variance of all the Gaussian components 

[58]. Equation 4 shows the probability density function of a random variable, 𝑃(𝜃), as: 

𝑝(𝜃) = ∑ 𝛼𝜏𝐺(𝜏, 𝜇𝜏, 𝜎𝜏
2)

Γ

𝜏=1
 

(4) 

where 𝐺(.) is the Gaussian function and Γ is the number of Gaussian components. Nonetheless, 

several research works [58] show that mixture of Gaussians has limitations 1) when they are used 

to model a PDF with more number of modes than the components, and 2) when PDF has uniform 

regions. To address these limitations, we use Kernel Density Estimation (KDE). KDE is a data 

driven, non-parametric approach to probability mass function calculation which is used to model 

the PDF with a Gaussian Kernel which is described in the following: 

 

3.2.2. Kernel Density Estimation Function 

Given a set of possible scores 𝑆𝑎
𝑖 = {𝑠1,𝑎

𝑖 , 𝑠2,𝑎
𝑖 , … , 𝑠𝑚,𝑎

𝑖 } from a discriminative classifier for 

a specific atomic activity 𝑎𝑖 over a dataset with 𝑚 instances, emission probability is the likelihood 
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of a new predicted score 𝑠′𝑖 belonging to a certain category 𝑆𝑛with respect to estimated probability 

density function 𝑃(𝑆𝑛). Equation 5 represents a KDE function with a Gaussian kernel: 

𝑃𝐾𝐷𝐸(𝑆𝑛) =  
1

𝑁
 ∑ 𝐺(𝑠𝑛; 𝑠𝑖,𝑛, 𝜎2)

𝑚

i=1

 
(5) 

In a Gaussian KDE model, each component is located on a sample and the only parameter 

which is required to be estimated is the variance 𝜎2. Figure 7 illustrates a one dimensional 

Gaussian KDE for all seven atomic activities considered for interior drywall construction 

operations.  

 

Figure 7: Gaussian kernel density estimation for all seven atomic activity categories in interior 

drywall construction operation. 
 

Here, the KDE is used to model the classification scores obtained from the discriminative 

classifier of each atomic activity. Because the duration for each atomic activity varies in a given 

long sequence of RGB-D images, we need to model the score of our atomic activity classifiers for 

a continuous range of durations. To simplify this, for each atomic activity (𝑐𝑖), we model a normal 

distribution for its duration < μ𝑘, 𝜎𝑘 >. To consider a 95% rate in confidence in modeling activity 

durations, we choose seven to nineteen uniformly distributed time duration steps within 
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[μ𝑘 − 2𝜎𝑘, μ𝑘 + 2𝜎𝑘] range and for each we learn the scores from the atomic activity classifier 

(see Figure 8).  Our initial experiments showed seventeen time durations would yield the best 

performance and thus we decided to choose that for our experiments. In the following section, we 

introduce these atomic activity classifiers. 

 

 

Figure 8: During the training stage, we select 7-19 time steps per frame and train the KDE for 

emission probabilities using scores documented for all inferences made with the multi-class atomic 

activity classifiers. 
 

3.3. Atomic Activity Classification 

We train a discriminative learning model for inferring and classifying atomic construction 

activity from a given sequence of RGB-D images [𝑡 − 𝛿, 𝑡 + 𝛿] at frame (𝑡). To statistically model 

the sequential pattern of body skeleton features which provides a well-descriptive set of features 

for activity recognition and infer best activity for new sequences of body posture, we use a Bag-

of-Pose model. Our proposed Bag-of-Pose model is shown in Figure 9 and is as follows: 

 

Long RGB-D
Sequence

…

Atomic Activity 
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Figure 9: Our Bag-of-Pose model (both learning and inference) for multi-class atomic activity 

recognition from input RGBD sequence containing one worker conducting a single activity. 
 

 

3.3.1. Bag of Pose Codewords for Representing Each RGB-D Sequence 

At the learning stage using the ground-truthed data, we generate a collection of short RGB-

D sequence with varying durations for each atomic activity class, each sequence containing one 

worker conducting a single atomic activity. Using the k-means clustering algorithm and the 

Euclidean distance as the clustering metric, the body skeleton feature vectors of the entire training 

dataset are clustered into a set of pose code words. Here, a similarity measurement between each 

frame’s extracted pose and all codebook elements was done using various distance functions (𝐿1—

distance, 𝐿2 —distance,  𝜒2 significance). We chose 𝐿2—distance function to assign the most 

likely pose codeword to each individual frame. The result of this process is a codebook that 

associates a unique cluster membership with each detected body skeleton pose. Hence, each RGB-

D sequence is represented as a statistical distribution of body skeleton postures belonging to 

different key pose code words. For example, in “measuring” and “cutting” atomic activities there 

are multiple possible bending and standing poses in which a worker would be able to cut and 

measure a gypsum board. Rather than capturing a single pose for each of these atomic activities or 
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using all possible poses, we find the frequency of the most dominant body postures –from the pose 

codebook– that could represent these activities. Figure 10 illustrates the codebook formation 

process.  

 

Figure 10: An example of a pose codebook generated for a sequence of body skeleton poses 

representing an atomic activity of a worker. 
 

A total of 750 cluster centers are considered for the best action recognition performance. 

A grid-based search with various number of cluster centers from 50 to 800 with increment size of 

50 was executed to find the optimum number of cluster centers which can creates the best 

representative pose codebook for our dataset.  The effect of the codebook size (the number of pose 

code words) on the accuracy of our atomic activity classifiers is explored in chapter 5. 

 

3.3.2. Learning and Inferring Atomic Activities 

To learn a specific model for each atomic activity category, a multi-class one-vs-all 

Support Vector Machine (SVM) classifier is introduced. The SVM is a discriminative machine 
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learning algorithm which is based on the structural risk minimization induction principle [62]. 

Thus, for every atomic activity class 𝑐𝑛  ∈  𝐶, we train a binary SVM classifiers using given 

training data {𝑝𝑖, 𝑞𝑖} where 𝑝𝑖  ∈  𝑃𝑡𝑟𝑎𝑖𝑛 and possible labels are 𝑞𝑖 =  {+1, −1 }. The presence of 

noise and occlusions, which is typical in construction site video streams, produces outliers in the 

SVM classifiers. Thus, we introduce slack variables  which fits the desired hyperplanes with a 

soft margin approach. Consequently the SVM optimization problem can be written as:  

2

,

1

1
min

2

N

w b i

i

w C 


   

subject to:  . 1i i iy w x b      for 1,...,i N  

                                      
0i 

 
for 1,...,i N  

 

(6) 

In Equation 6, C represents a penalty constant which controls the trade-off between the 

margin size and the training error.  We split our dataset into a disjoint training and testing (𝑃𝑡𝑟𝑎𝑖𝑛  ∩

 𝑃𝑡𝑒𝑠𝑡 = ⊘) sets with 80% and 20% shares respectively. During the testing phase, we predict the 

scores {𝑠𝑖1, 𝑠𝑖2, … , 𝑠𝑖𝑛} for each testing example 𝑝′𝑖 ∈  𝑃𝑡𝑒𝑠𝑡 with respect to trained hypothesis for 

all 𝑛 existing actions 𝐻 =  {ℎ1, ℎ2, … , ℎ𝑛} . Consequently, to predict the most proper class 𝑞′𝑖 =

 {1,2, … , 𝑛 } for each testing example 𝑝′𝑖 we look on the maximum score obtained from all 

classifiers 𝑞′𝑖 = 𝑀𝑎𝑥 {𝑠𝑖1, 𝑠𝑖2, … , 𝑠𝑖𝑛}. Since no prior knowledge exists on separability condition 

of our dataset, implementing a kernel to map the data into a higher dimensional feature space can 

improve the classification performance. Thus, linear Gaussian Radial Basis Function (RBF), 

histograms intersection, and 𝜒2 kernels are pre-computed to evaluate the classification 

performance by mapping our dataset into different high dimensional spaces (see Table 2). Barla et 

al. [63] states that for histogram shaped data, the histogram intersection kernel usually outperforms 

RBF and Polynomial kernels. The histogram intersection kernel penalizes error of the sort where 

xi
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one histogram has a zero in a bin where the other histogram is non-zero. This is an ideal behavior 

for our model as if a given pose codebook histogram has zero poses in a particular bin, it is unlikely 

to correspond to an atomic activity which should contain a non-zero entry in that bin. Regardless, 

we validates our choice of SVM kernel on the accuracy of atomic activity classifier in chapter 5. 

Table 2: Various kernel functions for support vector machine classifier. 

Kernel Function 

Histograms Intersection ∑ min {𝑑𝑖, 𝑑𝑗}

𝑚

𝑖=1

 

Gaussian Radial Basis 

Function 𝑒
(−

‖𝑑𝑖−𝑑𝑗‖
2

2𝜎2 )

 

𝜒2 1 − ∑
2(𝑑𝑖 − 𝑑𝑗)2

𝑑𝑖 + 𝑑𝑗

𝑚

𝑖=1

 

 

3.4. Learning and Inferring HMM with KDE of Atomic Activity Classification Scores 

The actual observation sequence (i.e., time-series of atomic activities) 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑇} 

is a manifestation of some state sequence 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑇} through the emission probability 

density function 𝐵. To infer the HMM model, the Viterbi method [49,59] which is a recursive 

dynamic programming algorithm is used to find the optimal and most likely sequence of the states. 

To find the best sequence 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑇} for the given random observation 𝑂 =

{𝑂1, 𝑂2, … , 𝑂𝑇} we have [60,61]: 

𝛿𝑡(𝑖) = max
𝑋1,𝑋2,  …,𝑋𝑡−1

𝑃[𝑥1 𝑥2 …  𝑥𝑡(= 𝑖), 𝑜1𝑜2 … 𝑜𝑡|(𝜋,  𝐴,  𝐵)] (7) 
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where 𝛿𝑡(𝑖) is the highest score for a single path at time 𝑡 based on previous 𝑡 − 1 observations 

and the states sequence ends in state 𝑋𝑖. Induction in our formulation is: 

𝛿𝑡+1(𝑗) = [max
𝑖

𝛿𝑡(𝑖)𝑎𝑖𝑗] . 𝑏𝑗(𝑜𝑡+1) (8) 

 

The state and transition probabilities needed for this HMM model can be easily trained 

using ground-truthed data. For training the emission probability density function, we use our 

atomic activity recognition classifier on the short sequence data with ground-truth labels. For each 

activity class, we modeled a normal distribution for the durations < μ𝑘, 𝜎𝑘 > and stored 

classification scores for the range of possible durations for each atomic activity [μ𝑛 − 2𝜎𝑛, μ𝑛 +

2𝜎𝑛] which guarantees a 95% rate of confidence. At the inference stage, for each frame, we 

breaking down the 4𝜎 range to a set of various durations per action into seventeen steps. Among 

all steps, we only store the maximum classification score and use that as our observation variable. 

This strategy allows our model to cope with variable-duration activities.  
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CHAPTER 4 

EXPERIMENTAL SETUP 

4.1. Data Collection 

Due to the lack of databases for training visual atomic activities of interior drywall 

construction operation, before testing our algorithm, it was necessary to create a comprehensive 

benchmarking RGB-D sequence dataset. The target operation consists of 7 activities: picking up, 

holding, walking, putting down, measuring and cutting, breaking the gypsum board, and idling. A 

Microsoft Kinect sensor is used to record data on an actual construction site in Central Illinois 

which is currently under construction and also in Newmark Civil Engineering Laboratory where 

same activities conducted by professional workers from the actual jobsite were replicates in the 

lab. The depth sensor was set with various angles and views with respect to gypsum board and 

worker position. Since in drywall operations, workers face the materials, there is always a minimal 

chance to capture data from a front view. Therefore, the only remaining alternatives which could 

provide a semi-clear view and informative data was to locate the sensor in various locations within 

a range of 45° from the sides as illustrated in Figure 11. 

 

Figure 11: The Sensor setup and the location of the data collection on the actual site. 

45  45 

(a) Plan view

(b) Side view

Kinect Device

(c) Site setup

(d) Site setup
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To ensure anthropomorphic invariance in training the atomic action classifier, we collected 

more than 300,000 depth images (>15min) from three workers with different body shapes and 

heights. Moreover, eleven long sequence videos were also collected and used for training and 

testing. All these 300,000 frames have been manually labeled and cross validated to maintain an 

accurate and unprecedented dataset. The most important segment of labelling process is labelling 

the transitional frames between different actions; hence, we addressed this challenge by defining 

a certain visual taxonomy for transitions to facilitate the labeling process. The key component in 

labeling is consistency in transitions; as long as we stay consistent, our algorithm would find the 

most probable sequence and correctly predict the transitions. The RGB-D sequence dataset is made 

public at: http://raamac.cee.illinois.edu/activityanalysis. 

 

4.2. Performance Evaluation Measures 

To quantify and benchmark the performance of the action recognition algorithm, we plot 

the Precision-Recall, ROC curves and study the Confusion Matrix. These metrics are extensively 

used in the Computer Vision and Information Retrieval communities as set-based measures. In the 

context of worker activity recognition, we define each as follows: 

 

4.2.1. Precision-Recall Curve  

To compare the overall average performance of the variations of the proposed activity 

recognition algorithms over a particular datasets, individual activity class precision values are 

interpolated to a set of standard recall levels (0 to 1 in variable increments of < 1).  Here, precision 

is the fraction of retrieved activity instances that is classified as positive and is truly positive, while 

http://raamac.cee.illinois.edu/activityanalysis
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recall is the fraction of positive examples that are correctly labeled [64]. Thus, precision and recall 

are calculated as follows:  

FPTP

TP
precision




 

(9) 

FNTP

TP
recall




 

(10) 

 

where in TP is the number of True Positives, FN is the number of False Negatives and FP is the 

number of False Positives. For instance, if a breaking atomic activity sequence is correctly 

recognized under the breaking class, it will be a TP; if a holding atomic activity sequence is 

incorrectly recognized as breaking, it will be a FP for the breaking class. When a breaking video 

is not recognized under the breaking class, then the instance is a FN. The particular rule used to 

interpolate precision at recall level i is to use the maximum precision obtained from the action 

class for any recall level great than or equal to i. For each recall level, the precision is calculated, 

and then the values are connected and plotted in form of a curve. 

  

4.2.2. Confusion Matrix 

The performance of the activity classifiers are analyzed using confusion matrix. This matrix 

returns the average accuracy per activity class using the following formula: 

TP TN
accuracy

TP TN FP FN




    

(11) 

 

A confusion matrix shows for each pair of atomic activity classes <𝑐1, 𝑐2>, how many frames of 

activity 𝑐1 were incorrectly assigned to 𝑐2. Each column of the confusion matrices represents the 
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predicted atomic activity class and each row represents the actual atomic activity class. The 

detected TPs and FPs are compared and the percentage of the correctly predicted classes with 

respect to the actual atomic activity class is created and represented in each row.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



26 
 
 

CHAPTER 5 

RESULTS AND DISCUSSIONS 

To evaluate the performance of our algorithm, we separately conducted numerous 

experiments both on atomic activity recognition and HMM to find the optimum parameters and 

highest possible accuracies. For training/inferring atomic activities using SVM and using HMM, 

we used the LIBSVM [62] and HMM/KDE [65,66] open source packages. The results are reported 

based on 5-fold cross validated evaluations and various validation metrics mentioned above are 

used to discuss the algorithm performance in addition to address the advantages, limitations and 

potential improvement opportunities for the method: 

 

5.1. Performance of the Atomic Activity Recognition Classifiers 

There are two main parameters in atomic action recognition which should be optimized to 

obtain the best result; number of cluster centers in pose codebook generation and the kernel used 

in SVM to maintain a linearly separable dataset. In order to find the best cluster center number, a 

grid-based search is executed on a wide range of values from 200 centers to 800 centers with a 50 

centers increment [200: 50: 800]. Cluster centers are the pose codewords that represent the entire 

poses in our dataset; the more the number of cluster centers, the more expressive our codebook 

will be however, after exceeding a certain number of clusters, the algorithm become bias to the 

target function and the accuracy does not increase anymore. Figure 12 illustrates obtained 

accuracies for various number of pose code words using histogram intersection kernel for the one-

vs.-all SVM classifiers. 
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Figure 12: The atomic activity classification accuracy vs. number of pose code words. The 

performance was tested for one-vs.-all classifies with histogram intersection kernel. 

 

As depicted in Figure 12, two peaks can be identified in the graph at 300 and 750 clusters 

corresponding to respective accuracies of 80.51% and 84.6%. Considering the first peak as a local 

maxima and the second one as the global maxima; there is a considerable tradeoff in terms of 

accuracy versus computational cost. The greater the number of clusters, the more expensive 

computational cost will be, and for roughly 4% increase in the accuracy, the computational time 

doubles. As a proof-of-concept for applicability of vision-based algorithms for activity analysis 

and considering that the accuracy is the first priority, we chose 750 cluster centers. 

The next parameter to be set is SVM’s optimum kernel function transforming our feature 

space to a linearly separable space. To do so, four kernel functions including, linear, Gaussian 

RBF, 𝜒2, and histogram intersection were tested with 750 cluster centers. Obtained accuracies for 

abovementioned kernel functions are listed in Table 3. Based on our evaluation, the histogram 

intersection kernel had the best performance. 
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Table 3: One-vs.-All Atomic Activity Classification Accuracies. 

Kernel Classification Accuracy 

Histogram Intersection % 84.6 

𝜒2 % 84.1 

Gaussian RBF % 81.5 

Linear % 78.46 

 

Based on selected parameters in previous steps (histogram intersection kernel function and 

750 cluster centers), we trained and tested a SVM classifier on mutually exclusive training and 

testing datasets. Figure 13 shows the results in precision-recall and ROC curve format and Figure 

14 shows the average accuracies in the confusion matrix. As shown in Figure 14, accuracies are 

evenly distributed among all actions and are above 71% for all categories.  

 

Figure 13: Precision-Recall and ROC curve for atomic action recognition with 750 cluster centers 

and histogram intersection kernel. 
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Figure 14: Confusion matrix illustrating average atomic activity recognition performance with 

750 pose code words and SVM - histogram intersection kernel. 
 

Two important patterns should be considered according to the confusion matrix, first, the 

lowest accuracies belong to “Holding” and “Idling” categories and second, the highest percentage 

of confusions are between various actions and “Cutting & Measuring” category. One of the 

probable roots which results in a low accuracy for “Idling” category seems to be the variety of 

possible poses. For example, there are idling activities in our dataset in which workers bend and 

use their knees as a support which shapes a quite similar pose to cutting and measuring’s. 

“Holding” classifier also demonstrates a lower performance compared to other categories; 

according to a thorough investigation by authors, after reviewing all labeled videos complemented 

with simultaneous skeleton stream, the most contributing reasons is an inaccurate skeleton 

extraction due to a false depth map segmentation. As mentioned before, PrimeSense User Tracker 

package [48] relies on a segmentation algorithm to find human body boundary, however, proximity 

of a worker to any large scale object such as gypsum boards makes a significant error in 

segmentation process and consequently skeleton prediction. Figure 15 illustrates few examples of 

false calibration, segmentation, and skeleton detection. Furthermore, it is essential to point out the 
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reason why “Cutting” and “Measuring” activities have being categorized as a single class. The 

main reasoning behind this combined approach has roots in extreme similarity of the worker body 

poses during these activities, in addition to the weak performance of the skeleton extraction 

algorithm which is due to high proximity of workers to the gypsum boards. The body posture 

similarity causes confusion and increases the rate of misclassification at atomic activity 

recognition. This in turn initiates a deviation from the target function in HMM algorithm as well. 

 

 

Figure 15: False calibration, segmentation, and skeleton detection due to proximity of workers 

and materials. 

 

Figure 16 depicts the overall performance of atomic activity classifier with the number of 

score intervals that each interval contains equal samples. 

(a)

(b)

(c)
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Figure 16: Precision-Recall curve and ROC on atomic activity classifiers. 

 

As demonstrated in Figure 16, there are three categories (Breaking, Idling, and Measuring 

& Cutting) which tend to show a low precision when the threshold has been set high to maintain a 

low rate of FP. This type of behavior is not favorable as we are willing to have a high precision 

even when the rate of recall is low. Moreover, the graphs’ slopes in ROC curve are extremely 

gradual in Breaking and Measuring & Cutting activity categories which describes a bias behavior 

toward threshold variance; i.e., the predicted scores are distributed densely in two separate regions 

and there is a considerable gap in between. Nevertheless, Figure 7 shows a distinctly lower score 

density for Breaking and Measuring & Cutting categories compared to other classes. In the next 

section, one dimensional KDEs of each category will be displayed and discussed further. 

5.2. Long Sequence Action Recognition Results and Discussions 

The performance of our long sequence activity recognition algorithm is mainly dependent 

on three components: KDE, windows length resolution- uniformly distributed time duration steps 

within [μ𝑘 − 2𝜎𝑘 , μ𝑘 + 2𝜎𝑘]-, and HMM. As the first step, estimated probability densities 

executed by atomic activity recognition algorithm will be displayed using KDE function for all the 

categories. Afterwards, we present HMM performance with respect to variable windows length 
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resolutions for bag-of-poses histogram. And finally, HMM performance will be discussed by 

means of confusion matrix and sequential predicted actions versus ground truth. The atomic 

activity classifier infers each activity by generating bag-of-poses histogram based on various 

lengths in the range of 4𝜎 and uses the maximum obtained scores to estimate probability density 

by KDE for each individual class. Figure 17 illustrates the estimated probability density of each 

category based on maximum scores obtained by atomic activity classifier. Expectedly, all 

distributions have a higher density in the range of 𝑆 ≥ 1 however, for some categories such as: 

Measuring & Cutting, Breaking, and Idling local maximums could be observed at a relatively 

lower score in addition to the global maxima in 𝑆 ≥ 1 range. This addresses the precision-recall 

and ROC curves behavior for these categories as discussed in section 5.1. The red lines in each 

graph represent classification score of 1 and are used as a datum to interpret the quality of score 

distribution.  

 
Figure 17: Kernel Density Function classification scores for all atomic activity categories. 
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The next parameter is the resolution of windows that create the bag-of-poses histogram in 

order to find the best duration representing each action through along sequence videos. We have 

chosen a resolution range of [
4𝜎

7
,

4𝜎

9
, … ,

4𝜎

19
] to evaluate our HMM performance based on a 5-fold 

cross validation. Figure 18 depicts the correspondence of HMM accuracy and windows resolution. 

An overall increasing pattern in HMM accuracy by increasing windows resolution could be 

observed. However, this graph is not monotonically increasing and at some points the accuracy 

drops opposed the expectation. Since the differences are not high, this behavior could be 

potentially due to the cross validation approach where all training and testing examples are chosen 

randomly. Based on Figure 18, we have selected a 
4𝜎

17
 resolution for the rest of our experiments. 

 

 

Figure 18. HMM performance with respect to various windows resolutions. 
 

After all parameters set to their optimum values, we evaluate the entire algorithm by 

analyzing long sequences of images and comparing the results to the ground-truthed data. Hence, 

a 5-fold cross validation on a dataset of 11 long sequence videos is performed and an average 

accuracy of 76% with the maximum accuracy of 91% are achieved. Figure 19 demonstrates the 

result of one of the folds for long sequence activity recognition. 
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Figure 19. Confusion matrix illustrating long sequence recognition performance with 750 cluster 

centers, histogram intersection kernel, and 
4𝜎

17
 windows resolution. 

 

Furthermore, we are interested in investigating the type of transitions or action categories 

in which our algorithm seems not to perform well; thus, visualizing predictions versus manually 

labeled ground truths is a comprehensive method to better interpret the limitations and weakness 

of our approach. Figure 20 represents sequence predictions versus ground truths for two depth 

sequences with various durations and sequence of actions. 
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Figure 20. Long sequence actin recognition prediction (blue lines) versus ground truth (red lines). 
 

Based on Figures 21(a) and (b), it could be understood that our algorithm is prone to 

erroneous in Idling category prediction as shown in circled regions (21(a)-1 and 21(b)-2). One of 

the most important contributing factors is an excessively high intra-class duration variability in 

Idling category. Since construction operations are highly interdependent, idle times are not easily 

predictable and numerous factors which might delay the construction operations are involved such 

as: waiting for material delivery, waiting on other crews to finish a predecessor activity, or even 

preparatory works such as measurements which could make other crew members idle. Moreover, 

in a previous discussion on atomic action recognition we concluded that due to a high intra-class 

pose variability of idle actions, we are having a relatively low accuracy even in atomic action 

recognition which intensifies the deviation in long sequence action recognition (Figure 19). 
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CHAPTER 6 

CONCLUSION 

This paper presents a novel method for activity analysis of construction workers using 

inexpensive RGB-D sensors, an approach which not only is invariant to changes in the field of 

view, view angle, and anthropomorphic differences, but also, is not affecting worker privacy due 

to the nature of only capturing depth images. Our experiments with an average accuracy of 76% 

and a maximum accuracy of 91% hold promise in an applicable solution to automated activity 

analysis for interior construction operations. Furthermore, followed by the huge leaps in imaging 

technologies, state-of-the-art depth cameras with Time of Flight (TOF) systems are holding 

promise to a great future in activity recognition not only for indoor activities, but also for outdoors.  

To further improve our system, we would focus on implementing TOF-based depth sensors 

with higher resolutions and higher depth range (3.5 – 7 meters). These sensors (now at the same 

price as Kinect) holds promise to increase the accuracy of initial stages such as skeleton detection 

and tracking to a great extent. Moreover, we would like to fuse the RGB and depth images in the 

frames which the existing algorithms struggle in skeleton detection and calibration, and by 

identifying the objects which the worker are interacting with, create a more accurate segmentation 

algorithm which provides a fully robust skeleton extraction. As another step to enhance our 

algorithm, we would like to create a more informative model by learning various workers’ 

interactions with existing construction entities such as: tools, materials, equipment, location, etc.  

Thus, we will focus on finding a comprehensive method to combine the workers’ activity 

information with tools and equipment details. There has not been any previous research on tool 

detection in construction area and this challenging research problem could either be addressed 
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through 2D or 3D-based detection algorithms (based on either RGB images or depth images). One 

of the most important benefits of modeling these interactions is improving the activity recognitions 

where there are similarities among activity poses. However, there are numerous challenges 

associated with tool detection process which need to be developed as the next step. The first and 

the most important challenge is to solve the occlusion problem for tool detection; due to the nature 

of construction operations and the low chance that worker’s tools are visible to the camera’s or 

sensor’s view, a complementary approach might be required to detect the workers’ tools and 

recognize their identities. Other probable challenges might be visual clutter and photometric visual 

variability which requires more digging and exploration. Finally, we will propose a comprehensive 

dynamic network model which blends our pose information with obtained tools and equipment 

details to learn and infer short and long sequence construction activities with a higher performance.  
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