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# Direct Transcription of Optimal Control Problems with Finite Elements on Bernstein Basis 

Lorenzo A. Ricciardi*, Massimiliano Vasile ${ }^{\dagger}$<br>University of Strathclyde, Glasgow, United Kingdom, G1 1XJ


#### Abstract

The paper introduces the use of Bernstein polynomials as a basis for the direct transcription of optimal control problems with Finite Elements in Time. Two key properties of this new transcription approach are demonstrated in this paper: Bernstein bases return smooth control profiles with no oscillations near discontinuities or abrupt changes of the control law, and for convex feasible sets, the polynomial representation of both states and controls remains within the feasible set for all times. The latter property is demonstrated theoretically and experimentally. A simple but representative example is used to illustrate these properties and compare the new scheme against a more common way to transcribe optimal control problems with Finite Elements in Time.


## Nomenclature

| $\boldsymbol{\psi}$ | Boundary constraints | $\mathbf{x}_{f}$ | Final conditions |
| :--- | :--- | :--- | :--- |
| $\Delta T$ | Length of finite element | $\mathbf{x}_{s j}$ | Weights for the polynomials of the states |
| $\mathbf{F}$ | Differential equations of motion | $\sigma_{k}$ | Gauss integration weights |
| $\mathbf{g}$ | Algebraic constraints | $\tau$ | Adimensional time |
| $\mathbf{u}$ | Control vector | $\tau_{k}$ | Gauss integration nodes |
| $\mathbf{u} \mathbf{u}_{s j}$ | Weights for the polynomials of the controls | $B_{v, n}$ | Generic Bernstein polynomial of degree $n$ |
| $\mathbf{w}$ | Test functions | $D$ | Time domain |
| $\mathbf{w}_{s j}$ | Weights for the polynomials of the test functions | $g_{s j}$ | Generic polynomial basis for the controls |
| $\mathbf{x}$ | State vector | $h_{s j}$ | Generic polynomial basis for the states |

[^1]$l \quad$ Order of the polynomials for the states

Order of the polynomials for the controls

Number of discretisation elements

Number of integration nodes
$t$ Time

Initial time
$f_{f} \quad$ Final time

## I. Introduction

OPTIMAL control problems appear almost everywhere in modern engineering: from chemical reactions engineering and drug dosage delivery, to robotics, to aeronautical and space vehicle trajectory optimisation, just to name a few. Even if the theory of optimal control is very mature, obtaining a solution for these problems is still challenging, especially for highly non-linear problems where the only possibility is to employ numerical techniques.

It is customary to classify numerical methods for the solution of open loop optimal control problems in indirect and direct methods. The former analytically derive the necessary conditions for local optimality [1], while the latter transcribe the original infinite dimensional problem into a finite dimensional problem, and solve the resulting NLP problem. The transcription process generally makes use of an appropriate set of polynomials to represent states, controls or both.

Direct Finite Elements in Time (DFET) is a direct transcription method to solve optimal control problems and was initially proposed by Vasile and Finzi [2] in 2000. Finite Elements in Time (FET) for the indirect solution of optimal control problems were initially proposed by Hodges and Bless [3], and during the late 1990s evolved to the discontinuous version. As pointed out by Bottasso and Ragazzi [4], FET for the forward integration of ordinary differential equations are equivalent to some classes of implicit Runge-Kutta integration schemes, can be extended to arbitrary high-order, are very robust and allow full h-p adaptivity. In the past decade, direct transcription with FET on spectral bases has been successfully used to solve a range of difficult problems: from the design of low-thrust multi-gravity assist trajectories to Mercury [5] and the Sun [6], to the design of weak stability boundary transfers to the Moon, low-thrust transfers in the restricted three body problem and optimal landing trajectories to the Moon [2]. More recently they have been used to perform multi-objective optimal control of spacecraft [7, 8], ascent trajectories of launchers [9], or abort trajectories of reusable launch vehicles [10].

Although DFET were proven to be a valid technique to solve difficult optimal control problems, when the solution presents very sharp variations in states and controls, like bang-bang control profiles, the polynomial representation of states and controls can display undesired oscillations exceeding the bounds (also known as Gibbs phenomenon), even if the nodal solution is correct. Although, h-p adaptivity strategies can be used, as proposed in [11], still oscillations can remain regardless of the choice of the nodal values.

This is undesirable in a number of cases. Although the polynomial representation of states and controls is generally evaluated at the collocation points only, the associated polynomial cannot be practically used as interpolant of the nodal
solution at any other instant of time. Thus it cannot be used as guidance law. Furthermore, if different polynomial orders or collocation points are used for states and controls, one could end up evaluating the polynomials at points affected by the Gibbs phenomenon.

Also, one might want to evaluate some derived quantities at arbitrary points along the solution. Values coming from those spurious oscillations that are outside the boundaries of states and controls could lead to numerical exceptions. A regular behaviour in between two collocation nodes allows for a better re-integrability of the control law. Moreover h-p adaptive techniques are iterative procedures which take a given solution, re-evaluate it on a more refined grid and re-optimise it on this new grid. The re-evaluation on the more refined grid requires the evaluation of the solution at time instants that are different from the nodal values. Thus, the resulting initial solution defined over the new grid could be out of bounds, with resulting numerical difficulties or need for ad hoc procedures. All these problems could be solved with a linear interpolation of the nodal solution for the controls, but a linear interpolation would be inconsistent if a higher order polynomial representation was used to obtain the solution.

This paper proposes the use of Bernstein polynomials, for the DFET transcription method, instead of the commonly used Lagrange interpolation on spectral bases. The use of Bernstein polynomials guarantees that the representation of states and controls remains within the feasible set over the whole time domain and not only at the collocation nodes and avoids the Gibbs phenomenon at points of jump discontinuity [12] or sharp slope variations. The paper will provide a quantification of the computational cost of the use of both Lagrange and Bernstein bases, for comparable accuracy. Two metrics will be used: the sparsity pattern of the Jacobian of the constraints of the resulting NLP problem and the number of iterations required to converge to the desired feasibility and optimality of the NLP solution. The computational cost will be measured for an increasing order of the polynomials (p-refinement), at constant number of finite elements, and for an increasing number of elements (h-refinement), at constant order of the polynomials. Two cases will be considered: one with no path constraints but a sharp change in the control profile and one with a path constraint on one state variable.

Linear combinations of Bernstein polynomials generate the so called Bezier curves. The use of Bezier curves to solve optimal control problems can be found in the work of Rogalsky [13] who solved optimal control problems with linear dynamics, using Differential Evolution and Bezier curves to represent the control profile. He noted that the resulting curves always lie in the convex hull of the control points and never present undesirable oscillations away from its defining control points. Thus, Bézier curves could be used to parameterize smooth, non-oscillatory functions, with minimal epistasis, using only a few parameters. In [14, 15], Gomanjani et al. used Bezier curves in the analytical solution of some optimal control problems, with linear dynamics, because they led to a simpler symbolic manipulations, while Darehmiraki et al. in [16] proposed the use of Bernstein polynomials with a weighted residual methods to solve distributed optimal control problems. Similarly Mirkov and Rasuo in [17] proposed the use of Bernstein polynomials to solve Elliptic Boundary value problems in a collocation method, while Bhatti and Bracken [18] proposed the use of Bernstein polynomials in a Galerkin method to solve ODEs. Mirkov and Rasuo showed that on linear problems
with continuous solutions, collocation methods based on Bernstein polynomials had an exponential convergence rate though slower than pseudo-spectral and Chebyshev collocation schemes. Finally Farouki and Rajan [19] showed that the numerical conditioning of polynomials using Bernstein form is particularly stable under finite precision arithmetic. It is interesting to note that only a few researchers exploited the convex hull and variation diminishing properties of Bezier curves for optimal control problems. These properties are instead the main reason for this work. Here we show that by choosing Bernstein polynomials as a basis for the parameterisation of states and controls, one can generate solutions that display the aforementioned properties. Moreover, differently from previous works, Bernstein polynomials are here used to solve general nonlinear optimal control problems. This work also includes a theorem that provides some necessary conditions for the satisfaction of general path constraints, provided that the feasible region is convex and states and controls are described by Bezier curves. Finally, the main contribution of this paper is to show the benefit of using Bernstein basis, within the DFET transcription framework, when the solution has sharp variations in the control law or simple path constraints.

## II. Direct Transcription with Finite Elements in Time

A generic optimal control problem can be formulated as [1, 11, 20]:

$$
\begin{align*}
& \min _{\mathbf{u} \in U} J=\min _{\mathbf{u} \in U} \phi\left(\mathbf{x}\left(t_{0}\right), \mathbf{x}\left(t_{f}\right), t_{0}, t_{f}\right)+\int_{t_{0}}^{t_{f}} L(\mathbf{x}(t), \mathbf{u}(t), t) d t \\
& \text { s.t. } \\
& \dot{\mathbf{x}}=\mathbf{F}(\mathbf{x}(t), \mathbf{u}(t), t)  \tag{1}\\
& \mathbf{g}(\mathbf{x}(t), \mathbf{u}(t), t) \leq 0 \\
& \psi\left(\mathbf{x}\left(t_{0}\right), \mathbf{x}\left(t_{f}\right), t_{0}, t_{f}\right) \leq 0 \\
& t \in\left[t_{0}, t_{f}\right]
\end{align*}
$$

where the scalar $t$ is time, the functions $\mathbf{x}(t):\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{n}$ are the state vector, the functions $\mathbf{u}(t):\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{p}$ are the control vector and $J$ is the sum of a boundary state cost function $\psi: \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ and of the integral of a running cost function $L: \mathbb{R}^{n} \times \mathbb{R}^{p} \times\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}$. The functions $\mathbf{x}(t)$ belong to the Sobolev space $W^{1, \infty}$ while the functions $\mathbf{u}(t)$ belong to $L^{\infty}$. The vector fields that appear in the dynamic, path and boundary constraints, respectively, are $\mathbf{F}: \mathbb{R}^{n} \times \mathbb{R}^{p} \times\left[t_{0}, t_{f}\right] \longrightarrow \mathbb{R}^{n}, \mathbf{g}: \mathbb{R}^{n} \times \mathbb{R}^{p} \times\left[t_{0}, t_{f}\right] \longrightarrow \mathbb{R}^{s}$ and $\psi: \mathbb{R}^{2 n+2} \longrightarrow \mathbb{R}^{q}$.

## A. Problem Transcription with DFET

In this section we briefly recall how the transcription method based on Finite Elements in Time works. Following the general approach to DFET transcription proposed in [2], the differential constraints can be recast in weak form and
integrated by parts leading to,

$$
\begin{equation*}
\int_{t_{0}}^{t_{f}}\left(\dot{\mathbf{w}}(t)^{T} \mathbf{x}(t)+\mathbf{w}(t)^{T} \mathbf{F}(\mathbf{x}(t), \mathbf{u}(t), t)\right) d t-\mathbf{w}_{f}^{T} \mathbf{x}_{f}^{b}+\mathbf{w}_{0}^{T} \mathbf{x}_{0}^{b}=0 \tag{2}
\end{equation*}
$$

where $\mathbf{w}(t)$ are the generalised weight functions that must assume a value of 0 on either bound and $\mathbf{x}^{b}$ are the boundary values of the states, that may be either imposed or free. Note that, in this bi-discontinuous formulation, the value of $\mathbf{x}(t)$ at the boundaries does not coincide with either with $\mathbf{x}_{f}^{b}$ or $\mathbf{x}_{0}^{b}$. As remarked by Bottasso in [21], the weak form 2 of the ODEs $\dot{\mathbf{x}}=\mathbf{F}(\mathbf{x}(t), \mathbf{u}(t), t)$ is a mathematically correct formulation even when $\mathbf{F}(\mathbf{x}(t), \mathbf{u}(t), t)$ is not continuous or differentiable.

Let the time domain $D$ be decomposed into $N$ finite elements such that

$$
\begin{equation*}
D=\bigcup_{j=1}^{N} D_{j}\left(t_{j-1}, t_{j}\right) \tag{3}
\end{equation*}
$$

and parametrise, over each $D_{j}$, the states, controls and weight functions as

$$
\begin{align*}
\mathbf{x}_{j}(t) & =\sum_{s=0}^{l} f_{s j}(t) \mathbf{x}_{s j}  \tag{4a}\\
\mathbf{u}_{j}(t) & =\sum_{s=0}^{m} g_{s j}(t) \mathbf{u}_{s j}  \tag{4b}\\
\mathbf{w}_{j}(t) & =\sum_{s=0}^{l+1} h_{s j}(t) \mathbf{w}_{s j} \tag{4c}
\end{align*}
$$

where the functions $\mathbf{x}_{j}, \mathbf{u}_{j}, \mathbf{w}_{j}$ are defined over each finite element $D_{j}$, the functions $f_{s j}(t), g_{s j}(t)$ and $h_{s j}(t)$ are chosen among the space of polynomials of degree $l, m$ and $l+1$ respectively, and the vectors $\mathbf{x}_{s j}, \mathbf{u}_{s j}, \mathbf{w}_{s j}$ are weights given to each polynomial in each element. The polynomials $h_{s j}$ have to assume a value of 0 on either the left or the right bound of the element. It is practical to define each $D_{j}$ over the normalised interval $[-1,1]$ through the transformation,

$$
\begin{equation*}
\tau=2 \frac{t-\frac{t_{j}-t_{j-1}}{2}}{t_{j}-t_{j-1}} \tag{5}
\end{equation*}
$$

This way the domain of the basis function is constant and irrespective of the size of the element and also overlaps with the interval of the Gauss nodes that will be employed for the integration of the dynamics. Substituting the definitions of the polynomials into the objective functions and integrating with Gauss quadrature formulas with $q$ nodes leads to

$$
\begin{equation*}
\tilde{J}=\phi\left(\mathbf{x}_{0}^{b}, \mathbf{x}_{f}^{b}, t_{0}, t_{f}\right)+\sum_{j=1}^{N} \sum_{k=1}^{q} \sigma_{k} L\left(\mathbf{x}_{j}\left(\tau_{k}\right), \mathbf{u}_{j}\left(\tau_{k}\right), \tau_{k}\right) \frac{\Delta t}{2} \tag{6}
\end{equation*}
$$

and for the variational constraints leads for every element $j$ to the system

$$
\begin{equation*}
\sum_{k=1}^{q} \sigma_{k}\left[\dot{\mathbf{w}}_{j}\left(\tau_{k}\right)^{T} \mathbf{x}_{j}\left(\tau_{k}\right)+\mathbf{w}_{j}\left(\tau_{k}\right)^{T} \mathbf{F}_{j}\left(\tau_{k}\right) \frac{\Delta t}{2}\right]-\mathbf{w}_{j}(1)^{T} \mathbf{x}_{j}^{b}+\mathbf{w}_{j}(-1)^{T} \mathbf{x}_{j-1}^{b}=0 \tag{7}
\end{equation*}
$$

where $\tau_{k}$ and $\sigma_{k}$ are the Gauss nodes and weights, $\mathbf{F}_{j}\left(\tau_{k}\right)$ is the shorthand notation for $\mathbf{F}\left(\mathbf{x}_{j}\left(\tau_{k}\right), \mathbf{u}_{j}\left(\tau_{k}\right), \tau_{k}\right)$, and $\mathbf{x}_{j}^{b}$ and $\mathbf{x}_{j-1}^{b}$ denote the boundary values of element $j$ at $t=t_{j}$ and $t=t_{j-1}$ respectively. In previous implementations of DFET, algebraic constraints were evaluated at the Gauss integration nodes, but in the following we will propose a different choice. DFET transcription is rather flexible, because it allows one to parameterise states and controls with any basis, and these bases could also be different for every variable and element. Similarly it is possible to employ several choices for the type and number of quadrature nodes. In the following some of this flexibility will be exploited to derive a new scheme with unique characteristics.

## B. Choice of Basis Functions

In the DFET literature, the basis is typically generated through a Lagrange interpolation on the quadrature nodes, usually either Gauss-Legendre or Gauss-Lobatto:

$$
\begin{equation*}
f_{s j}(\tau)=\prod_{k=0, k \neq s}^{l} \frac{\tau-\tau_{k}}{\tau_{s}-\tau_{k}}, \quad g_{s j}(\tau)=\prod_{k=0, k \neq s}^{m} \frac{\tau-\tau_{k}}{\tau_{s}-\tau_{k}}, \quad h_{s j}(\tau)=\prod_{k=0, k \neq s}^{l+1} \frac{\tau-\tau_{k}}{\tau_{s}-\tau_{k}} \tag{8}
\end{equation*}
$$

Since the test functions $w$ must assume a value of 0 on either bound, the nodes for the construction of test functions with Lagrange interpolation must be of Lobatto type. Since the basis has to be evaluated only at the quadrature nodes, constructing the bases as Lagrange interpolations ensures that $f_{s j}\left(\tau_{k}\right) \neq 0$ only if $s=k$. This should generally result in a good sparsity pattern for the Jacobian of the constraints. However a proper implementation of DFET already ensures a highly sparse block diagonal Jacobian of the constraints regardless of the choice of the basis. Thus the further improvement due to this particular choice is expected to be modest because it can only act on the individual block. Moreover, even if a sparse Jacobian generally means that the NLP solver will have an easier time to converge to the final solution, this does not mean that a slightly sparser Jacobian will result in a quicker convergence. In other words, this basis seems to provide marginal benefits overall. Other polynomial bases could instead provide different and maybe more significant benefits, but to the authors' knowledge the only polynomial bases used for DFET are Lagrange interpolation on either the Gauss-Legendre or the Gauss-Lobatto quadrature nodes.

We here propose for the first time in the DFET literature (to the authors' knowledge), the use of Bernstein polynomials as a basis. A Bernstein basis of order $n$ is defined as

$$
\begin{equation*}
B_{v, n}(t)=\binom{n}{v} t^{v}(1-t)^{n-v} \quad 0 \leq v \leq n, 0 \leq t \leq 1 \tag{9}
\end{equation*}
$$

As shown in Fig. 1a Bernstein polynomials either assume a value of 0 on both boundaries or a value of 1 on one boundary and of 0 on the other, so can be used as test functions $w$. Since the resulting curves will be integrated through Gauss quadrature, whose nodes are defined on $[-1,1]$, Bernstein polynomials must also be redefined on the interval $[-1,1]$ :

$$
\begin{equation*}
\tilde{B}_{v, n}(\tau)=B_{v, n}(t) \quad \tau=2 t-1 \tag{10}
\end{equation*}
$$

In the following, for clarity of notation, the subscript $n$ to denote the order of the Bernstein polynomials will be dropped. That degree will equal $l, m$ or $l+1$ depending on weather the polynomials will be used to describe respectively the states, controls or test functions. Substituting (10) into (4) we obtain

$$
\begin{align*}
& \mathbf{x}_{j}(t)=\sum_{s=0}^{l} \tilde{B}_{s j}(\tau) \mathbf{x}_{s j}=\mathcal{B}_{j}(\tau)  \tag{11a}\\
& \mathbf{u}_{j}(t)=\sum_{s=0}^{m} \tilde{B}_{s j}(\tau) \mathbf{u}_{s j}=\mathcal{C}_{j}(\tau)  \tag{11b}\\
& \mathbf{w}_{j}(t)=\sum_{s=0}^{l+1} \tilde{B}_{s j}(\tau) \mathbf{w}_{s j}=\mathcal{D}_{j}(\tau) \tag{11c}
\end{align*}
$$

Thus, if the basis is made of Bernstein polynomials the resulting state curves $\mathcal{B}_{j}(\tau)$, control curves $C_{j}(\tau)$ and test curves $\mathcal{D}_{j}(\tau)$ are by definition Bezier curves. Bezier curves are a class of curves commonly employed in computer graphics and computer aided design because they enjoy several interesting properties, among which we employ the following:

1) a Bezier curve of degree $n$ can be equivalently described by a vector of $n+1$ nodes, equally spaced in time as shown in Fig. 1b. Hence, the weights in the definition of the polynomial functions 11a and 11b) correspond to the vector of equispaced nodes $\left(\frac{2 s}{n}-1, \mathbf{x}_{s j}\right), 0 \leq s \leq l$ for the states and $\left(\frac{2 s}{m}-1, \mathbf{u}_{s j}\right), 0 \leq s \leq m$ for the controls. It is important to note that these nodes are equispaced in time, and thus never coincide with the integration nodes $\tau_{k}$. Moreover, $\mathbf{x}_{s j}$ and $\mathbf{u}_{s j}$, in the case of Legendre interpolation, can coincide with the integration nodes $\tau_{k}$, thus they can be seen as the nodal solution at $\tau_{k}$ because, by construction, $f_{s j}\left(\tau_{k}\right)=1$ if $k=s$. If the Bernstain basis is used, instead, the weights $\mathbf{x}_{s j}$ and $\mathbf{u}_{s j}$ cannot be interpreted as the nodal solution at either the nodes $\tau_{s}$ or $\tau_{k}$. However, they can be interpreted as the vertices of the polygonal chain that the Bezier curve will approximately follow.
2) Bezier curves are completely contained in the convex hull of the polygonal chain connecting the nodes that define them, as shown again in Fig. 1b. This is a property that can be often found mentioned in the literature [13-16]. Here we propose a formal demonstration of this property.

Lemma 1 Bezier curves are contained in the convex hull defined by their nodes.

Proof 1 A generic Bezier curve $Q(t)$ is defined as

$$
\begin{equation*}
Q(t)=\sum_{v=0}^{n} B_{v, n}(t) x_{v} \tag{12}
\end{equation*}
$$

where $B_{v, n}(t)$ are Bernstein polynomials of degree $n$ and $x_{v}$ are called weights or nodes. By definition, Bernstein polynomials satisfy the positivity condition

$$
\begin{equation*}
B_{v, n}(t)=\binom{n}{v} t^{v}(1-t)^{n-v} \geq 0, \quad 0 \leq t \leq 1, \quad 0 \leq v \leq n \in \mathbb{N} \tag{13}
\end{equation*}
$$

and the partition of unity condition:

$$
\begin{equation*}
\sum_{v=0}^{n} B_{v, n}(t)=(1-t+t)^{n}=1 \quad 0 \leq t \leq 1, \quad 0 \leq v \leq n \in \mathbb{N} \tag{14}
\end{equation*}
$$

where the central equality derives from the binomial theorem. The vertices $x_{v}$ can be enclosed in a convex hull, which is defined as :

$$
\begin{equation*}
\operatorname{Conv}\left(x_{v}\right):=\left\{\sum_{v=0}^{n} \lambda_{v} x_{v} \mid\left(\forall v: \lambda_{v} \geq 0\right) \wedge \sum_{v=0}^{n} \lambda_{v}=1\right\} \tag{15}
\end{equation*}
$$

Since each $B_{v, n}(t)$ satisfies the requirements to be a $\lambda_{\nu}$ for every $t$, it follows that Bezier curves are contained in the convex hull enclosing the nodes $x_{v}$ which defines them.
3) Bezier curves have the variation diminishing property (for the proof see Ait-Haddou et al. [22]): the number of times a straight line intersects the curve is always less or equal to the number of intersection the same line has with the polygonal chain. Intuitively, this means that the Bezier curve oscillates less than the polygonal chain defining it, see again Fig. 1b. This property guarantees that if the polygonal chain connecting the nodal values of the controls is monotonic, the resulting Bezier curve will be monotonic too. Thus, when an optimal control problem has a bang-bang solution and the discretisation is not perfectly capturing the discontinuity, the resulting representation with Bezier curves will be a smooth and monotonic curve completely within the prescribed bounds.
When Bezier curves are used to parameterise states and controls we can prove the following theorem:

Theorem 1 If the feasible region for the path constraints is convex, the states and controls are represented with Bezier curves and the nodes of the Bezier curves satisfy the path constraints, then the Bezier curves for the states and controls are inside the feasible region for all $t \in\left[t_{0}, t_{f}\right]$.

Proof 2 Informally the proof directly descends from Lemma 1 the hypothesis that the feasible region for path constraints is convex and the hypothesis that the nodes of the Bezier curve are feasible. Since the Bezier curves for states and


Fig. 1 A Bernstein basis and a Bezier curve. Circles: Bezier nodes. Dashed line: polygonal chain. Shaded area: convex hull.
controls are included in the convex hull defined by their nodes and the convex hull is included in the feasible region, it follows that the Bezier curves are included in the feasible region, and thus are feasible for all $t \in\left[t_{0}, t_{f}\right]$.

More formally we can prove that the whole Bezier curves that approximate the time history of states and controls are contained in the feasible set. The feasible set $\mathbb{F}$ of the path constraints $\mathbf{g}(\mathbf{x}(t), \mathbf{u}(t), t) \leq 0$ is defined as

$$
\begin{equation*}
\mathbb{F}:=\{\mathbf{l}(t) \mid \mathbf{g}(\mathbf{l}(t)) \leq 0\} \tag{16}
\end{equation*}
$$

with $\mathbf{l}(t)=(\mathbf{x}(t), \mathbf{u}(t), t)$. If $\mathbb{F}$ is convex, then any linear convex combination of a generic number $L$ of its elements $\mathbf{l}_{s}(t)$ also belongs to the set, thus satisfies

$$
\begin{equation*}
\mathbf{g}\left(\sum_{s=1}^{L} \lambda_{s} \mathbf{l}_{s}(t)\right) \leq 0, \quad \forall s: 0 \leq \lambda_{s} \leq 1, \quad \sum_{s=1}^{L} \lambda_{s}=1 \tag{17}
\end{equation*}
$$

If $\mathbf{1}_{s}(t)$ are the corners of the convex hull:

$$
\begin{equation*}
\mathcal{H}=\operatorname{Conv}\left(\mathbf{l}_{s}(t)\right):=\left\{\sum_{s=1}^{L} \lambda_{s} \mathbf{l}_{s}(t) \mid\left(\forall s: \lambda_{s} \geq 0\right) \wedge \sum_{s=1}^{L} \lambda_{s}=1\right\} \tag{18}
\end{equation*}
$$

then all points belonging to the convex hull $\mathcal{H}$ are also feasible:

$$
\begin{equation*}
\mathcal{H} \subseteq \mathbb{F} \tag{19}
\end{equation*}
$$

Now let the time domain $\left[t_{0}, t_{f}\right]$ be partitioned into finite elements and states $\mathbf{x}(t)$ and controls $\mathbf{u}(t)$, within every finite
element $D_{j}=\left[t_{j}, t_{j+1}\right]$, be represented as Bezier curves with nodes $\mathbf{1}_{s}(t)$. From Lemma 1 it follows that the state-control vector $\mathbf{l}(t)$ is contained in the convex hull $\mathcal{H}$ for every time element.

Remark 1 If the conditions of Theorem 1 are applicable then path constraints are satisfied for all $t \in\left[t_{0}, t_{f}\right]$. This is a unique feature of the direct transcription method proposed in this paper. From an algorithmic point of view, this translates into imposing constraint conditions on the weights $\mathbf{x}_{s, j}$ and $\mathbf{u}_{s, j}$ such that $\mathbf{g}\left(\mathbf{x}_{s, j}, \mathbf{u}_{s, j}, t_{j}\right) \leq 0$ is satisfied because, see property 1 here above, these weights are equivalent to a set of nodes in the space of the states and controls, equispaced in time. Thus if $\mathbf{g}$ satisfies convexity condition 17 then $\mathbf{g}\left(\mathbf{x}_{s, j}, \mathbf{u}_{s, j}, t_{j}\right) \leq 0$ satisfies the conditions of the theorem.

Remark 2 Since the convex hull is a subset of the feasible set, some regions of the feasible set might be left out. This means that if the optimal solution lies in the left out region, this method can only return the fully feasible solution closest to the optimal one. However, if the number of corners of the convex hull is increased, for example by increasing the number of DFET elements or the order of Bezier curves, those left out regions will asymptotically vanish, and the method can converge to the true optimal solution.

Remark 3 As reported in the literature, Bernstein polynomials for function approximation display a lower convergence rate than Chebychev polynomials, or Lagrange interpolation schemes in a number of cases [12, 23, 24]. However, in [17] it was shown that the convergence rate of collocation schemes, based on Bernstein polynomials, for the solution of elliptic boundary value problems was exponential albeit worse than pseudo-spectral or Chebychev collocation schemes. A thorough theoretical assessment of the convergence rate of the DFET transcription with Bernstein polynomials will require a dedicated study and is left for future work. In the following examples, however, we will show that the value of the objective function, computed with Bernstein basis, convergences slower than the one computed with Lagrange polynomials on spectral basis.

Remark 4 A result on the guaranteed feasibility of the optimal control solution for all $t \in\left[t_{0}, t_{f}\right]$ can be found also in Loock et al. [25] for differentially flat systems parameterised with B-splines, and more recently in Cichella et al. [26] for differentially flat systems parameterised with Bernstein polynomials. Differentially flat systems are such that a change of variables exists that allows writing states and controls as explicit functions of the new variables without integration. However, as stated by the authors, there is no systematic way to assess if a nonlinear problem is differentially flat and to find an associated variable trasformation. The approach proposed in this paper, instead, does not require any change of variables and simply requires to verify the convexity of the feasible set defined by the path constraints. To be noted that
for non-convex constraints one can still apply the theory and method proposed in this paper after using the existing convexification techniques [27-29].

The following examples demonstrate the effect of these properties on the solution of two instances of a simple optimal control problem.

## III. Numerical Experiments

As a simple but representative test case, we consider the minimum time transfer to rectilinear path problem, initially proposed in [1]. This problem deals with the ascent of a point mass, subject only to a constant gravitational acceleration in an inertial frame and to a control acceleration with constant magnitude. The direction of the thrust vector depends on the control angle $u$, and the dynamics of the point mass is defined by the following set of differential equations:

$$
\begin{align*}
\dot{x} & =v_{x} \\
\dot{v}_{x} & =a \cos u  \tag{20}\\
\dot{y} & =v_{y} \\
\dot{v}_{y} & =-g+a \sin u
\end{align*}
$$

where $x$ and $y$ are the horizontal and vertical position coordinates of the point mass, $v_{x}$ and $v_{y}$ are its horizontal and vertical velocity components, $g$ is the magnitude of gravitational acceleration and $a$ is the modulus of the control acceleration. The point mass is initially at rest, and it has to reach a specified altitude with zero vertical velocity, in minimum time. The terminal conditions are:

$$
\begin{align*}
& y\left(t_{f}\right)=h  \tag{21}\\
& v_{y}\left(t_{f}\right)=0
\end{align*}
$$

This problem was previously solved in [11] with DFET to demonstrate an h-p adaptivity strategy, and a multi-objective version of the same problem was solved in [7, 8] with DFET and multi-objective memetic algorithms. For consistency with the aforementioned references we will use the following values $g=1.6 \cdot 10^{-3}, a=4 \cdot 10^{-3}, h=10$ and $u \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$. Two different instances of the problem will be solved: 1) minimum ascent time to a given altitude and no terminal constraint on the horizontal velocity and 2) minimum ascent time to a given altitude with no terminal constraint on the horizontal velocity but a path constraint on the vertical velocity.

All the cases where initialised in the same way, and a feasible solution was first sought using the Interior Point method of the NLP solver fmincon from the MATLAB ${ }^{\circledR}$ Optimization Toolbox. After a fully feasible solution was found, it was used as starting point to be optimised. Solutions of all test cases converged below the relative tolerance of $10^{-6}$ both in feasibility and optimality.

## A. Problem Instance 1 - Minimum Ascent Time with no Terminal Constraint on the Horizontal Velocity

In the first instance of the problem the horizontal velocity has no prescribed terminal value. The associated optimal control law is:

$$
u(t)= \begin{cases}\frac{\pi}{2} & 0 \leq t \leq \sqrt{\frac{h(a+g)}{a(a-g)}}  \tag{22}\\ -\frac{\pi}{2} & \sqrt{\frac{h(a+g)}{a(a-g)}}<t \leq \sqrt{\frac{h(a+g)}{a(a-g)}}+\sqrt{\frac{h(a-g)}{a(a+g)}}\end{cases}
$$

which is the asymptotic limit of the bilinear tangent law when the final horizontal velocity is zero. For the values of $a, h$ and $g$ used, this corresponds to a switching time $t_{s}=76.3763$ and a final time of $t_{f}=109.1089$, which is also the optimal value of the objective function.

Solution (22) can be derived by observing that $x$ and $v_{x}$ have no final state constraints, no path constraints and the objective does not depend explicitly on them, thus the time evolution of the $x$ coordinate is only dependent on the initial conditions and one can concentrate only on the dynamics along the $y$ axis. This means that $u$ has to be either $\frac{\pi}{2}$ or $-\frac{\pi}{2}$ for $0 \leq t \leq t_{f}$. Moreover, since thrust has to contrast gravity at $t_{0}, u$ must initially points upwards and switch to point downwards at a time $t_{s}$ in order to satisfy the terminal constraints $y\left(t_{f}\right)=h$ and $v_{t}\left(t_{f}\right)=0$. Thus we have

$$
u(t)= \begin{cases}\frac{\pi}{2} & 0 \leq t \leq t_{s}  \tag{23}\\ -\frac{\pi}{2} & t_{s} \leq t \leq t_{f}\end{cases}
$$

which corresponds to

$$
v_{y}(t)= \begin{cases}(g-a) t & 0 \leq t \leq t_{s}  \tag{24}\\ (g-a) t_{s}-(g+a)\left(t-t_{s}\right) & t_{s} \leq t \leq t_{f}\end{cases}
$$

and

$$
y(t)= \begin{cases}\frac{1}{2}(g-a) t^{2} & 0 \leq t \leq t_{s}  \tag{25}\\ \frac{1}{2}(g-a) t_{s}^{2}+(g-a) t_{s} t-\frac{1}{2}(g+a)\left(t-t_{s}\right)^{2} & t_{s} \leq t \leq t_{f}\end{cases}
$$

Imposing the boundary conditions for $t_{f}$, we get

$$
\left\{\begin{array}{l}
(g-a) t_{s}-(g+a)\left(t_{f}-t_{s}\right)=0  \tag{26}\\
\frac{1}{2}(g-a) t_{s}^{2}+(g-a) t_{s} t_{f}-\frac{1}{2}(g+a)\left(t_{f}-t_{s}\right)^{2}=h
\end{array}\right.
$$

which is a system with one linear equation and one second order equation. This system can be solved analytically to get the aforementioned values for $t_{s}$ and $t_{f}$.

For this first instance, three different test cases are presented. In the first case, Problem 20 was solved with an increasing order of the polynomials for both states and controls, in the second case only the order of the polynomials
of the controls was increased, while in the third the order of the polynomials was fixed but number of elements was increased.

## 1. Problem Instance 1, Test case 1

In the first test case, the order of the polynomials of both states and controls were varied simultaneously from 2 to 14 and were represented using either the Lagrange interpolation basis constructed on Legendre nodes, or the Bernstein basis. Integration was performed using Gauss-Legendre quadrature rules with $q=l+1$. This resulted, for the Lagrange interpolation basis, in a matching of the integration and collocation nodes, which is the most common choice for both DFET and pseudo-spectral methods.

Figure 2 shows, for test case 1, the control profiles for the two bases (continuous line) using different orders and their comparison with the analytical solution (dashed line). It can be seen that Lagrange bases display significant oscillations near the discontinuity even if the collocation nodes (asterisk marker) correctly follow the analytical bang-bang profile. The circles correspond, in control space, to the boundary values of each finite element. The use of solid lines for the polynomial interpolation, dashed line for analytical solution, asterisk marker for nodal solution and circle for boundary values will be consistent for all plots of this work.

With progressively higher order the nodal solutions and the polynomial interpolations become sharper, but the oscillating behaviour does not disappear or decrease significantly. On the other hand, the solutions computed using Bernstein polynomials display no oscillation and the control solutions are completely within the feasible set. As the order increases, the nodal values converge more slowly to the analytical solution but remain feasible without oscillations. This also means that if one propagates Bernstein solution with a generic forward marching integrator, the resulting trajectory is expected to be close to the one computed with DFET.

Table 1 shows the number of iterations of fmincon to reach feasibility, the sparsity (number of non-zero elements) of the Jacobian of the constraints of the NLP problem, the number of iterations to reach optimality and the final objective value.

From Table 1 one can see that the sparsity of the Jacobian is identical for both Lagrange and Bernstein bases. The choice of the basis does not significantly influence the number of iterations needed to reach a feasible solution.

On the other hand the number of iterations required to converge to optimality is lower for Bernstein bases. For this problem the transcription with Bernstein basis takes on average $25 \%$ less iterations than the transcription with Lagrange basis. The convergence to the exact optimal cost function is instead slightly slower, with a relative difference which is always less than $0.4 \%$. To be noted that although Lagrange basis always returns slightly lower objective values, these values oscillate around the exact one, while Bernstein basis monotonically converges to the exact solution. This monotonic improvement of the final objective value with Bernstein basis is a practical example of what stated in Remark 2. the convex hull of the nodes for the controls is leaving out small portions of the real feasible set. As the order of the


Fig. 2 Problem Instance 1, Test case 1: Time-history of the controls.

Table 1 Results for Problem Instance 1, Test case 1

| Order |  | Jacobian | Non zero elements of Jacobian |  | Feas iter |  | Opt iter |  |  | Objective value |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States | Control | size | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |  |  |
| 2 | 2 | $63 \times 52$ | $438(13.4 \%)$ | $438(13.4 \%)$ | 17 | 19 | 40 | 27 | 109.19 | 109.62 |  |  |
| 4 | 4 | $103 \times 84$ | $1046(12.1 \%)$ | $1046(12.1 \%)$ | 17 | 14 | 37 | 29 | 109.25 | 109.35 |  |  |
| 6 | 6 | $143 \times 116$ | $1910(11.5 \%)$ | $1910(11.5 \%)$ | 11 | 10 | 36 | 28 | 109.08 | 109.30 |  |  |
| 8 | 8 | $183 \times 148$ | $3030(11.2 \%)$ | $3030(11.2 \%)$ | 11 | 10 | 35 | 32 | 109.15 | 109.23 |  |  |
| 10 | 10 | $223 \times 180$ | $4406(11.0 \%)$ | $4406(11.0 \%)$ | 11 | 11 | 35 | 21 | 109.12 | 109.22 |  |  |
| 12 | 12 | $263 \times 212$ | $6038(10.8 \%)$ | $6038(10.8 \%)$ | 11 | 11 | 42 | 26 | 109.12 | 109.20 |  |  |
| 14 | 14 | $303 \times 244$ | $7926(10.7 \%)$ | $7926(10.7 \%)$ | 11 | 12 | 37 | 28 | 109.12 | 109.18 |  |  |

${ }^{\text {a }}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.

Bernstein basis increases, the number of nodes of the associated Bezier curves also increases and the convex hull of the nodes also captures greater regions of the feasible set.

## 2. Problem Instance 1, Test case 2

DFET is a flexible scheme that allows one to choose different polynomial orders for states and controls. Thus the second test case explores the behaviour of DFET in the case in which the order of the polynomials representing the controls is different (lower or higher) than the one of the polynomials representing the states.

In this test case the number of elements was kept fixed to 4 and the order of the states was kept constant to 6 , but the order of the controls was varied from 1 to 24 . The quadrature order was chosen in such a way that it could always integrate the highest order polynomials, thus $q=7$ when the order of the polynomials for the control is lower than that of the states, and $q=m+1$ for the other cases. For the Lagrange basis, this Test case also induces a mismatch between the nodes on which the polynomials of the states or of the controls are constructed, and the quadrature nodes. In particular, the quadrature nodes match with the nodes on which the states are defined until control order reaches 6 , and match with the nodes on which the controls are defined from control order 6 onwards.

Figure 3 shows that, as in test case 1, Lagrange basis display oscillations that do not disappear with the increasing order of the polynomials while Bernstein basis present a smoother and gradual approach to the exact solution. At the same time the nodal values, in the case of Bernstein basis, converge slower to the exact solution.

Table 2 shows sparsity of the Jacobian of the constraints, the number number of iterations to reach feasibility and optimality, and the final value of the cost function. The sparsity of the Jacobian of the constraints is identical for both bases, the number of iterations to converge to a feasible solution is not significantly affected by the choice of the basis, while the number of iterations required to converge to an optimal solution is. In particular, with Bernstein basis less iterations are needed to converge to the required optimality of the NLP solution and a monotonic convergence towards the analytical value as the order of the polynomials increases.


Fig. 3 Problem Instance 1, Test case 2: Time-history of the controls.

Table 2 Results for Problem Instance 1, Test case 2

| Order |  | Jacobian size | Non zero elements of Jacobian |  | Feas iter |  | Opt iter |  | Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States | Control |  | $L^{\text {a }}$ | $\mathrm{B}^{\text {b }}$ | $L^{\text {a }}$ | $\mathrm{B}^{\text {b }}$ | $L^{\text {a }}$ | $\mathrm{B}^{\text {b }}$ | $L^{\text {a }}$ | $\mathrm{B}^{\text {b }}$ |
| 6 | 1 | 123x116 | 1590 (11.1\%) | 1590 (11.1\%) | 11 | 10 | 33 | 22 | 109.93 | 110.18 |
| 6 | 2 | 127x116 | 1654 (11.2\%) | 1654 (11.2\%) | 11 | 10 | 33 | 31 | 109.35 | 109.65 |
| 6 | 3 | 131x116 | 1718 (11.3\%) | 1718 (11.3\%) | 11 | 11 | 33 | 28 | 109.25 | 109.41 |
| 6 | 6 | 143x116 | 1910 (11.5\%) | 1910 (11.5\%) | 11 | 10 | 36 | 28 | 109.08 | 109.30 |
| 6 | 8 | 151x116 | 2038 (11.5\%) | 2038 (11.6\%) | 11 | 10 | 37 | 27 | 109.15 | 109.23 |
| 6 | 10 | 159x116 | 2166 (11.7\%) | 2166 (11.7\%) | 10 | 13 | 31 | 26 | 109.12 | 109.22 |
| 6 | 12 | 167x116 | 2294 (11.8\%) | 2294 (11.8\%) | 10 | 13 | 35 | 28 | 109.12 | 109.20 |
| 6 | 16 | 183x116 | 2550 (12.0\%) | 2550 (12.0\%) | 12 | 12 | 37 | 29 | 109.11 | 109.18 |
| 6 | 20 | 199x116 | 2806 (12.1\%) | 2806 (12.1\%) | 11 | 21 | 34 | 25 | 109.11 | 109.16 |
| 6 | 24 | 215x116 | 3062 (12.2\%) | 3062 (12.2\%) | 12 | 12 | 38 | 32 | 109.11 | 109.15 |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.

## 3. Problem Instance 1, test case 3

Test case 3 shows the effect of increasing the number of elements while keeping the orders of states and controls constant: the order of the polynomials was kept fixed to 6 , while the number of elements was increased from 4 to 20 . Integration was performed with Gauss-Legendre quadrature with $q=l+1$.

Figure 4 shows the controls profiles for three different refinements. In both cases, increasing the number of elements leads to capturing the discontinuity more accurately.

With Lagrange basis, however, the oscillations increases at 12 elements and are still present, though moderate, at 20 elements, while Bernstein presents, once again, no oscillations.

Table 3 shows the sparsity of the Jacobians, the number of iterations required to converge to a feasible solution, the number of iterations required to converge to an optimal solution and the final objective value. As in previous cases, the sparsity is identical between the two bases. More interestingly, even with a fivefold increase of the number of elements, the number of iterations required to converge to a feasible solution is practically constant.

Both bases converge monotonically to the correct final objective value, though Bernstein basis converges slightly slower.

## B. Problem Instance 2 - Minimum Ascent Time with Constrained Vertical Velocity

This instance of the problem includes the following path constraint on the vertical velocity:

$$
\begin{equation*}
v_{y}(t) \leq 0.1 \quad \forall 0 \leq t \leq t_{f} \tag{27}
\end{equation*}
$$



Fig. 4 Problem Instance 1, Test case 3: Time-history of the controls.

Table 3 Results for Problem Instance 1, Test case 3

| Number of Elements | Jacobian size | Non zero elements of Jacobian |  | Feas iter |  | Opt iter |  | Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{L}^{\text {a }}$ | $B^{\text {b }}$ | $\mathrm{L}^{\text {a }}$ | $B^{\text {b }}$ | $L^{\text {a }}$ | $\mathrm{B}^{\text {b }}$ | $\mathrm{L}^{\text {a }}$ | $B^{\text {b }}$ |
| 4 | 143x116 | 1910 (11.5\%) | 1910 (11.5\%) | 11 | 10 | 36 | 28 | 109.08 | 109.30 |
| 8 | $283 \times 228$ | 3814 (5.9\%) | 3814 (5.9\%) | 13 | 10 | 33 | 28 | 109.10 | 109.17 |
| 12 | $423 \times 340$ | 5718 (4.0\%) | 5718 (4.0\%) | 11 | 11 | 37 | 35 | 109.10 | 109.14 |
| 16 | $563 \times 452$ | 7622 (3.0\%) | 7622 (3.0\%) | 14 | 11 | 46 | 34 | 109.11 | 109.12 |
| 20 | $703 \times 564$ | 9526 (2.4\%) | 9526 (2.4\%) | 14 | 11 | 40 | 45 | 109.11 | 109.11 |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.

The inclusion of this path constraint changes the profile of the vertical velocity from a triangular into a trapezoidal shape. Intuitively, the minimum time solution will start with a maximum vertical acceleration until switch time $t_{s 1}$ when the maximum allowed vertical velocity is reached. At that point, the controls will assume a constant value for which the vertical acceleration is zero. At time $t_{s 2}$, a deceleration phase starts that brings the vertical velocity to 0 at time $t_{f}$. As a result of the constraint on the maximum vertical velocity, the objective function value is higher than for the previous instance of this problem. Moreover, a double discontinuity in the control profile is present. The analytical control solution in this case is:

$$
u(t)= \begin{cases}\frac{\pi}{2}, & 0 \leq t \leq \frac{V_{\max }}{(a-g)}  \tag{28}\\ \arcsin \left(\frac{g}{a}\right), & \frac{V_{\max }}{(a-g)} \leq t \leq \frac{h(a+g)(a-g)-V_{\max }^{2} g}{V_{\max }(a+g)(a-g)} \\ -\frac{\pi}{2}, & h-\frac{h(a+g)(a-g)-V_{\max }^{2} g}{V_{\max }(a+g)(a-g)}<t \leq \frac{h(a+g)(a-g)-V_{\max }^{2} a}{V_{\max }(a+g)(a-g)}\end{cases}
$$

For the values of $a, h, V_{\max }$ and $g$ used in this paper, the first switching time is $t_{s 1}=41.667$, the second switching time is $t_{s 2}=111.9048$ and the final time is $t_{f}=129.7619$. This solution can be obtained in the same way as the analytic solution of the previous instance, by imposing continuity conditions across the switching points and solving for the switching times.

For the second instance, two tests sets are presented: in the first set the order of the polynomials of both states and controls are increased, while in the second set the order is constant but the number of elements is increased.

## 1. Problem Instance 2, test case 1

For test case 1 the time domain was discretised with 4 finite elements, and the order of the polynomials for both states and controls was varied from 2 to 14.

Table 4 shows that the number of iterations to reach a feasibility is very marginally lower for Bernstein, while the number of iterations to reach optimality is lower in the case of Bernstein basis expect for order 14. As in the previous cases, Lagrange basis converge faster to the exact value of the cost function, while the Bernstein basis converges slower

Table 4 Results for Problem Instance 2, Test case 1

| Order |  | Feas iter |  | Opt iter |  | Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States | Control | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |
| 2 | 2 | 14 | 13 | 28 | 22 | 130.68 | 133.33 |
| 4 | 4 | 16 | 13 | 36 | 24 | 129.87 | 131.43 |
| 6 | 6 | 15 | 12 | 25 | 24 | 129.96 | 130.98 |
| 8 | 8 | 15 | 12 | 31 | 27 | 129.85 | 130.67 |
| 10 | 10 | 18 | 12 | 37 | 28 | 129.83 | 130.53 |
| 12 | 12 | 16 | 12 | 42 | 27 | 129.79 | 130.40 |
| 14 | 14 | 17 | 12 | 40 | 88 | 129.78 | 130.33 |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.
but monotonically. The sparsity of the Jacobian is not shown because identical for both basis as in the previous instance of the problem.

Figure 5 shows the time history of $u$ for both bases and different orders of the polynomials. While the control laws obtained with the Legendre basis are very oscillatory, especially when the path constraint is active, the variation diminishing property of Bernstein polynomials is here fundamental, because the resulting polynomial solution will oscillate less than the nodal solutions. In fact, while there are some small oscillations with Bernstein basis of order 2 and 6, which are due to a slightly oscillating nodal solution obtained by the NLP solver, the solution computed using Bernstein basis presents no oscillations at order 12. Generally, oscillations in the control profile are to be expected when path constraints are imposed on states and no higher order derivatives of the path constraint are provided to the NLP solvers. This is fundamentally due to an indeterminacy of the control profile that satisfies the path constraint. It is important to note that even if the value of the objective function converges faster for the Lagrange basis than for the Bernstein basis, as the order increases, the control law in Bernstein basis is very close to the analytic solution while the one in Lagrange basis is significantly different.

Figure 6 shows the time history of $v_{y}$. The solutions of order 2 present discontinuities in the states. These discontinuities are the sign that a polynomial solution of order 2 is inadequate to capture the dynamics. As the order of the polynomials increases, the profile of $v_{y}$ converges to the analytical one (dashed line). With the Lagrange basis, although the nodal values converge faster than Bernstein, some infeasible oscillations in the states are present, while Bernstein basis remains feasible for all $0 \leq t \leq t_{f}$.

## 2. Problem Instance 2, test case 2

For test case 2, similarly to test case 3 of Instance 1, problem 20 with path constraint 27 is solved with an increasing number of finite elements but keeping their order constant.

Table 5 shows that the choice of the basis impacts the number of iterations to achieve feasibility and optimality. In


Fig. 5 Problem Instance 2, Test case 1: Time-history of the controls.


Fig. 6 Problem Instance 2, Test case 1: Time-history of $v_{y}$.

Table 5 Results for Problem Instance 2, Test case 2

| Number of Elements | Feas iter |  | Opt iter |  | Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |
| 4 | 15 | 12 | 25 | 24 | 129.96 | 130.98 |
| 8 | 17 | 12 | 43 | 26 | 129.78 | 129.98 |
| 12 | 16 | 11 | 65 | 27 | 129.77 | 129.86 |
| 16 | 16 | 12 | 38 | 63 | 129.77 | 129.82 |
| 20 | 16 | 12 | 46 | 59 | 129.77 | 129.80 |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.
this case, Bernstein basis is cheaper in most of the cases, up to a factor of 2.5 , but becomes more expensive, by a factor of almost 2 , for high number of elements and converges slower to the exact value of the cost function. This will be further investigated in the next subsection.

Figure 7 shows the time histories of $u$ as the number of elements is increased. For both bases, an increase in the number of elements leads to the formation of high frequency oscillations in the nodal solutions when the path constraint is active.The magnitude of these oscillations is however contained in the case of Bernstein and very high in the case of Lagrange. Similarly to the previous case, even if the value of the objective function converges faster for the Lagrange basis than for the Bernstein basis as the order is increased, the representation of the control law differs substantially: with the Bernstein basis it's very close to the analytic solution while with the Legendre case is very difficult to notice any resemblance, even if one looks only at the nodal values.

The time history of $v_{y}$ is shown in figure 8. Both bases converge quickly to the exact solution though Lagrange presents some infeasible oscillations at low number of elements while Bernstein always remains within the feasible region for all $0 \leq t \leq t_{f}$.

## C. Effect of the NLP algorithm

All test cases were solved again with the SQP algorithm to check if a different NLP algorithm would give different results in terms of convergence speed or value of the objective function, and to check and weather there are synergies between the use of a particular choice of basis functions and an NLP algorithm.

Tables 6 to 10 show the number of iterations to reach optimality and the final value of the objective function for both bases and NLP algorithms. In most cases the number of iterations remains fairly constant with respect to the size of the problem. For the Lagrange basis, the number of iterations required by the SQP algorithm is approximately $50 \%$ more than the Interior point algorithm, while for the Bernstein basis the SQP algorithm requires approximately $50 \%$ less iterations than the Interior point algorithm. Moreover, with a single exception using the Interior point algorithm in Test Instance 2 Case 1 and two in Test Instance 2 Case 2, the number of iterations required to converge to optimality is lower


Fig. 7 Problem Instance 2, Test case 1: Time-history of the controls.


Fig. 8 Problem Instance 2, Test case 2: Time-history of $v_{y}$.

Table 6 Performance comparison of the NLP algorithms for Problem Instance 1, Test case 1

| Order |  | IP iterations |  | IP Objective value |  | SQP iterations |  | SQP Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States | Control | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |
| 2 | 2 | 40 | 27 | 109.19 | 109.62 | 51 | 8 | 109.19 | 109.62 |
| 4 | 4 | 37 | 29 | 109.25 | 109.35 | 54 | 16 | 109.25 | 109.35 |
| 6 | 6 | 36 | 28 | 109.08 | 109.30 | 50 | 21 | 109.08 | 109.30 |
| 8 | 8 | 35 | 32 | 109.15 | 109.23 | 71 | 10 | 109.15 | 109.23 |
| 10 | 10 | 35 | 21 | 109.12 | 109.22 | 41 | 9 | 109.19 | 109.22 |
| 12 | 12 | 42 | 26 | 109.12 | 109.20 | 32 | 11 | 109.12 | 109.20 |
| 14 | 14 | 37 | 28 | 109.12 | 109.18 | 37 | 12 | 109.12 | 109.18 |
| Average |  | 37.28 | 27.57 |  |  | 48.00 | 12.43 |  |  |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.

Table 7 Performance comparison of the NLP algorithms for Problem Instance 1, Test case 2

| Order |  | IP iterations |  | IP Objective value |  | SQP iterations |  | SQP Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States | Control | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |
| 6 | 1 | 33 | 22 | 109.93 | 110.10 | 13 | 10 | 113.77 | 110.18 |
| 6 | 2 | 33 | 31 | 109.35 | 109.65 | 21 | 10 | 111.80 | 109.65 |
| 6 | 3 | 33 | 28 | 109.25 | 109.41 | 31 | 9 | 109.25 | 109.41 |
| 6 | 6 | 36 | 28 | 109.08 | 109.30 | 50 | 21 | 109.08 | 109.30 |
| 6 | 8 | 37 | 27 | 109.15 | 109.23 | 108 | 9 | 109.15 | 109.23 |
| 6 | 10 | 31 | 26 | 109.12 | 109.22 | 52 | 14 | 109.12 | 109.22 |
| 6 | 12 | 35 | 28 | 109.12 | 109.20 | 46 | 14 | 109.12 | 109.20 |
| 6 | 16 | 37 | 29 | 109.11 | 109.18 | 50 | 15 | 109.11 | 109.18 |
| 6 | 20 | 34 | 25 | 109.11 | 109.16 | 37 | 15 | 109.11 | 109.16 |
| 6 | 24 | 38 | 32 | 109.11 | 109.15 | 55 | 17 | 109.11 | 109.15 |
| Average |  | 37.40 | 27.60 |  |  | 46.30 | 13.40 |  |  |

${ }^{\mathrm{a}}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.
for Bernstein basis than for Lagrange basis, most of the times by a significant amount.
This shows an important interplay between the basis employed to represent the polynomials and the NLP algorithm. This interplay is due to the different way the problem is represented in the numerical approximation, and the lower number of iterations required by the Bernstein basis is very likely related to their superior numerical robustness as explained in [19].

## IV. Conclusions

This paper proposed the use of Bernstein polynomials as a basis for the DFET transcription of optimal control problems. It was shown that with the use of Bernstein basis, states and controls are represented by Bezier curves, from

Table 8 Performance comparison of the NLP algorithms for Problem Instance 1, Test case 3

| Number of Elements | IP iterations |  | IP Objective value |  |  | SQP iterations |  | SQP Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ |  |
| 4 | 36 | 28 | 109.08 | 109.30 | 50 | 21 | 109.08 | 109.30 |  |
| 8 | 33 | 28 | 109.10 | 109.17 | 54 | 15 | 109.10 | 109.17 |  |
| 12 | 37 | 35 | 109.10 | 109.14 | 62 | 15 | 109.10 | 109.14 |  |
| 16 | 46 | 34 | 109.11 | 109.12 | 54 | 18 | 109.11 | 109.12 |  |
| 20 | 40 | 45 | 109.11 | 109.11 | 64 | 23 | 109.11 | 109.11 |  |
| Average | 38.40 | 34.00 |  |  | 56.80 | 18.40 |  |  |  |

[^2]Table 9 Performance comparison of the NLP algorithms for Problem Instance 2, Test case 1

| Order |  | IP iterations |  | IP Objective value |  | SQP iterations |  | SQP Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| States |  | Control | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ | $\mathrm{B}^{\mathrm{b}}$ | $\mathrm{L}^{\mathrm{a}}$ |
| 2 | 2 | 28 | 22 | 130.68 | 133.33 | 19 | 10 | 130.68 | 133.33 |
| 4 | 4 | 36 | 24 | 129.87 | 131.43 | 12 | 10 | 130.70 | 131.43 |
| 6 | 6 | 25 | 24 | 129.96 | 130.98 | 66 | 11 | 129.96 | 130.98 |
| 8 | 8 | 31 | 27 | 129.85 | 130.67 | 62 | 14 | 129.85 | 130.67 |
| 10 | 10 | 37 | 28 | 129.83 | 130.53 | 40 | 16 | 129.83 | 130.53 |
| 12 | 12 | 42 | 27 | 129.79 | 130.40 | 66 | 20 | 129.79 | 130.40 |
| 14 | 14 | 40 | 88 | 129.78 | 130.33 | 154 | 21 | 130.00 | 130.33 |
| Average |  | 34.14 | 34.29 |  |  | 59.86 | 14.57 |  |  |

${ }^{\text {a }}$ Lagrange basis. ${ }^{\mathrm{b}}$ Bernstein basis.

Table 10 Performance comparison of the NLP algorithms for Problem Instance 2, Test case 2

| Number of Elements | IP iterations |  | IP Objective value |  | SQP iterations |  | SQP Objective value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{L}^{\mathrm{a}}$ | $B^{\text {b }}$ | $\mathrm{L}^{\text {a }}$ | $B^{\text {b }}$ | $L^{\text {a }}$ | $B^{\text {b }}$ | $\mathrm{L}^{\text {a }}$ | $B^{\text {b }}$ |
| 4 | 25 | 24 | 129.96 | 130.98 | 25 | 24 | 129.96 | 130.98 |
| 8 | 43 | 26 | 129.78 | 129.98 | 58 | 8 | 129.78 | 129.98 |
| 12 | 65 | 27 | 129.77 | 129.86 | 30 | 14 | 129.77 | 129.86 |
| 16 | 38 | 63 | 129.77 | 129.82 | 112 | 32 | 129.77 | 129.81 |
| 20 | 46 | 59 | 129.77 | 129.80 | 62 | 23 | 129.77 | 129.79 |
| Average | 46.17 | 39.83 |  |  | 62.00 | 19.50 |  |  |

which they inherit the convex hull and variation diminishing properties. A Theorem was proved, stating that, under some general convexity conditions about the feasible region, this transcription scheme can guarantee that path constraints will be satisfied everywhere in the time domain and not only at the quadrature nodes. These properties allow one to have an everywhere feasible representation of the controls even in the case of a bang-bang or bang-zero-bang switching structure. This fact was experimentally demonstrated with two different instances of a known optimal control problem.

It was also shown that the sparsity of the Jacobian of the constraint of the resulting NLP problem is comparable to the one of DFET transcription schemes based on Lagrange polynomials on spectral basis. For this problem the convergence of the NLP solver was faster than in the case of Lagrangian basis, however the convergence rate towards the exact value of the cost function was slower. Furthermore, a slower convergence of the nodal values to the exact solution was registered, as expected, given the slower convergence of Bernstein polynomials. This slower convergence rate is expected to be present also in the case of continuous solutions, as demonstrated by other authors, but in the case of jump discontinuities the convergence rate is comparable because of the unwanted oscillations of Lagrange bases, in the neighbourhood of the discontinuity, for times different from the nodal values, that reduces the convergence rate to $O(1)$. On the the hand, when path constraints on the states were imposed, the use of Bernstein bases yielded solutions that displayed little or no oscillations of the controls along the path constraint even if no higher order derivatives were provided to the NLP solver. In this case, the nodal solutions were also closer to the analytical solution than the nodal solutions obtained with the Lagrange basis. A complete convergence theory of DFET on Bernstein basis is out of the scope if this paper and is left for future work.

The smooth behaviour of Bernstein polynomials is retained when different orders are used for states and controls. This property allows for flexible $\mathrm{h} / \mathrm{p}$ adaptivity schemes which independently adapt the order of states and controls in each element and avoid infeasible oscillations when the solution is interpolated on a new set of nodes.

Finally, an interesting interplay between the polynomial basis and the NLP algorithm was shown. In most cases, the use of Bernstein basis required less iterations to converge to an optimal solution than the Lagrange basis. Depending on the NLP algorithm and size of the problem, this difference was more or less significant, reaching a maximum of one order of magnitude. This improved convergence rate of the NLP solver could be related to the superior numerical robustness of Bernstein polynomials, previously demonstrated by other authors.
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