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#### Abstract

In the revised paper, we have highlighted the changes made in Blue FONT. This paper presents a combined parameter and state estimation algorithm for a bilinear system described by its observer canonical state space model based on the hierarchical identification principle. The Kalman filter is known as the best state filter for linear systems, but not applicable for bilinear systems. Thus, a bilinear state observer (BSO) is designed to give the state estimates using the extremum principle. Then a BSO based recursive least squares (BSO-RLS) algorithm is developed. For comparison with the BSO-RLS algorithm, by dividing the system into three fictitious subsystems on basis of the decomposition-coordination principle, a BSO based hierarchical least squares algorithm is proposed to reduce the computation burden. Moreover, a BSO based forgetting factor recursive least squares algorithm is presented to improve the parameter tracking capability. Finally, a numerical example illustrates the effectiveness of the proposed algorithms.


## 1 Introduction

Parameter estimation is a significant part in system identification, and has been widely used in system analysis [1-3], system modeling [4-7], and system control [8, 9]. Since many industrial processes are complex and inherently nonlinear, nonlinear system identification has drawn much attention throughout the world [10-12]. The bilinear approach for modeling these complex processes are proven to be more precise than any other traditional linear models [13]. However, the nonlinear term existing in the bilinear model brings some challenges for bilinear system identification. During the past decades, much work has been carried out on parameter estimation for bilinear systems. For example, dos Santos et al. presented a subspace identification method for bilinear systems by treating the bilinear term as a second-order white noise process [14]. Larkowski et al. addressed the identification problem of the diagonal bilinear errors-in-variables system and extended the bias compensated least squares technique to bilinear systems [15]. Li et al. applied the polynomial transformation technique to obtain the equivalent input-output representation of the bilinear system and proposed the iterative algorithm for parameter estimation [16-18].

The recursive least squares (RLS) approach is known as the most commonly used estimation method among numerous different parameter estimation techniques. Although the RLS method offers a fast convergence rate, there exists several problems such as the increase in the computational burden and the decline in the tracking capability $[19,20]$. The hierarchical identification principle is applied to decompose a bilinear system into several subsystems
for parameter estimation [21]. Recently, Ma et al. proposed the modified Kalman filter hierarchical least squares algorithm for the multivariate Hammerstein system [22]. Wang et al. presented a hierarchical stochastic gradient algorithm for bilinear-in-parameter systems [23]. Chu et al. proposed a diffusion variable forgetting factor RLS algorithm on the basis of a local polynomial modeling of the time-varying systems [24]. Wang et al. presented an interval varying recursive least squares algorithm with two forgetting factors for pseudo-linear systems with missing data [25].

Nonlinear filtering techniques have attracted much attention in signal processing $[26,27]$ and have wide applications in many areas [28-31]. The classical Kalman filter (KF) is recognized as the best linear filter for linear systems under Gaussian noises. However, it is not suitable for nonlinear systems and bilinear systems, which promotes the development of the alternative filtering methods such as the extended KF, the unscented KF and the H-infinity filter. In the literature, Favoreel et al. considered a bilinear system as a time-varying linear system, and applied the Kalman filter to estimate the unknown states [32]. Basin et al. designed a mean-square finite-dimensional filter for the incompletely measured bilinear time-delay system over linear observations [33].

The previous work in [34] considered the state filtering and least squares estimation problem for a linear state space system. It is well known that the system identification of nonlinear systems is more difficult than that of the linear case. Moreover, for linear systems, the Kalman filtering algorithm can directly obtains the state estimates, but is not applicable for nonlinear system state filtering. Thus,
this paper extends the parameter estimation and state filtering problem from linear systems to bilinear systems. In the state estimation, the bilinear state observer is designed to obtain the system states by replacing the unknown parameters with their estimates. In the parameter estimation, by replacing the unknown states with their estimates, the parameters can be identified based on the least squares principle. They form the interactive estimation. Then the bilinear state observer based recursive least squares (BSO-RLS) algorithm is proposed. Furthermore, the original system is decomposed into three subsystems by means of the decomposition-coordination principle and a bilinear state observer based hierarchical least squares (BSO-HLS) algorithm is derived to reduce computational burden. Finally, a bilinear state observer based forgetting factor recursive least squares algorithm (BSO-FF-RLS) is proposed to improve the parameter tracking capability compared with BSO-RLS algorithm.

This paper is organized as follows. Section 2 gives the identification model of the bilinear state space system and introduces the identification problems to be discussed. Section 3 derives a bilinear state observer by minimizing the state estimation error. Section 4 proposes a BSO-RLS algorithm based on the state observer. By using the hierarchical identification technique, Section 5 presents the BSO-HLS algorithm based on the extremum principle. In Section 6, the BSO-FF-RLS algorithm is proposed and the computational complexity analysis is discussed. The example is provided in Section 7 to verify the effectiveness of the proposed algorithm. Finally, concluding remarks are given in Section 8.

## 2 The bilinear system and its identification model

Let the expression " $A=: X$ " or " $X:=A$ " stand for " $A$ is defined as $X$ ". Let the superscript T denote the matrix/vector transpose, $\hat{\boldsymbol{\theta}}(t)$ denote the estimate of the parameter $\boldsymbol{\theta}$ at time $t$. The symbol $\boldsymbol{I}\left(\boldsymbol{I}_{n}\right)$ stands for an identity matrix of appropriate sizes ( $n \times$ $n$ ); $z$ represents a unit forward shift operator: $z \boldsymbol{x}(t)=\boldsymbol{x}(t+1)$ and $z^{-1} \boldsymbol{x}(t)=\boldsymbol{x}(t-1) . \mathbf{1}_{n}$ represents an $n$-dimensional column vector whose elements are all unity.

Consider a bilinear system in Figure 1:

$$
\begin{align*}
\boldsymbol{x}(t+1) & =\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{B} \boldsymbol{x}(t) u(t)+\boldsymbol{f} u(t),  \tag{1}\\
y(t) & =\boldsymbol{c} \boldsymbol{x}(t)+v(t), \tag{2}
\end{align*}
$$

where $\boldsymbol{x}(t):=\left[x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n}$ is the state vector, $u(t) \in \mathbb{R}$ is the system input, $y(t) \in \mathbb{R}$ is the system output, $v(t) \in \mathbb{R}$ is an uncorrelated random noise with zero mean, and $\boldsymbol{A} \in$ $\mathbb{R}^{n \times n}, \boldsymbol{B} \in \mathbb{R}^{n \times n}, \boldsymbol{f} \in \mathbb{R}^{n}$ and $\boldsymbol{c} \in \mathbb{R}^{1 \times n}$ are the system parameter matrices/vectors. Transforming the bilinear system in (1)-(2) in its observer canonical state space model gives

$$
\begin{aligned}
\boldsymbol{A} & :=\left[\begin{array}{ccccc}
-a_{1} & 1 & 0 & \cdots & 0 \\
-a_{2} & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
-a_{n-1} & 0 & \cdots & 0 & 1 \\
-a_{n} & 0 & \cdots & 0 & 0
\end{array}\right] \in \mathbb{R}^{n \times n}, \\
\boldsymbol{B} & :=\left[\begin{array}{c}
\boldsymbol{b}_{1} \\
\boldsymbol{b}_{2} \\
\vdots \\
\boldsymbol{b}_{n}
\end{array}\right] \in \mathbb{R}^{n \times n}, \quad \boldsymbol{b}_{i} \in \mathbb{R}^{1 \times n}, \\
\boldsymbol{f} & :=\left[f_{1}, f_{2}, \ldots, f_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{c}: & :=[1,0, \ldots, 0] \in \mathbb{R}^{1 \times n} .
\end{aligned}
$$

Referring to the method in $[35,36]$ and from (1)-(2), we have

$$
x_{1}(t)=-\sum_{i=1}^{n} a_{i} x_{1}(t-i)+\sum_{i=1}^{n} \boldsymbol{b}_{i} \boldsymbol{x}(t-i) u(t-i)
$$

$$
+\sum_{i=1}^{n} f_{i} u(t-i)
$$

Define the information vector $\varphi(t)$ and the system parameter vector $\boldsymbol{\theta}$ as

$$
\begin{aligned}
\boldsymbol{\varphi}(t): & {\left[\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t), \boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t), \boldsymbol{\varphi}_{u}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}+2 n}, } \\
\boldsymbol{\varphi}_{x}(t): & =\left[-x_{1}(t-1),-x_{1}(t-2), \ldots,-x_{1}(t-n)\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{\varphi}_{x u}(t): & =\left[\boldsymbol{x}^{\mathrm{T}}(t-1) u(t-1), \boldsymbol{x}^{\mathrm{T}}(t-2) u(t-2), \ldots,\right. \\
& \left.\boldsymbol{x}^{\mathrm{T}}(t-n) u(t-n)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}}, \\
\boldsymbol{\varphi}_{u}(t): & =[u(t-1), u(t-2), \ldots, u(t-n)]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{\theta}: & =\left[\boldsymbol{a}^{\mathrm{T}}, \boldsymbol{b}^{\mathrm{T}}, \boldsymbol{f}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}+2 n}, \\
\boldsymbol{a}: & =\left[a_{1}, a_{2}, \ldots, a_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n}, \\
\boldsymbol{b}: & =\operatorname{col}\left[\boldsymbol{B}^{\mathrm{T}}\right] \in \mathbb{R}^{n^{2}}, \\
\boldsymbol{f}: & =\left[f_{1}, f_{2}, \ldots, f_{n}\right]^{\mathrm{T}} \in \mathbb{R}^{n} .
\end{aligned}
$$

Then the identification model of the bilinear system in (1)-(2) can be expressed as

$$
\begin{align*}
y(t) & =\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}+\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b}+\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f}+v(t) \\
& =\boldsymbol{\varphi}^{\mathrm{T}}(t) \boldsymbol{\theta}+v(t) . \tag{3}
\end{align*}
$$

According to the least squares principle, defining and minimizing the cost function

$$
J(\boldsymbol{\theta}):=\sum_{j=1}^{t}\left[y(j)-\boldsymbol{\varphi}^{\mathrm{T}}(j) \boldsymbol{\theta}\right]^{2}
$$

lead to the following recursive least squares algorithm:

$$
\begin{align*}
\hat{\boldsymbol{\theta}}(t) & =\hat{\boldsymbol{\theta}}(t-1)+\boldsymbol{L}(t)\left[y(t)-\boldsymbol{\varphi}^{\mathrm{T}}(t) \hat{\boldsymbol{\theta}}(t-1)\right],  \tag{4}\\
\boldsymbol{L}(t) & =\boldsymbol{P}(t-1) \boldsymbol{\varphi}(t)\left[1+\boldsymbol{\varphi}^{\mathrm{T}}(t) \boldsymbol{P}(t-1) \boldsymbol{\varphi}(t)\right]^{-1},  \tag{5}\\
\boldsymbol{P}(t) & =\left[\boldsymbol{I}-\boldsymbol{L}(t) \boldsymbol{\varphi}^{\mathrm{T}}(t)\right] \boldsymbol{P}(t-1), \tag{6}
\end{align*}
$$

where $\boldsymbol{P}(t)$ is the covariance matrix and $\boldsymbol{L}(t):=\boldsymbol{P}(t) \boldsymbol{\varphi}(t)$ is the gain vector. Give the initial parameter as $\hat{\boldsymbol{\theta}}(0)=\mathbf{1}_{n^{2}+2 n} / p_{0}$.

Remark 1. Notice that $\boldsymbol{\varphi}(t)$ involves the unknown states $\boldsymbol{x}(t)$. The recursive least squares algorithm in (4)-(6) cannot obtain the system parameters, so it is necessary to derive a combined parameter estimation and state filtering algorithm for the bilinear system. For a linear system, the Kalman filter can be applied to give its state estimates. However, the system in (1)-(2) is bilinear. Thus, we are supposed to design a bilinear state observer for state estimation and choose a suitable observer gain vector so as to minimize the state estimation error, which is similar to the requirement of the Kalman filter for the linear case. The details are in Section 3.
Remark 2. In system identification, the standard least squares method is recognized as the widely used parameter estimation method. In spite of its widespread use, it presents some potential problems in this paper and these drawbacks motivate us to study new identification methods. The bilinear system in (1)-(2) contains $n^{2}+2 n$ parameters to be identified. With the dimension $n$ increasing, the system contains more parameters and the dimension of $\boldsymbol{P}(t)$ becomes larger especially for large-scale bilinear systems. The amount of calculation for $\boldsymbol{P}(t)$ determines the entire computational load, so a high-dimensional $\boldsymbol{P}(t)$ leads to heavy computational burden. Thus, in order to reduce the calculation amount, this paper uses the hierarchical identification principle to decompose the system into several subsystems. Moreover, in order to improve the parameter tracking capability for the bilinear system, we introduce a forgetting factor in the parameter estimation algorithm and improve the algorithm activity.


Fig. 1: The bilinear state space system

## 3 The bilinear state observer

It is known that the Kalman filter is the best linear state filter for the linear system, but it cannot be applied to obtain the unknown states of nonlinear systems (i.e., bilinear systems). Thus, this section presents a bilinear state observer to obtain the state estimates $\hat{\boldsymbol{x}}(t)$ of the unknown states $\boldsymbol{x}(t)$ for the bilinear system by minimizing the state estimation error.

If the parameter matrices $/$ vector $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{f}$ are known, similar to the state observer, we construct

$$
\begin{aligned}
\hat{\boldsymbol{x}}(t+1)= & \boldsymbol{A} \hat{x}(t)+\boldsymbol{B} \hat{x}(t) u(t) \\
& +\boldsymbol{f} u(t)+\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)],
\end{aligned}
$$

where $\boldsymbol{L}_{x}(t)$ is the observer gain vector. Defining the state estimation error $\tilde{\boldsymbol{x}}(t):=\boldsymbol{x}(t)-\hat{\boldsymbol{x}}(t)$, we have

$$
\begin{equation*}
\tilde{\boldsymbol{x}}(t+1)=\left[\boldsymbol{A}-\boldsymbol{L}_{x}(t) \boldsymbol{c}\right] \tilde{\boldsymbol{x}}(t)+\boldsymbol{B} \tilde{\boldsymbol{x}}(t) u(t)-\boldsymbol{L}_{x}(t) v(t) . \tag{7}
\end{equation*}
$$

Define the state estimation error covariance matrix

$$
\begin{equation*}
\boldsymbol{P}_{x}(t)=\mathrm{E}\left[\tilde{\boldsymbol{x}}(t) \tilde{\boldsymbol{x}}^{\mathrm{T}}(t)\right] . \tag{8}
\end{equation*}
$$

The aim is to choose an optimal gain vector $\boldsymbol{L}_{x}(t)$ to minimize the state estimation error covariance matrix $\boldsymbol{P}_{x}(t+1):=\mathrm{E}[\tilde{\boldsymbol{x}}(t+$ 1) $\left.\tilde{\boldsymbol{x}}^{\mathrm{T}}(t+1)\right]$. Using (7), we have

$$
\begin{align*}
\boldsymbol{P}_{x}(t+1)= & {\left[\boldsymbol{A}-\boldsymbol{L}_{x}(t) \boldsymbol{c}\right] \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\boldsymbol{B}^{\mathrm{T}} u(t)\right] } \\
& +\boldsymbol{B} u(t) \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\boldsymbol{B}^{\mathrm{T}} u(t)\right] \\
& +\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t) . \tag{9}
\end{align*}
$$

It is difficult to determine $\boldsymbol{L}_{x}(t)$ because computing the partial derivative of $\boldsymbol{P}_{x}(t+1)$ in (9) with respect to $\boldsymbol{L}_{x}(t)$ is not easy. Here, we adopt the extremum principle to obtain the filtering gain vector $\boldsymbol{L}_{x}(t)$. Assume that $\boldsymbol{L}_{x}(t)$ is the optimal gain vector to minimize the state estimation error covariance matrix $\boldsymbol{P}_{x}(t+1)$, and $\boldsymbol{P}_{x}(t+1)$ is minimal. It is obvious that if there exists the departure $\delta \boldsymbol{L}_{x}(t)$ from the filtering gain vector to the optimal gain vector, the estimation error covariance matrix obtained from (9) will deviate from the minimal $\boldsymbol{P}_{x}(t+1)$ and reach $\boldsymbol{P}_{x}(t+1)+\delta \boldsymbol{P}_{x}(t+1)$, where $\delta \boldsymbol{P}_{x}(t+1)$ is the non-negative definite matrix. From (9), we find that $\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)$ and $\boldsymbol{P}_{x}(t+1)+\delta \boldsymbol{P}_{x}(t+1)$ satisfy

$$
\begin{align*}
& \boldsymbol{P}_{x}(t+1)+\delta \boldsymbol{P}_{x}(t+1) \\
= & \left\{\boldsymbol{A}-\left[\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)\right] \boldsymbol{c}\right\} \boldsymbol{P}_{x}(t) \\
& \times\left\{\boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)\right]^{\mathrm{T}}+\boldsymbol{B}^{\mathrm{T}} u(t)\right\} \\
& +\boldsymbol{B} u(t) \boldsymbol{P}_{x}(t)\left\{\boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)\right]^{\mathrm{T}}+\boldsymbol{B}^{\mathrm{T}} u(t)\right\} \\
& +\left[\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)\right] R_{v}\left[\boldsymbol{L}_{x}(t)+\delta \boldsymbol{L}_{x}(t)\right]^{\mathrm{T}}, \tag{10}
\end{align*}
$$

where $\boldsymbol{P}_{x}(t+1)$ and $\boldsymbol{L}_{x}(t)$ satisfy (9). Substituting (9) into (10) gives

$$
\delta \boldsymbol{P}_{x}(t+1)
$$

$$
\begin{align*}
= & -\delta \boldsymbol{L}_{x}(t)\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{A}^{\mathrm{T}} \boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{B}^{\mathrm{T}} u(t)\right. \\
& \left.-R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right]-\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{B}^{\mathrm{T}} u(t)\right. \\
& \left.-R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \delta \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\delta \boldsymbol{L}_{x}(t)\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right] \delta \boldsymbol{L}_{x}^{\mathrm{T}}(t) \\
= & \boldsymbol{M}(t)+\boldsymbol{M}^{\mathrm{T}}(t)+\delta \boldsymbol{L}_{x}(t)\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right] \delta \boldsymbol{L}_{x}^{\mathrm{T}}(t), \tag{11}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{M}(t):= & -\delta \boldsymbol{L}_{x}(t)\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right. \\
& \left.+\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{B}^{\mathrm{T}} u(t)-R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right] . \tag{12}
\end{align*}
$$

If take $M(t)=\mathbf{0}$, i.e.,

$$
\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{B}^{\mathrm{T}} u(t)-R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t)=\mathbf{0},
$$

then we can obtain

$$
\begin{equation*}
\boldsymbol{L}_{x}(t)=[\boldsymbol{A}+\boldsymbol{B} u(t)] \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} . \tag{13}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\delta \boldsymbol{P}_{x}(t+1)=\delta \boldsymbol{L}_{x}(t)\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right] \delta \boldsymbol{L}_{x}^{\mathrm{T}}(t) . \tag{14}
\end{equation*}
$$

From (14), it can be found that $\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}$ is non-negative at least because $R_{v}$ is non-negative, the matrix $\boldsymbol{P}_{x}(t)$ is non-negative definite. If $\delta \boldsymbol{L}_{x}(t) \neq \mathbf{0}$, then $\delta \boldsymbol{P}_{x}(t+1)$ is the non-negative definite matrix, which explains that the non-negative deviation is generated when any departure $\delta \boldsymbol{L}_{x}(t)$ effects the filtering gain vector $\boldsymbol{L}_{x}(t)$. Therefore, $\boldsymbol{L}_{x}(t)$ in (13) is the optimal gain vector which makes the state estimation error covariance matrix minimum. To summarize, the bilinear state observer is as follows,

$$
\begin{align*}
\hat{\boldsymbol{x}}(t+1)= & \boldsymbol{A} \hat{x}(t)+\boldsymbol{B} \hat{x}(t) u(t)+\boldsymbol{f} u(t) \\
& +\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)], \quad \hat{\boldsymbol{x}}(1)=\mathbf{1}_{n} / p_{0},  \tag{15}\\
\boldsymbol{L}_{x}(t)= & \boldsymbol{A} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} \boldsymbol{B} u(t) \boldsymbol{P}_{x}(t) \\
& \times \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1}, \quad \boldsymbol{P}_{x}(1)=\boldsymbol{I}_{n},  \tag{16}\\
\boldsymbol{P}_{x}(t+1)= & {\left[\boldsymbol{A}-\boldsymbol{L}_{x}(t) \boldsymbol{c}+\boldsymbol{B} u(t)\right] \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right.} \\
& \left.+\boldsymbol{B}^{\mathrm{T}} u(t)\right]+\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t) . \tag{17}
\end{align*}
$$

If the parameter matrices/vector $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{f}$ are unknown, the bilinear state observer in (15)-(17) cannot obtain the state estimates. Then we apply the parameter identification algorithm to give the parameter estimates, and use the estimated parameters to compute the estimates $\hat{\boldsymbol{x}}(t)$ of the states $\boldsymbol{x}(t)$. Define the estimates of the parameter vectors $\boldsymbol{\theta}, \boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{f}$ as

$$
\begin{aligned}
& \hat{\boldsymbol{\theta}}(t):=\left[\hat{\boldsymbol{a}}^{\mathrm{T}}(t), \hat{\boldsymbol{b}}^{\mathrm{T}}(t), \hat{\boldsymbol{f}}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}+2 n}, \\
& \hat{\boldsymbol{a}}(t):=\left[\hat{a}_{1}(t), \hat{a}_{2}(t), \ldots, \hat{a}_{n}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n},
\end{aligned}
$$

$$
\begin{aligned}
\hat{\boldsymbol{b}}(t) & :=\left[\hat{\boldsymbol{b}}_{1}(t), \hat{\boldsymbol{b}}_{2}(t), \ldots, \hat{\boldsymbol{b}}_{n}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}}, \\
\hat{\boldsymbol{f}}(t) & :=\left[\hat{f}_{1}(t), \hat{f}_{2}(t), \ldots, \hat{f}_{n}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n} .
\end{aligned}
$$

Use $\hat{\boldsymbol{a}}(t), \hat{\boldsymbol{b}}(t)$ and $\hat{\boldsymbol{f}}(t)$ to construct the estimates $\hat{\boldsymbol{A}}(t), \hat{\boldsymbol{B}}(t)$ and $\hat{\boldsymbol{f}}(t)$ of $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{f}$ as

$$
\begin{align*}
& \hat{\boldsymbol{A}}(t):=\left[\begin{array}{ccccc}
-\hat{a}_{1}(t) & 1 & 0 & \cdots & 0 \\
-\hat{a}_{2}(t) & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
-\hat{a}_{n-1}(t) & 0 & \cdots & 0 & 1 \\
-\hat{a}_{n}(t) & 0 & \cdots & 0 & 0
\end{array}\right],  \tag{18}\\
& \hat{\boldsymbol{B}}(t):=\left[\begin{array}{c}
\hat{\boldsymbol{b}}_{1}(t) \\
\hat{\boldsymbol{b}}_{2}(t) \\
\vdots \\
\hat{\boldsymbol{b}}_{n}(t)
\end{array}\right], \quad \hat{\boldsymbol{f}}(t):=\left[\begin{array}{c}
\hat{f}_{1}(t) \\
\hat{f}_{2}(t) \\
\vdots \\
\hat{f}_{n}(t)
\end{array}\right] . \tag{19}
\end{align*}
$$

Replacing $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{f}$ in (15)-(17) with $\hat{\boldsymbol{A}}(t), \hat{\boldsymbol{B}}(t)$ and $\hat{\boldsymbol{f}}(t)$ gives

$$
\begin{align*}
\hat{\boldsymbol{x}}(t+1)= & \hat{\boldsymbol{A}}(t) \hat{x}(t)+\hat{\boldsymbol{B}}(t) \hat{\boldsymbol{x}}(t) u(t)+\hat{\boldsymbol{f}}(t) u(t) \\
& +\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)], \quad \hat{\boldsymbol{x}}(1)=\mathbf{1}_{n} / p_{0}, \\
\boldsymbol{L}_{x}(t)= & \hat{\boldsymbol{A}}(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} \hat{\boldsymbol{B}}(t) u(t) \boldsymbol{P}_{x}(t) \\
& \times \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1}, \quad \boldsymbol{P}_{x}(1)=\boldsymbol{I}_{n},  \tag{21}\\
\boldsymbol{P}_{x}(t+1)= & {\left[\hat{\boldsymbol{A}}(t)-\boldsymbol{L}_{x}(t) \boldsymbol{c}+\hat{\boldsymbol{B}}(t) u(t)\right] \boldsymbol{P}_{x}(t)\left[\hat{\boldsymbol{A}}^{\mathrm{T}}(t)-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)\right.} \\
& \left.+\hat{\boldsymbol{B}}^{\mathrm{T}}(t) u(t)\right]+\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t) . \tag{22}
\end{align*}
$$

Equations (18)-(22) form the parameter estimates based bilinear state observer to compute the estimates $\hat{\boldsymbol{x}}(t)$ of the state vector $\boldsymbol{x}(t)$.

## 4 The BSO based recursive least squares algorithm

In this section, a bilinear state observer based recursive least squares algorithm is employed to solve the combined state and parameter estimation problem of the considered bilinear system.

From (4)-(6), we find that the RLS algorithm cannot obtain the unknown parameters because of the unknown states $\boldsymbol{x}(t)$. So based on the bilinear state observer proposed in Section 3, we replace the unknown state $\boldsymbol{x}(t-i)$ with its estimate $\hat{\boldsymbol{x}}(t-i)$ and define

$$
\begin{aligned}
\hat{\boldsymbol{\varphi}}(t):= & {\left[\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t), \hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t), \boldsymbol{\varphi}_{u}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}+2 n}, } \\
\hat{\boldsymbol{\varphi}}_{x}(t):= & {\left[-\hat{x}_{1}(t-1),-\hat{x}_{1}(t-2), \ldots,-\hat{x}_{1}(t-n)\right]^{\mathrm{T}} \in \mathbb{R}^{n}, } \\
\hat{\boldsymbol{\varphi}}_{x u}(t):= & {\left[\hat{\boldsymbol{x}}^{\mathrm{T}}(t-1) u(t-1), \hat{\boldsymbol{x}}^{\mathrm{T}}(t-2) u(t-2), \ldots,\right.} \\
& \left.\hat{\boldsymbol{x}}^{\mathrm{T}}(t-n) u(t-n)\right]^{\mathrm{T}} \in \mathbb{R}^{n^{2}} .
\end{aligned}
$$

Moreover, employing the bilinear state observer in (18)-(22), and replacing $\boldsymbol{x}(t), \boldsymbol{\varphi}(t), \boldsymbol{\varphi}_{x}(t)$ and $\boldsymbol{\varphi}_{x u}(t)$ with their estimates $\hat{\boldsymbol{x}}(t)$, $\hat{\boldsymbol{\varphi}}(t), \hat{\boldsymbol{\varphi}}_{x}(t)$ and $\hat{\boldsymbol{\varphi}}_{x u}(t)$ in (4)-(6) gives the bilinear state observer based recursive least squares (BSO-RLS) algorithm:

$$
\begin{align*}
\hat{\boldsymbol{\theta}}(t)= & \hat{\boldsymbol{\theta}}(t-1)+\boldsymbol{L}(t)\left[y(t)-\hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t) \hat{\boldsymbol{\theta}}(t-1)\right],  \tag{23}\\
\boldsymbol{L}(t)= & \boldsymbol{P}(t-1) \hat{\boldsymbol{\varphi}}(t)\left[1+\hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t) \boldsymbol{P}(t-1) \hat{\boldsymbol{\varphi}}(t)\right]^{-1},  \tag{24}\\
\boldsymbol{P}(t)= & {\left[\boldsymbol{I}-\boldsymbol{L}(t) \hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t)\right] \boldsymbol{P}(t-1), }  \tag{25}\\
\hat{\boldsymbol{\varphi}}(t)= & {\left[\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t), \hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t), \boldsymbol{\varphi}_{u}^{\mathrm{T}}(t)\right]^{\mathrm{T}}, }  \tag{26}\\
\hat{\boldsymbol{\varphi}}_{x}(t)= & {\left[-\hat{x}_{1}(t-1), \ldots,-\hat{x}_{1}(t-n)\right]^{\mathrm{T}}, }  \tag{27}\\
\hat{\boldsymbol{\varphi}}_{x u}(t)= & {\left[\hat{\boldsymbol{x}}^{\mathrm{T}}(t-1) u(t-1), \hat{\boldsymbol{x}}^{\mathrm{T}}(t-2) u(t-2), \ldots,\right.} \\
& \left.\hat{\boldsymbol{x}}^{\mathrm{T}}(t-n) u(t-n)\right]^{\mathrm{T}}, \tag{28}
\end{align*}
$$

$$
\begin{align*}
& \boldsymbol{\varphi}_{u}(t)= {[u(t-1), u(t-2), \ldots, u(t-n)]^{\mathrm{T}}, }  \tag{29}\\
& \hat{\boldsymbol{x}}(t+1)= \hat{\boldsymbol{A}}(t) \hat{\boldsymbol{x}}(t)+\hat{\boldsymbol{B}}(t) \hat{\boldsymbol{x}}(t) u(t)+\hat{\boldsymbol{f}}(t) u(t) \\
&+\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)],  \tag{30}\\
& \boldsymbol{L}_{x}(t)= \hat{\boldsymbol{A}}(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} \\
&+\hat{\boldsymbol{B}}(t) u(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1},  \tag{31}\\
& \boldsymbol{P}_{x}(t+1)= {\left[\hat{\boldsymbol{A}}(t)-\boldsymbol{L}_{x}(t) \boldsymbol{c}+\hat{\boldsymbol{B}}(t) u(t)\right] \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}\right.} \\
&\left.-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\hat{\boldsymbol{B}}^{\mathrm{T}}(t) u(t)\right]+\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t)  \tag{32}\\
& \hat{\boldsymbol{A}}(t)= {\left[\begin{array}{ccccc}
-\hat{a}_{1}(t) & 1 & 0 & \cdots & 0 \\
-\hat{a}_{2}(t) & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
-\hat{a}_{n-1}(t) & 0 & \cdots & 0 & 1 \\
-\hat{a}_{n}(t) & 0 & \cdots & 0 & 0
\end{array}\right], }  \tag{33}\\
& \hat{\boldsymbol{B}}(t)= {\left[\begin{array}{c}
\hat{\boldsymbol{b}}_{1}(t) \\
\hat{\boldsymbol{b}}_{2}(t) \\
\vdots \\
\hat{\boldsymbol{b}}_{n}(t)
\end{array}\right],{\hat{\boldsymbol{f}}(t)=\left[\begin{array}{c}
\hat{f}_{1}(t) \\
\hat{f}_{2}(t) \\
\vdots \\
\hat{f}_{n}(t)
\end{array}\right],}_{\hat{\boldsymbol{\theta}}(t)=}\left[\begin{array}{l}
\left.\hat{\boldsymbol{a}}^{\mathrm{T}}(t), \hat{\boldsymbol{b}}^{\mathrm{T}}(t), \hat{\boldsymbol{f}}^{\mathrm{T}}(t)\right]^{\mathrm{T}} .
\end{array}\right.}  \tag{34}\\
& \tag{35}
\end{align*}
$$

To summarize, we list the steps for implementing the algorithm in (23)-(35) as follows.

1. To initialize: let $t=1, \hat{\boldsymbol{\theta}}(0)=\mathbf{1}_{n^{2}+2 n} / p_{0}, \hat{\boldsymbol{x}}(1)=\mathbf{1}_{n} / p_{0}$, $\boldsymbol{P}(0)=p_{0} \boldsymbol{I}_{n^{2}+2 n}, \boldsymbol{P}_{x}(1)=\boldsymbol{I}_{n}, p_{0}=10^{6}$.
2. Collect the measurement data $u(t)$ and $y(t)$. Form $\hat{\varphi}(t)$ using (26)-(29).
3. Compute the gain vector $\boldsymbol{L}(t)$ using (24), the covariance matrix $\boldsymbol{P}(t)$ using (25).
4. Update the parameter estimate $\hat{\boldsymbol{\theta}}(t)$ using (23).
5. Read $\hat{a}_{i}(t), \hat{\boldsymbol{b}}_{i}(t)$ and $\hat{f}_{i}(t)$ from $\hat{\boldsymbol{\theta}}(t)$ in (35). Construct $\hat{\boldsymbol{A}}(t)$, $\hat{B}(t)$ and $\hat{\boldsymbol{f}}(t)$ using (33)-(34).
6. Compute $\boldsymbol{L}_{x}(t)$ and $\boldsymbol{P}_{x}(t+1)$ using (31)-(32).
7. Compute $\hat{\boldsymbol{x}}(t+1)$ using (30).
8. Increase $t$ by 1 and turn to Step 2.

## 5 The BSO based hierarchical least squares algorithm

In order to improve the computational efficiency, based on the hierarchical identification principle, we decompose the original system into three fictitious subsystems and derive a hierarchical least squares algorithm to estimate the unknown parameters of the bilinear system.

Define three intermediate variables:

$$
\begin{align*}
y_{x}(t) & :=y(t)-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b}-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f} \in \mathbb{R},  \tag{36}\\
y_{x u}(t) & :=y(t)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f} \in \mathbb{R},  \tag{37}\\
y_{u}(t) & :=y(t)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b} \in \mathbb{R} . \tag{38}
\end{align*}
$$

Decompose the system in (1)-(2) into three subsystems:

$$
\begin{align*}
y_{x}(t) & =\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}+v(t),  \tag{39}\\
y_{x u}(t) & =\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b}+v(t),  \tag{40}\\
y_{u}(t) & =\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f}+v(t) . \tag{41}
\end{align*}
$$

Let $\hat{\boldsymbol{a}}(t), \hat{\boldsymbol{b}}(t)$ and $\hat{\boldsymbol{f}}(t)$ be the estimates of $\boldsymbol{a}, \boldsymbol{b}$ and $\boldsymbol{f}$ at time $t$. For the sub-identification models in (39)-(41), define and minimize the following three cost functions

$$
J(\boldsymbol{a}):=\sum_{j=1}^{t}\left[y_{x}(j)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(j) \boldsymbol{a}\right]^{2},
$$

$$
\begin{aligned}
& J(\boldsymbol{b}):=\sum_{j=1}^{t}\left[y_{x u}(j)-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(j) \boldsymbol{b}\right]^{2}, \\
& J(\boldsymbol{f}):=\sum_{j=1}^{t}\left[y_{u}(j)-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(j) \boldsymbol{f}\right]^{2} .
\end{aligned}
$$

According to the least squares principle, we get the least squares based recursive relations:

$$
\begin{align*}
\hat{\boldsymbol{a}}(t)= & \hat{\boldsymbol{a}}(t-1)+\boldsymbol{L}_{1}(t)\left[y_{x}(t)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \hat{\boldsymbol{a}}(t-1)\right], \\
= & \hat{\boldsymbol{a}}(t-1)+\boldsymbol{L}_{1}(t)\left[y(t)-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b}\right. \\
& \left.-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f}-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \hat{\boldsymbol{a}}(t-1)\right], \hat{\boldsymbol{a}}(0)=\mathbf{1}_{n} / p_{0},  \tag{42}\\
\boldsymbol{L}_{1}(t)= & \frac{\boldsymbol{P}_{1}(t-1) \boldsymbol{\varphi}_{x}(t)}{1+\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{P}_{1}(t-1) \boldsymbol{\varphi}_{x}(t)},  \tag{43}\\
\boldsymbol{P}_{1}(t)= & {\left[\boldsymbol{I}-\boldsymbol{L}_{1}(t) \boldsymbol{\varphi}_{x}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{1}(t-1), }  \tag{44}\\
\hat{\boldsymbol{b}}(t)= & \hat{\boldsymbol{b}}(t-1)+\boldsymbol{L}_{2}(t)\left[y_{x u}(t)-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \hat{\boldsymbol{b}}(t-1)\right], \\
= & \hat{\boldsymbol{b}}(t-1)+\boldsymbol{L}_{2}(t)\left[y(t)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}\right. \\
& \left.-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{f}-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \hat{\boldsymbol{b}}(t-1)\right], \hat{\boldsymbol{b}}(0)=\mathbf{1}_{n^{2}} / p_{0},  \tag{45}\\
\boldsymbol{L}_{2}(t)= & \frac{\boldsymbol{P}_{2}(t-1) \boldsymbol{\varphi}_{x u}(t)}{1+\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{P}_{2}(t-1) \boldsymbol{\varphi}_{x u}(t)},  \tag{46}\\
\boldsymbol{P}_{2}(t)= & {\left[\boldsymbol{I}-\boldsymbol{L}_{2}(t) \boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{2}(t-1), }  \tag{47}\\
\hat{\boldsymbol{f}}(t)= & \hat{\boldsymbol{f}}(t-1)+\boldsymbol{L}_{3}(t)\left[y_{u}(t)-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \hat{\boldsymbol{f}}(t-1)\right], \\
= & \hat{\boldsymbol{f}}(t-1)+\boldsymbol{L}_{3}(t)\left[y(t)-\boldsymbol{\varphi}_{x}^{\mathrm{T}}(t) \boldsymbol{a}\right. \\
& \left.-\boldsymbol{\varphi}_{x u}^{\mathrm{T}}(t) \boldsymbol{b}-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \hat{\boldsymbol{f}}(t-1)\right], \hat{\boldsymbol{f}}(0)=\mathbf{1}_{n} / p_{0},  \tag{48}\\
\boldsymbol{L}_{3}(t)= & \frac{\boldsymbol{P}_{3}(t-1) \boldsymbol{\varphi}_{u}(t)}{1+\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{P}_{3}(t-1) \boldsymbol{\varphi}_{u}(t)},  \tag{49}\\
\boldsymbol{P}_{3}(t)= & {\left[\boldsymbol{I}-\boldsymbol{L}_{3}(t) \boldsymbol{\varphi}_{u}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{3}(t-1) . } \tag{50}
\end{align*}
$$

Remark 3. However, the information vector $\varphi_{x}(t)$ and $\varphi_{x u}(t)$ contain the unknown states $\boldsymbol{x}(t)$. Equations (42), (45) and (48) contain the unknown parameters $\boldsymbol{f}, \boldsymbol{b}$ and $\boldsymbol{a}$, so the algorithm in (42)(50) cannot compute the parameter estimates. This problem will be solved by a coordination approach.

Remark 4. The strategy of the coordination is to employ the bilinear state observer in (18)-(22) to obtain the state estimates, and then replace the unknown states $\boldsymbol{x}(t)$ with its corresponding estimates $\hat{\boldsymbol{x}}(t)$ and the information vector $\varphi(t)$ with $\hat{\boldsymbol{\varphi}}(t), \boldsymbol{\varphi}_{x}(t)$ with $\hat{\boldsymbol{\varphi}}_{x}(t)$ and $\boldsymbol{\varphi}_{x u}(t)$ with $\hat{\boldsymbol{\varphi}}_{x u}(t)$. The unknown parameters $\boldsymbol{f}, \boldsymbol{b}$ in (42) are replaced with $\hat{\boldsymbol{f}}(t-1)$ and $\hat{\boldsymbol{b}}(t-1)$. The unknown parameters $\boldsymbol{a}$ and $\boldsymbol{f}$ in (45) are replaced with $\hat{\boldsymbol{a}}(t)$ and $\hat{\boldsymbol{f}}(t-1)$. The unknown parameters $\boldsymbol{a}$ and $\boldsymbol{b}$ in (48) are replaced with $\hat{\boldsymbol{a}}(t)$ and $\hat{\boldsymbol{b}}(t)$.

Equations (15)-(17) contains the system parameters $\boldsymbol{A}, \boldsymbol{B}$ and $f$ to be estimated. So the algorithm in (15)-(17) cannot be used directly to estimate the system states $\boldsymbol{x}(t)$. The method is to use the estimated parameters $\hat{\boldsymbol{a}}(t), \hat{\boldsymbol{b}}(t)$ and $\hat{\boldsymbol{f}}(t)$ obtained by the parameter estimation algorithm in (42)-(50) to construct the estimates of the system parameter matrices and parameter vector $\hat{\boldsymbol{A}}(t), \hat{\boldsymbol{B}}(t)$ and $\hat{\boldsymbol{f}}(t)$ to take place of $\boldsymbol{A}, \boldsymbol{B}$ and $\boldsymbol{f}$. Similarly, replacing $\boldsymbol{x}(t)$ in $\boldsymbol{\varphi}(t)$ with $\hat{\boldsymbol{x}}(t)$ gives the estimates $\hat{\boldsymbol{\varphi}}_{x}(t), \hat{\boldsymbol{\varphi}}_{x u}(t)$ and $\hat{\boldsymbol{\varphi}}(t)$ in (42)-(50). Then we obtain

$$
\begin{align*}
\hat{\boldsymbol{a}}(t)= & \hat{\boldsymbol{a}}(t-1)+\boldsymbol{L}_{1}(t)\left[y(t)-\hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t) \hat{\boldsymbol{b}}(t-1)\right. \\
& \left.-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \hat{\boldsymbol{f}}(t-1)-\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t) \hat{\boldsymbol{a}}(t-1)\right],  \tag{51}\\
\boldsymbol{L}_{1}(t)= & \frac{\boldsymbol{P}_{1}(t-1) \hat{\boldsymbol{\varphi}}_{x}(t)}{1+\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t) \boldsymbol{P}_{1}(t-1) \hat{\boldsymbol{\varphi}}_{x}(t)},  \tag{52}\\
\boldsymbol{P}_{1}(t)= & {\left[\boldsymbol{I}-\boldsymbol{L}_{1}(t) \hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{1}(t-1), }  \tag{53}\\
\hat{\boldsymbol{b}}(t)= & \hat{\boldsymbol{b}}(t-1)+\boldsymbol{L}_{2}(t)\left[y(t)-\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t) \hat{\boldsymbol{a}}(t)\right. \\
& \left.-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \hat{\boldsymbol{f}}(t-1)-\hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t) \hat{\boldsymbol{b}}(t-1)\right], \tag{54}
\end{align*}
$$

$$
\begin{align*}
& \boldsymbol{L}_{2}(t)=\frac{\boldsymbol{P}_{2}(t-1) \hat{\boldsymbol{\varphi}}_{x u}(t)}{1+\hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t) \boldsymbol{P}_{2}(t-1) \hat{\boldsymbol{\varphi}}_{x u}(t)},  \tag{55}\\
& \boldsymbol{P}_{2}(t)=\left[\boldsymbol{I}-\boldsymbol{L}_{2}(t) \hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{2}(t-1),  \tag{56}\\
& \hat{\boldsymbol{f}}(t)=\hat{\boldsymbol{f}}(t-1)+\boldsymbol{L}_{3}(t)\left[y(t)-\hat{\boldsymbol{\varphi}}_{x}^{\mathrm{T}}(t) \hat{\boldsymbol{a}}(t)\right. \\
& \left.-\hat{\boldsymbol{\varphi}}_{x u}^{\mathrm{T}}(t) \hat{\boldsymbol{b}}(t)-\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \hat{\boldsymbol{f}}(t-1)\right],  \tag{57}\\
& \boldsymbol{L}_{3}(t)=\frac{\boldsymbol{P}_{3}(t-1) \boldsymbol{\varphi}_{u}(t)}{1+\boldsymbol{\varphi}_{u}^{\mathrm{T}}(t) \boldsymbol{P}_{3}(t-1) \boldsymbol{\varphi}_{u}(t)},  \tag{58}\\
& \boldsymbol{P}_{3}(t)=\left[\boldsymbol{I}-\boldsymbol{L}_{3}(t) \boldsymbol{\varphi}_{u}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{3}(t-1),  \tag{59}\\
& \hat{\boldsymbol{\varphi}}_{x}(t)=\left[-\hat{x}_{1}(t-1), \ldots,-\hat{x}_{1}(t-n)\right]^{\mathrm{T}},  \tag{60}\\
& \hat{\boldsymbol{\varphi}}_{x u}(t)=\left[\hat{\boldsymbol{x}}^{\mathrm{T}}(t-1) u(t-1), \hat{\boldsymbol{x}}^{\mathrm{T}}(t-2) u(t-2), \ldots,\right. \\
& \left.\hat{\boldsymbol{x}}^{\mathrm{T}}(t-n) u(t-n)\right]^{\mathrm{T}},  \tag{61}\\
& \boldsymbol{\varphi}_{u}(t)=[u(t-1), u(t-2), \ldots, u(t-n)]^{\mathrm{T}},  \tag{62}\\
& \hat{\boldsymbol{x}}(t+1)=\hat{\boldsymbol{A}}(t) \hat{x}(t)+\hat{\boldsymbol{B}}(t) \hat{x}(t) u(t)+\hat{\boldsymbol{f}}(t) u(t) \\
& +\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)],  \tag{63}\\
& \boldsymbol{L}_{x}(t)=\hat{\boldsymbol{A}}(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} \\
& +\hat{\boldsymbol{B}}(t) u(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1},  \tag{64}\\
& \boldsymbol{P}_{x}(t+1)=\left[\hat{\boldsymbol{A}}(t)-\boldsymbol{L}_{x}(t) \boldsymbol{c}+\hat{\boldsymbol{B}}(t) u(t)\right] \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}\right. \\
& \left.-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\hat{\boldsymbol{B}}^{\mathrm{T}}(t) u(t)\right]+\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t),(65) \\
& \hat{\boldsymbol{A}}(t)=\left[\begin{array}{ccccc}
-\hat{a}_{1}(t) & 1 & 0 & \cdots & 0 \\
-\hat{a}_{2}(t) & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
-\hat{a}_{n-1}(t) & 0 & \cdots & 0 & 1 \\
-\hat{a}_{n}(t) & 0 & \cdots & 0 & 0
\end{array}\right],  \tag{66}\\
& \hat{\boldsymbol{B}}(t)=\left[\begin{array}{c}
\hat{\boldsymbol{b}}_{1}(t) \\
\hat{\boldsymbol{b}}_{2}(t) \\
\vdots \\
\hat{\boldsymbol{b}}_{n}(t)
\end{array}\right], \quad \hat{\boldsymbol{f}}(t)=\left[\begin{array}{c}
\hat{f}_{1}(t) \\
\hat{f}_{2}(t) \\
\vdots \\
\hat{f}_{n}(t)
\end{array}\right] . \tag{67}
\end{align*}
$$

Equations (51)-(67) form the BSO-HLS algorithm for the bilinear system in (1)-(2), which realize the interactive estimation of bilinear system states and parameters. The steps for implementing the BSOHLS algorithm as follows.

1. To initialize: let $t=1, \hat{\boldsymbol{a}}(0)=\mathbf{1}_{n} / p_{0}, \hat{\boldsymbol{b}}(0)=\mathbf{1}_{n^{2}} / p_{0}, \hat{\boldsymbol{f}}(0)=$ $\mathbf{1}_{n} / p_{0}, \hat{\boldsymbol{x}}(1)=\mathbf{1}_{n} / p_{0}, \boldsymbol{P}_{1}(0)=p_{0} \boldsymbol{I}_{n}, \boldsymbol{P}_{2}(0)=p_{0} \boldsymbol{I}_{n^{2}}, \boldsymbol{P}_{3}(0)=$ $p_{0} \boldsymbol{I}_{n}, \boldsymbol{P}_{x}(1)=\boldsymbol{I}_{n}, p_{0}=10^{6}$.
2. Collect the measurement data $u(t)$ and $y(t)$. Form $\hat{\boldsymbol{\varphi}}_{x}(t)$, $\hat{\boldsymbol{\varphi}}_{x u}(t)$ and $\hat{\boldsymbol{\varphi}}_{u}(t)$ using (60)-(62).
3. Compute the gain vector $\boldsymbol{L}_{1}(t)$ using (52) and the covariance matrix $\boldsymbol{P}_{1}(t)$ using (53). Update the parameter estimates $\hat{\boldsymbol{a}}(t)$ using (51).
4. Compute the gain vector $\boldsymbol{L}_{2}(t)$ using (55) and the covariance matrix $\boldsymbol{P}_{2}(t)$ using (56). Update the parameter estimates $\hat{\boldsymbol{b}}(t)$ using (54).
5. Compute the gain vector $L_{3}(t)$ using (58), the covariance matrix $\boldsymbol{P}_{3}(t)$ using (59). Update the parameter estimates $\hat{\boldsymbol{f}}(t)$ using (57).
6. Construct $\hat{\boldsymbol{A}}(t), \hat{\boldsymbol{B}}(t), \hat{\boldsymbol{f}}(t)$ using (66)-(67).
7. Compute the observer gain vector $\boldsymbol{L}_{x}(t)$ and $\boldsymbol{P}_{x}(t+1)$ using (64)-(65). Compute the state estimates $\hat{\boldsymbol{x}}(t+1)$ using (63).
8. Increase $t$ by 1 and turn to Step 2.

In order to improve the BSO-RLS algorithm ability, the next section presents a forgetting factor recursive least squares algorithm based on the bilinear state observer.

## 6 The BSO-FF-RLS algorithm

To improve the tracking capability of the BSO-RLS algorithm, we introduce a weighting matrix constructed by a forgetting factor in the cost function of the general RLS algorithm.

The identification model of the bilinear system is rewritten as

$$
\begin{equation*}
y(t)=\varphi^{\mathrm{T}}(t) \boldsymbol{\theta}+v(t) \tag{68}
\end{equation*}
$$

Define the stacked output vector $\boldsymbol{Y}_{t}$, the stacked information matrix $\boldsymbol{H}_{t}$, the stacked error vector $\boldsymbol{V}_{t}$ as

$$
\begin{aligned}
& \boldsymbol{Y}_{t}:=\left[\begin{array}{c}
y(1) \\
y(2) \\
\vdots \\
y(t)
\end{array}\right] \in \mathbb{R}^{t}, \quad \boldsymbol{H}_{t}:=\left[\begin{array}{c}
\boldsymbol{\varphi}^{\mathrm{T}}(1) \\
\boldsymbol{\varphi}^{\mathrm{T}}(2) \\
\vdots \\
\boldsymbol{\varphi}^{\mathrm{T}}(t)
\end{array}\right] \in \mathbb{R}^{t \times\left(n^{2}+2 n\right)}, \\
& \boldsymbol{V}_{t}:=\left[\begin{array}{c}
v(1) \\
v(2) \\
\vdots \\
v(t)
\end{array}\right] \in \mathbb{R}^{t} .
\end{aligned}
$$

Then Equation (68) can be expressed as

$$
\begin{equation*}
\boldsymbol{Y}_{t}=\boldsymbol{H}_{t} \boldsymbol{\theta}+\boldsymbol{V}_{t} \tag{69}
\end{equation*}
$$

Define a quadratic loss function

$$
\begin{align*}
J(\hat{\boldsymbol{\theta}}(t)) & :=\boldsymbol{V}_{t}^{\mathrm{T}} \boldsymbol{W}_{t} \boldsymbol{V}_{t} \\
& =\left[\boldsymbol{Y}_{t}-\boldsymbol{H}_{t} \hat{\boldsymbol{\theta}}(t)\right]^{\mathrm{T}} \boldsymbol{W}_{t}\left[\boldsymbol{Y}_{t}-\boldsymbol{H}_{t} \hat{\boldsymbol{\theta}}(t)\right] \tag{70}
\end{align*}
$$

where $\boldsymbol{W}_{t}=\operatorname{diag}\left[\beta^{t-1}, \beta^{t-2}, \cdots, \beta^{0}\right]$ is the weighting matrix. Computing the partial derivative of $J(\boldsymbol{\theta})$ at $\boldsymbol{\theta}=\hat{\boldsymbol{\theta}}(t)$ :

$$
\frac{\partial J(\hat{\boldsymbol{\theta}}(t))}{\partial \hat{\boldsymbol{\theta}}(t)}=-2 \boldsymbol{H}_{t}^{\mathrm{T}} \boldsymbol{W}_{t}\left[\boldsymbol{Y}_{t}-\boldsymbol{H}_{t} \hat{\boldsymbol{\theta}}(t)\right]
$$

and making $\frac{\partial J(\hat{\boldsymbol{\theta}}(t))}{\partial \hat{\boldsymbol{\theta}}(t)}$ equal zero gives

$$
\hat{\boldsymbol{\theta}}(t)=\left[\boldsymbol{H}_{t}^{\mathrm{T}} \boldsymbol{W}_{t} \boldsymbol{H}_{t}\right]^{-1} \boldsymbol{H}_{t}^{\mathrm{T}} \boldsymbol{W}_{t} \boldsymbol{Y}_{t}
$$

Defining the covariance matrix $\boldsymbol{P}_{4}(t):=\left[\boldsymbol{H}_{t}^{\mathrm{T}} \boldsymbol{W}_{t} \boldsymbol{H}_{t}\right]^{-1}$, we have

$$
\begin{equation*}
\boldsymbol{P}_{4}^{-1}(t)=\beta \boldsymbol{P}_{4}^{-1}(t-1)+\boldsymbol{\varphi}(t) \boldsymbol{\varphi}^{\mathrm{T}}(t) \tag{71}
\end{equation*}
$$

Then, the least squares based recursive relation can be given by

$$
\begin{align*}
\hat{\boldsymbol{\theta}}(t) & =\hat{\boldsymbol{\theta}}(t-1)+\boldsymbol{L}_{4}(t)\left[y(t)-\boldsymbol{\varphi}^{\mathrm{T}}(t) \hat{\boldsymbol{\theta}}(t-1)\right]  \tag{72}\\
\boldsymbol{L}_{4}(t) & =\frac{\boldsymbol{P}_{4}(t-1) \boldsymbol{\varphi}(t)}{\beta+\boldsymbol{\varphi}^{\mathrm{T}}(t) \boldsymbol{P}_{4}(t-1) \boldsymbol{\varphi}(t)},  \tag{73}\\
\boldsymbol{P}_{4}(t) & =\frac{1}{\beta}\left[\boldsymbol{I}-\boldsymbol{L}_{4}(t) \boldsymbol{\varphi}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{4}(t-1), \tag{74}
\end{align*}
$$

where $\boldsymbol{L}_{4}(t)$ is the gain vector. From (72)-(74), we find that the information vector $\varphi(t)$ contains the unknown states, so the algorithm cannot be realized. Thus we take use of the bilinear state observer in (15)-(17) to obtain the state estimates $\hat{\boldsymbol{x}}(t)$ of $\boldsymbol{x}(t)$. Replacing $\varphi(t)$ in (72)-(74) with its estimate $\hat{\varphi}(t)$, and combining the bilinear state observer in (18)-(22) gives

$$
\begin{align*}
\hat{\boldsymbol{\theta}}(t) & =\hat{\boldsymbol{\theta}}(t-1)+\boldsymbol{L}_{4}(t)\left[y(t)-\hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t) \hat{\boldsymbol{\theta}}(t-1)\right],  \tag{75}\\
\boldsymbol{L}_{4}(t) & =\frac{\boldsymbol{P}_{4}(t-1) \hat{\boldsymbol{\varphi}}(t)}{\beta+\hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t) \boldsymbol{P}_{4}(t-1) \hat{\boldsymbol{\varphi}}(t)}, \tag{76}
\end{align*}
$$

$$
\begin{align*}
& \boldsymbol{P}_{4}(t)=\frac{1}{\beta}\left[\boldsymbol{I}-\boldsymbol{L}_{4}(t) \hat{\boldsymbol{\varphi}}^{\mathrm{T}}(t)\right] \boldsymbol{P}_{4}(t-1),  \tag{77}\\
& \hat{\boldsymbol{\varphi}}_{x}(t)=\left[-\hat{x}_{1}(t-1), \ldots,-\hat{x}_{1}(t-n)\right]^{\mathrm{T}},  \tag{78}\\
& \hat{\boldsymbol{\varphi}}_{x u}(t)=\left[\hat{\boldsymbol{x}}^{\mathrm{T}}(t-1) u(t-1), \hat{\boldsymbol{x}}^{\mathrm{T}}(t-2) u(t-2), \ldots,\right. \\
& \left.\hat{\boldsymbol{x}}^{\mathrm{T}}(t-n) u(t-n)\right]^{\mathrm{T}},  \tag{79}\\
& \varphi_{u}(t)=[u(t-1), u(t-2), \ldots, u(t-n)]^{\mathrm{T}},  \tag{80}\\
& \hat{\boldsymbol{x}}(t+1)=\hat{\boldsymbol{A}}(t) \hat{x}(t)+\hat{\boldsymbol{B}}(t) \hat{x}(t) u(t)+\hat{\boldsymbol{f}}(t) u(t) \\
& +\boldsymbol{L}_{x}(t)[y(t)-\boldsymbol{c} \hat{\boldsymbol{x}}(t)],  \tag{81}\\
& \boldsymbol{L}_{x}(t)=\hat{\boldsymbol{A}}(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1} \\
& +\hat{\boldsymbol{B}}(t) u(t) \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}\left[\boldsymbol{c} \boldsymbol{P}_{x}(t) \boldsymbol{c}^{\mathrm{T}}+R_{v}\right]^{-1},  \tag{82}\\
& \boldsymbol{P}_{x}(t+1)=\left[\hat{\boldsymbol{A}}(t)-\boldsymbol{L}_{x}(t) \boldsymbol{c}+\hat{\boldsymbol{B}}(t) u(t)\right] \boldsymbol{P}_{x}(t)\left[\boldsymbol{A}^{\mathrm{T}}\right. \\
& \left.-\boldsymbol{c}^{\mathrm{T}} \boldsymbol{L}_{x}^{\mathrm{T}}(t)+\hat{\boldsymbol{B}}^{\mathrm{T}}(t) u(t)\right]+\boldsymbol{L}_{x}(t) R_{v} \boldsymbol{L}_{x}^{\mathrm{T}}(t), \\
& \hat{\boldsymbol{A}}(t)=\left[\begin{array}{ccccc}
-\hat{a}_{1}(t) & 1 & 0 & \cdots & 0 \\
-\hat{a}_{2}(t) & 0 & 1 & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
-\hat{a}_{n-1}(t) & 0 & \cdots & 0 & 1 \\
-\hat{a}_{n}(t) & 0 & \cdots & 0 & 0
\end{array}\right],  \tag{84}\\
& \hat{\boldsymbol{B}}(t)=\left[\begin{array}{c}
\hat{\boldsymbol{b}}_{1}(t) \\
\hat{\boldsymbol{b}}_{2}(t) \\
\vdots \\
\hat{\boldsymbol{b}}_{n}(t)
\end{array}\right], \quad \hat{\boldsymbol{f}}(t)=\left[\begin{array}{c}
\hat{f}_{1}(t) \\
\hat{f}_{2}(t) \\
\vdots \\
\hat{f}_{n}(t)
\end{array}\right], \tag{85}
\end{align*}
$$

which forms the bilinear state observer based forgetting factor recursive least squares algorithm.

In general, the number of the multiplication and addition operations is used to show the calculation amount of an algorithm. A division is treated as a multiplication and a substraction is treated as an addition. A multiplication or an addition operation is called a flop (floating point operation). The total flop is treated as the computation cost of an algorithm. The computation cost of the BSO-RLS algorithm and the BSO-HLS algorithm is shown in Table 1.

The calculation amount of the state estimation algorithm is not taken into consideration. The difference of the computation cost between two algorithms is

$$
\begin{align*}
N_{1}-N_{2} & =4\left(n^{2}+2 n\right)^{2}+6\left(n^{2}+2 n\right)-\left(4 n^{4}+18 n^{2}+20 n\right) \\
& =16 n^{3}+4 n^{2}-8 n \tag{86}
\end{align*}
$$

Since $n \geq 1$, the difference $N_{1}-N_{2}$ is positive, which shows that the computation burden of the BSO-RLS algorithm is heavier than that of the BSO-HLS algorithm. That is to say, the hierarchical principle helps reduce the computation cost.

## 7 Example

Consider the following observer canonical bilinear state space system:

$$
\begin{aligned}
\boldsymbol{x}(t+1)= & {\left[\begin{array}{rr}
-0.30 & 1 \\
0.25 & 0
\end{array}\right] \boldsymbol{x}(t)+\left[\begin{array}{ll}
0.10 & 0.15 \\
0.30 & 0.20
\end{array}\right] \boldsymbol{x}(t) u(t) } \\
& +\left[\begin{array}{l}
1.15 \\
1.56
\end{array}\right] u(t) \\
y(t)= & {[1,0] \boldsymbol{x}(t)+v(t) }
\end{aligned}
$$

The parameter vector to be identified is

$$
\boldsymbol{\theta}=\left[a_{1}, a_{2}, b_{11}, b_{12}, b_{21}, b_{22}, f_{1}, f_{2}\right]^{\mathrm{T}}
$$

Table 1 The computation efficiency of the BSO-RLS and BSO-HLS algorithms

| Algorithms | Number of multiplications | Number of additions | Total flop |
| :--- | :--- | :--- | :--- |
| BSO-RLS | $2 n^{4}+8 n^{3}+12 n^{2}+8 n$ | $2 n^{4}+8 n^{3}+10 n^{2}+4 n$ | $N_{1}:=4 n^{4}+16 n^{3}+22 n^{2}+12 n$ |
| BSO-HLS | $2 n^{4}+10 n^{2}+12 n$ | $2 n^{4}+8 n^{2}+8 n$ | $N_{2}:=4 n^{4}+18 n^{2}+20 n$ |

$$
\begin{equation*}
=[0.30,-0.25,0.10,0.15,0.30,0.20,1.15,1.56]^{\mathrm{T}} \tag{87}
\end{equation*}
$$

In simulation, the input $\{u(t)\}$ is taken as an uncorrelated persistent excitation signal sequence, and $\{v(t)\}$ as a white noise sequence with zero mean and variance $\sigma^{2}=0.10^{2}$. Take the data length $L=3000$ and apply the BSO-RLS and BSO-HLS algorithms to estimate the parameter vector $\boldsymbol{\theta}$ and the states $\boldsymbol{x}(t)$ of the system. The parameter estimates and errors $\delta=\|\hat{\boldsymbol{\theta}}(t)-\boldsymbol{\theta}\| /\|\boldsymbol{\theta}\|$ are shown in Table 2 and Figure 2, and Table 3 and Figure 5 with $\sigma^{2}=0.10^{2}$. The BSO-RLS parameter estimates are shown in Figures 3 and 4.

Based on the BSO-RLS algorithm, choose the forgetting factor $\boldsymbol{\beta}=0.99$. The BSO-FF-RLS parameter estimates and errors are shown in Table 4 and Figure 6. The parameter estimates are shown in Figures 7 and 8. The states $x_{i}(t)$ and their estimates $\hat{x}_{i}(t)$ against $t$ are shown in Figures 9 and 10 .


Fig. 2: The BSO-RLS estimation errors $\delta$ versus $t\left(\sigma^{2}=0.10^{2}\right)$


Fig. 3: The BSO-RLS estimates $\hat{a}_{1}(t), \hat{a}_{2}(t), \hat{b}_{11}(t), \hat{b}_{12}(t)$ versus $t\left(\sigma^{2}=0.10^{2}\right)$

From Tables 2-4 and Figures $2-10$, we can draw the following conclusions.

1. The parameter estimation errors $\delta$ of the proposed BSO-RLS, BSO-HLS and BSO-FF-RLS algorithms become smaller with $t$ increasing, see Tables 2, 3 and 4 and Figures 2, 5 and 6.
2. The parameter estimates reach their true values with the increase of the data length. Moreover, the BSO-RLS algorithm stops the parameter modification after $t>2400$, which means that the parameter accuracy cannot improve even if the recursive process continues,


Fig. 4: The BSO-RLS estimates $\hat{b}_{21}(t), \hat{b}_{22}(t), \hat{f}_{1}(t), \hat{f}_{2}(t)$ versus $t\left(\sigma^{2}=0.10^{2}\right)$


Fig. 5: The BSO-HLS estimation errors $\delta$ versus $t\left(\sigma^{2}=0.10^{2}\right)$


Fig. 6: The BSO-FF-RLS estimation errors $\delta$ versus $t$
see Figure 3. For comparison, the BSO-FF-RLS parameter estimates continue updating with the data length increasing, which shows that the BSO-FF-RLS algorithm always takes use of the new data information, see Figures 3-4 and 7-8.
3. A small noise variance results in higher accurate parameter estimates, see Figure 6 and Table 4.
4. The state estimates obtained from the bilinear state observer match their true values with $t$ increasing, see Figures 9 and 10.

Table 2 The BSO-RLS estimates and errors $\left(\sigma^{2}=0.10^{2}\right)$

| $t$ | $a_{1}$ | $a_{2}$ | $b_{11}$ | $b_{12}$ | $b_{21}$ | $b_{22}$ | $f_{1}$ | $f_{2}$ | $\delta(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0.18252 | -0.15717 | 0.07431 | 0.17139 | 0.27482 | 0.17339 | 1.15153 | 1.48225 | 8.71584 |
| 200 | 0.22467 | -0.19104 | 0.09307 | 0.15919 | 0.27461 | 0.20254 | 1.15011 | 1.48691 | 6.12559 |
| 500 | 0.25421 | -0.22152 | 0.09509 | 0.15442 | 0.28348 | 0.20567 | 1.15948 | 1.49865 | 4.17901 |
| 1000 | 0.27539 | -0.23708 | 0.09752 | 0.15573 | 0.29256 | 0.20197 | 1.15652 | 1.52449 | 2.31081 |
| 2000 | 0.28818 | -0.24418 | 0.09889 | 0.15230 | 0.29386 | 0.20390 | 1.15066 | 1.54207 | 1.16763 |
| 3000 | 0.29181 | -0.24600 | 0.09835 | 0.15371 | 0.29527 | 0.20256 | 1.15162 | 1.54752 | 0.83940 |
| True values | 0.30000 | -0.25000 | 0.10000 | 0.15000 | 0.30000 | 0.20000 | 1.15000 | 1.56000 |  |

Table 3 The BSO-HLS estimates and errors $\left(\sigma^{2}=0.10^{2}\right)$

| $t$ | $a_{1}$ | $a_{2}$ | $b_{11}$ | $b_{12}$ | $b_{21}$ | $b_{22}$ | $f_{1}$ | $f_{2}$ | $\delta(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 0.21926 | -0.24168 | 0.19017 | -0.06910 | 0.38898 | -0.10189 | 1.22239 | 1.82083 | 24.02848 |
| 200 | 0.29848 | -0.27590 | 0.17698 | 0.00678 | 0.35461 | -0.00487 | 1.21911 | 1.66932 | 14.76811 |
| 500 | 0.32287 | -0.27652 | 0.12893 | 0.09151 | 0.32983 | 0.11510 | 1.19150 | 1.59357 |  |
| 1000 | 0.31685 | -0.26185 | 0.11318 | 0.12662 | 0.32310 | 0.15436 | 1.17081 | 1.58774 | 3.35331 |
| 2000 | 0.31202 | -0.25677 | 0.10738 | 0.14085 | 0.31432 | 0.17827 | 1.15796 | 1.57976 | 1.89333 |
| 3000 | 0.30992 | -0.25401 | 0.10424 | 0.14625 | 0.31065 | 0.18537 | 1.15662 | 1.57648 | 1.39257 |
| True values | 0.30000 | -0.25000 | 0.10000 | 0.15000 | 0.30000 | 0.20000 | 1.15000 | 1.56000 |  |

Table 4 The BSO-FF-RLS estimates and errors

| $\sigma^{2}$ | $t$ | $a_{1}$ | $a_{2}$ | $b_{11}$ | $b_{12}$ | $b_{21}$ | $b_{22}$ | $f_{1}$ | $f_{2}$ | $\delta(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0.10^{2}$ | 100 | 0.20899 | -0.18206 | 0.08631 | 0.16630 | 0.27579 | 0.18990 | 1.13885 | 1.48345 | 7.01308 |
|  | 200 | 0.26247 | -0.22266 | 0.10104 | 0.15131 | 0.28698 | 0.20906 | 1.14717 | 1.51356 | 3.35240 |
|  | 500 | 0.28744 | -0.24524 | 0.10178 | 0.14576 | 0.29004 | 0.20574 | 1.15964 | 1.53811 | 1.49169 |
|  | 1000 | 0.30125 | -0.24456 | 0.09294 | 0.16006 | 0.30325 | 0.20390 | 1.15054 | 1.56154 | 0.71927 |
|  | 2000 | 0.30668 | -0.24770 | 0.10045 | 0.14858 | 0.29435 | 0.21296 | 1.15027 | 1.55866 | 0.78988 |
|  | 3000 | 0.29733 | -0.24696 | 0.09812 | 0.16167 | 0.29815 | 0.20459 | 1.15884 | 1.55654 | 0.81525 |
| $0.05^{2}$ | 100 | 0.18270 | -0.16933 | 0.08776 | 0.16369 | 0.27443 | 0.18128 | 1.14551 | 1.45860 | 8.85331 |
|  | 200 | 0.24951 | -0.21963 | 0.10272 | 0.14635 | 0.28043 | 0.20791 | 1.14775 | 1.50008 | 4.30179 |
|  | 500 | 0.29222 | -0.24834 | 0.10101 | 0.14833 | 0.29437 | 0.20305 | 1.15551 | 1.54651 | 0.88712 |
|  | 1000 | 0.30060 | -0.24730 | 0.09645 | 0.15507 | 0.30163 | 0.20195 | 1.15027 | 1.56072 | 0.36073 |
|  | 2000 | 0.30333 | -0.24884 | 0.10023 | 0.14928 | 0.29719 | 0.20645 | 1.15013 | 1.55932 | 0.39332 |
|  | 3000 | 0.29873 | -0.24850 | 0.09905 | 0.15583 | 0.29911 | 0.20229 | 1.15441 | 1.55830 | 0.40619 |
| $0.01^{2}$ | 100 | 0.15627 | -0.15516 | 0.09072 | 0.16326 | 0.27388 | 0.17251 | 1.15324 | 1.43185 | 10.83426 |
|  | 200 | 0.23450 | -0.21413 | 0.10542 | 0.14185 | 0.27539 | 0.20642 | 1.14906 | 1.48345 | 5.46982 |
|  | 500 | 0.29555 | -0.25079 | 0.10045 | 0.15046 | 0.29781 | 0.20083 | 1.15242 | 1.55253 | 0.46468 |
|  | 1000 | 0.30012 | -0.24950 | 0.09928 | 0.15103 | 0.30032 | 0.20039 | 1.15005 | 1.56012 | 0.07208 |
|  | 2000 | 0.30066 | -0.24977 | 0.10005 | 0.14986 | 0.29944 | 0.20129 | 1.15002 | 1.55986 | 0.07840 |
|  | 3000 | 0.29975 | -0.24970 | 0.09981 | 0.15117 | 0.29983 | 0.20046 | 1.15088 | 1.55967 | 0.08101 |
| True values |  | 0.30000 | -0.25000 | 0.10000 | 0.15000 | 0.30000 | 0.20000 | 1.15000 | 1.56000 |  |



Fig. 7: The BSO-FF-RLS estimates $\hat{a}_{1}(t), \hat{a}_{2}(t), \hat{b}_{11}(t), \hat{b}_{12}(t)$ versus $t\left(\sigma^{2}=0.10^{2}\right)$

## 8 Conclusions

A bilinear state observer based hierarchical least squares algorithm and a bilinear state observer based forgetting factor recursive least


Fig. 8: The BSO-FF-RLS estimates $\hat{b}_{21}(t), \hat{b}_{22}(t), \hat{f}_{1}(t), \hat{f}_{2}(t)$ versus $t\left(\sigma^{2}=0.10^{2}\right)$
squares algorithm are presented for identifying the bilinear systems with unknown states in this paper. The unknown states are obtained under the framework of the bilinear state observer. The decomposition-coordination principle is applied to decompose the bilinear system into three subsystems. The simulation results show


Fig. 9: State $x_{1}(t)$ and its estimate $\hat{x}_{1}(t)$ against $t\left(\sigma^{2}=0.10^{2}\right)$


Fig. 10: State $x_{2}(t)$ and its estimate $\hat{x}_{2}(t)$ against $t\left(\sigma^{2}=0.10^{2}\right)$
that the proposed algorithms are effective in the parameter identification and state estimation. Compared with the BSO-RLS algorithm, the proposed BSO-HLS algorithm has high computational efficiency. Moreover, the BSO-FF-RLS algorithm has better parameter tracking capability and higher parameter estimate accuracy. The identification method presented in this paper can combine iteration [37, 38] and the data filtering methods to study the identification problems of linear, bilinear and nonlinear systems with different structure and disturbance noise [40-42]. Some mathematical skills [43-48] and statistical methods [49-55] can be used to study the performances of parameter estimation algorithms.
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