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ABSTRACT

W
ith air travel continually rising, the effects of aircraft noise exposure have turned

into a major global issue, which has direct consequences for the nation’s economy.

Many approaches have been taken to improve the quality and capacity of airports

by adapting a new tighter noise regulations, and as a result, there have been a great deal of

research directed by major aviation industries, namely the Embraer S.A., Airbus and Rolls-Royce

to better understand the noise generation mechanism and the flow and noise control methods for

a quieter aircraft.

In the present study, various airfoil self-noise mechanisms have been investigated, such as the

blunt trailing-edge noise and the vortex-structure interaction noise, which is of relevance to the

aircraft and wind turbine aerodynamic noise. With regard to the noise abatement applications,

porous materials have been chosen as the passive flow and noise control method in the present

work. The mechanisms of flow interaction and sound generation with the porous surface have been

studied experimentally, for different configurations, namely the flat plate and blunt trailing-edge

bodies with different porosities, permeability constants and surface roughness features. The noise

generation mechanisms related to the flow-porous interaction have been investigated from both

the aerodynamic and aeroacoustic points of view. The two main topics of interest are addressed

here: (i) to investigate the zero pressure gradient boundary layer interaction with a permeable

wall, and (ii) to investigate the effects of porous treatments on the blunt trailing-edge for flow

and noise control. To carry out this task, various wind-tunnel investigations were conducted.

In the first experimental campaign, the interaction of a standard boundary layer with a

rough porous surface has been investigated experimentally. The flow characteristics of a zero

pressure gradient turbulent boundary layer flow have been tested using a long flat plate equipped
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with several surface pressure transducers and pressure taps. In order to reveal the effects of

the interaction of a boundary layer with a porous surface, three types of porous materials with

different porosity and permeability constants are examined. To reveal the behaviour of turbulent

flows over porous surfaces, measurements were performed for the boundary layer growth, energy

content of the turbulent structure within the boundary layer and surface pressure fluctuations,

before, over and after the porous test-section. The interaction of the flow with the porous substrate

was found to significantly alter the energy cascade within the boundary layer. Results have also

shown that the boundary layer interaction with the rough porous surfaces leads to an increase

in the pressure fluctuations exerted on the wall, particularly at low frequencies. The near-field

investigations have shown that the penetration of the boundary layer flow into the porous medium

can generate an internal hydrodynamic field within the porous medium. This, in turn, reduces

the frequency-energy content of the large boundary layer coherent structures and their spanwise

correlation length.

In the second experimental campaign, the application of porous treatments at the blunt

trailing-edge as a means of flow and aerodynamic noise reduction has been examined. An

extensive experimental investigation is undertaken to study the effects of flow interaction with

porous media, in particular in the context of the manipulation of flow over blunt trailing-edges

and attenuation of vortex shedding. Comprehensive boundary layer and wake measurements

have been carried out for a flat-plate with solid and porous blunt trailing-edges. Unsteady velocity

and surface pressure measurements have also been performed to gain an in-depth understanding

of the changes to the energy-frequency content and coherence of the boundary layer and wake

structures as a result of the flow interaction with a porous treatment. Results have shown that

permeable treatments can effectively delay the vortex shedding and stabilize the flow over the

blunt edge via mechanisms involving flow penetration into the porous medium and discharge

into the near-wake region. It has also been shown that the porous treatment can effectively

destroy the spanwise coherence of the boundary layer structures and suppress the velocity and

pressure coherence, particularly at the vortex shedding frequency. The flow-porous scrubbing

and its effects on the near-the-wall and large coherent structures have also been studied. The

emergence of a quasi-periodic recirculating flow-field inside highly permeable surface treatments
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has also been investigated.

The results in the present work have identified several important mechanisms concerning

the application of porous treatments for aerodynamic and aeroacoustic purposes, which are of

great importance for the better understanding of the flow-porous interaction mechanisms and

essential in controlling the generation of flow-induced noise in many engineering applications.

The findings here can help the design and fabrication of more effective and tailored passive

flow-control designs for specific applications.
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NOMENCLATURE

Roman Symbols

A Cross sectional area of porous sample [mm2]

bi j Reynolds stress anisotropy tensor

C Inertial loss term [m−1]

Cd Drag coefficient

CDW Drag coefficient based on the wake velocity results

Cp Pressure coefficient [Cp = (pi − p∞)/(0.5ρU2∞)]

C f Skin friction coefficient

d Wire diameter [µm] and pinhole diameter [mm]

dp Particle displacement [µm]

dt Steel pipe diameter (Calibration cone) [mm]

E Output voltage [v]

f Frequency [Hz]

fs Sampling frequency [Hz]

h Plate thickness [mm]

hs Sand height [mm]

H Boundary layer shape factor

k1,k2 Yaw coefficients

k Average turbulent kinetic energy

l Wire length [mm]

Lc Sound pressure level [dB]

L f Length of the recirculation region [mm]
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Ln Nominal sound pressure level [dB]

Lv Volume correction [dB]

Lx,Lz Blunt plate streamwise and spanwise lengths [mm]

Lp,Wp Porous section streamwise and spanwise lengths [mm]

Lpx Porous section streamwise length, length of the new porous sections [mm]

Ls Porous sample sampling length [mm]

l t Steel pipe length (Calibration cone) [mm]

NT Number of total records

p
′

Fluctuating surface pressure [Pa]

pi Static pressure at the ith location [Pa]

p∞ Free-stream static pressure at the ith location [Pa]

Pa Ambient pressure [Pa]

Pcorr Pressure correction [dB]

Pr Reference pressure [Pa]

Ra Arithmetical mean height (average roughness) [µm]

R p Maximum profile peak height [µm]

Rv Maximum profile valley depth [µm]

Re Reynolds number

Rp′
i p′

j
Wall pressure cross-correlation coefficient between transducers p′

i and p′
j

Q Volumetric flow rate [m3/s]

Rp′
i p′

i
Wall pressure autocorrelation coefficient of transducers p′

i

Ru′
i u

′
i

Velocity autocorrelation coefficient

St Strouhal number

SPL Sound pressure level [dB]

tii Integral time scale[s]

ts Sampling time [s]

tx Porous thickness in the direction of the x-ray beam [mm]

U∞ Free stream velocity [m/s]

U Mean velocity [m/s]
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Urms Root mean square velocity [m/s]

Uc Convection velocity [m/s]

Ucal1,Ucal2 Calibration velocities [m/s]

Up Instantaneous velocity field based on particle displacement [m/s]

u
′
,v

′
Streamwise and vertical velocity fluctuations [m/s]

u′u′ ,v′v′ Reynolds normal stress components [m2/s2]

−u′v′ Reynolds shear stress components [m2/s2]

uτ Wall friction velocity [m/s]

VV Volume of void space [mm3]

VT Total volume of the porous sample [mm3]

Wp Test-section spanwise length [mm]

x, y, z Cartesian coordinates [mm]

X
.

Bootstrap mean

xvc Vortex core region [mm]

yi Profile height function

y
′

Vertical coordinate defined from the top surface of the plate [mm]

Greek Symbols

α Angle

ε Porous sample void fraction

σ̂boot Bootstrap standard deviation

ρ Fluid density [kg/m3]

ϕ Porosity [%]

κ Permeability [m2]

λ1,λ2,λ3 Eigenvalues of the Reynolds stress tensors
a

p Pressure drop across the porous sample [Pa]

∆ f Frequency resolution [Hz]

∆t Time step [s]

δi j Kronecker delta function
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ν Kinematic viscosity of air [m2/s]

νD Darcian velocity [m/s]

νp Pore velocity [m/s]

τ Time delay [s]

τ
′
i j Traceless tensor

τ◦i j Isotropic tensor

δ Boundary layer thickness [mm]

δ∗ Boundary layer displacement thickness [mm]

δp Pressure difference [Pa]

θ Boundary layer momentum thickness [mm], angle [deg]

µc Uncertainty of the form drag

µk Uncertainty of the permeability

µx Linear attenuation coefficient of the porous sample

I1, I2, I3 First, second and third invariant of bi j

I I, I I I Second and third anisotropy invariants

n1,n2,n3 Orthonomal basis

φuu Power spectral density of velocity fluctuations [dB/Hz]

φpp Power spectral density of pressure fluctuations [dB/Hz]

γ2
p′

i p′
j

Wall pressure coherence between transducers p′
i and p′

j

Λp Spanwise coherence length [mm]

Φ(p′
i, p′

j) Cross-power spectral density between transducers p′
i and p′

j [Pa2/Hz]

Φ(p′
i, p′

i) Cross-power spectral density from transducer p′
i [Pa2/Hz]

Φ(p′
j, p′

j) Cross-power spectral density from transducer p′
j [Pa2/Hz]

Φ(u′, p′) Cross-power spectral density between velocity and pressure signals [(m/s) Pa/Hz]

Φ(u′,u′) Streamwise velocity spectra [(m/s)2 Pa/Hz]

Φ(p′, p′) Pressure spectra [Pa2/Hz]

ξx,ξy,ξz streamwise, vertical and spanwise separation distance [mm]

Superscripts
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+ Normalization based on viscous time scale (u2
τ/ν) or viscous length scale (ν/uτ)

Acronyms

AIM Anisotropy Invariant Map

APE Acoustic Perturbation Equation

AR Aspect Ratio

BL Boundary Layer

CCD Charge-Coupled Device

CFD Computational Fluid Dynamics

FFT Fast Fourier Transform

FoV Field of View

IUPAC International Union of Pure and Applied Chemistry

IW Interrogation Window

LES Large Eddy Simulation

LPCE Linearized Perturbed Compressible Equations

MPP Micro Perforated Panel

MDF Medium Density Fibre

PIV Particle Image Velocimetry

PPI Pores Per Inch

PSD Power Spectral Density

QALY Quality-Adjusted Life Years

WS Window Size

LBM Lattice Boltzmann Method

LES Large Eddie Simulation
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INTRODUCTION

1.1 Research motivation

O
ver the last two decades, a great deal of national and regional programmes have been

proposed to reinforce research aimed at further reduction of environmental noise

exposure, in particular, the aviation noise from aircraft operations. With air travel

continually rising, the effects of aircraft noise exposure have turned into a major public and

global issue, which has direct economic impacts on the nation’s gross domestic product. There are

millions of people who are victims of noise pollution daily, especially those who live under flight

pathways. Studies show that the aircraft induced noise not only creates a nuisance by affecting

amenity, quality of life, productivity and learning, but also significantly impairs well-being [1].

Research today shows that about 10-20% of hospital admissions and deaths from heart disease

and stroke are associated with this aircraft noise. It also causes anxiety, speech complications,

hearing difficulties, sleep disturbance, tinnitus, annoyance, cognitive impairment, physiological

stress, depression, etc. A detailed summary of the various health impacts based on the different

levels of aviation noise exposure are given in Table 1.1. For instance, the table shows that chances

of developing heart disease (cardiovascular) occur at aircraft noise level of 65 dB Leq, 16hr and

more, with 0.1 and 0.2 QALYs per person, respectively, i.e. QALYs or quality-adjusted life years
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indicates the average person loses due to the noise effects.

Table 1.1: Noise exposure levels of different adverse health effects. (Leq=equivalent continuous
sound level; Lnight=average sound pressure level over 1 night; Lden=avaerage sound pressure
level over all days in a year; figures in each dB column refers to the number of QALYs lost per
person as a result of the health effect) [1, 2]

.

Health Effect Noise metric Noise Band
50 dB 55 dB 60 dB 65 dB 70 dB

Cardiovascular – AMI Leq,16hr (0.1) (0.2)
Sleep disturbance Lnight (0.005) (0.007) (0.010) (0.013) (0.017)

Cognitive impairment Leq,16hr (0.1) (0.1) (0.2) (0.3)
Hypertensive stroke Leq,16hr (0.1) (0.3) (0.4) (0.6) (0.8)

Hypertensive dementia Leq,16hr (0.3) (0.5) (0.8) (1) (1.3)
Annoyance Lden (0.1) (0.2) (0.3) (0.5) (0.7)

Moreover, according to the World Health Organization, the traffic noise-related effects cause a

loss of up to 1.6 million disability-adjusted life years (DALYs) in the western European region,

which cost up to £100 billion per annum. This includes an estimation of cumulative loss of about

903,000, 654,000, 61,000 and 45,000 DALYs due to sleep disturbance, annoyance, heart disease

and child’s cognitive impairment, respectively. In response to this, aircraft manufacturers and

researchers are pushed to develop high-pay-off technologies and new designs in an effort to make

a quieter aircraft. The Advisory Council for Aeronautics Research in Europe (ACARE) highlighted

the goals to reduce aviation noise by 50%, equivalent to a 10 dB reduction and correspondingly, to

secure a sustainable future for the European aviation industry by the year 2020. More recently,

the Federal Aviation Administration (FAA) has initiated the ‘Stage 5 Airplane Noise Standards’

policy to ensure the latest robust noise reduction technology is integrated into new aircraft

designs, ensuring they run at least 7 decibels (dBs) quieter compared to the aircraft in the current

fleet. Hence, in order to mitigate the current aircraft noise issues and meet the global goals, one

needs to understand the underlying physics associated with the aircraft noise generation, in

particular the different aircraft noise sources. The noise source breakdown at take-off and flight

path for a twin-engine long-range transport aircraft is shown in Fig. 1.1. It can be observed that

the engine noise, mainly from the jet and fan, is the major contributor to the overall aircraft

signature during the take-off operation. In contrast, the airframe noise, especially the high-lift

devices and landing gears noise sources are shown to contribute the most to the overall aircraft

2
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noise signature during the approach operation. Generally, most of the research has focussed on

tackling the most dominant component, i.e. engine noise of the aircraft, leading to a significant

reduction in engine noise over the past decades. Hence, with the advancement of low-noise

aircraft engine, airframe noise now has become the major noise source during the aircraft’s

take-off and approach phase, which is of particular interest in the present study and should be

explored more within future studies.

Figure 1.1: Noise source breakdown at the flight (a) take-off phase and (b) approach phase, for
the twin-engine long range transport aircraft [3].

Besides concentrating on the impact of aviation noise solely, another strongly interrelated field

has also been considered in the present study, namely the noise generated from wind turbines.

Wind power is becoming one of the fastest growing renewable energy sources, which has enforced

governments worldwide to mandate the predicted increase in wind power from 150 TWh in 2008

to 1068 TWh per annum by 2030 [4]. Figure 1.2 shows an example of typical modern wind turbines

and an idealised picture of the outer blade moving through the air, with major aerodynamic and

aeroacoustic influence on the wind turbine blades. The increase in the wind power demands

over the years mean that many more wind turbines need to be installed, inevitably nearer to

3
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more people and their homes. The results from the survey conducted on the perception and

annoyance due to wind turbine noise [5] have shown that the noise from the wind turbines

has been perceived to be annoying to people and is anticipated to be more annoying than other

industrial noises at an equal level. This highlights the need for more stringent environmental

regulation and certifications to address wind turbine noise.

Figure 1.2: (a) Clement Gap wind farm, (b) Sound levels from turbine blade locations (Red contour
zone: greater sound intensities) [6], (c) The flow over a wind turbine blade tip [7].

Thus, in order to overcome the potential increase in the environmental nuisance due to

the aircraft and wind turbine noise, a great deal of research has been directed towards better

understanding the noise generation mechanism and the development of an effective and robust

flow and noise control technologies.

The unique adaptations of the owl’s flexible wings and intricate feathers for a silent flight

have served as a motivation for numerous engineers and scientists to reduce the flow-induced

noise through serrations, porosity and elasticity, particularly to address the noise from the

airframe, wind turbines, propellers, and fans. Owls fly in a very similar way to an aircraft at the

high angle of attack when approaching/landing. The flow-induced noise sources of the owl are

often associated with the pseudo-turbulent pressure fluctuations in the wing boundary layers

and the owl’s legs [8], which also resemble the airframe noise sources, with much lower-noise

generation. The use of owl wings and feathers for assessing various airframe noise reduction

techniques, such as serrations and porous trailing-edges have been comprehensively studied

by many researchers, principally by investigating the features of the leading-edge comb [9–12],

the trailing-edge fringe [9–11, 13, 14] and the downy wing surface [10–13, 15] of the owl wing/

feathers. Amongst all the other features of the owl, downy wing surface, in particular, have
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received considerable interest due to its simple yet efficient surface/ structure characteristics

for noise reduction capabilities. Kroeger et al. [11] revealed that the downy surface (a) allows

the penetration of a thin film of air between the feathers through evenly distributed porosity

structure, and (b) acts as a lubricant which enables quiet motion of the feathers as they slide.

Inspired by these intrinsic-delicate-structures of the owl, specifically the porosity of the feathers,

the present study will emphasise the use of ‘porous structured materials’ as a passive flow control

method. Besides the owl’s wings, the other nature-inspired ideas related to the porous structure

are bones, rocks and zeolite, as shown in Fig. 1.3.

Figure 1.3: Bio-inspired fluid-flow porous structure, (a) The owl hush kit [16], (b) Human’s bone
structure [17], (c) Rocks/ Zeolite [18].

The use of porous materials for flow control and heat transfer is a multi-billion dollar

business worldwide. The application of porous materials for flow and thermal purposes has

received considerable academic and industrial attention over the past five decades, particularly

in the areas of fluid mechanics, aerospace, underwater vehicles, etc. Of particular interest, the

mechanisms of flow interaction and sound generation with the porous surface are investigated

for different configurations, such as the flat plates with surface roughness and permeability

and blunt edge bodies, which encompasses of various flow and noise problems. As part of this

work-package, various airfoil self-noise mechanisms defined by Brooks et al. [19] have been

investigated, such as the blunt trailing-edge noise and the vortex-structure interaction noise.

The detail explanations of these noise mechanisms are given in Section 2.1. The importance of

5



CHAPTER 1. INTRODUCTION

the subject at hand provides motivation to the intensive experimental research, primarily in the

area of flow-induced noise; i.e. controlling the flow and noise simultaneously using the porous

material, as a passive flow control method and to improve the flow-physics understanding related

to the porous medium as a whole. The results obtained from this study can lead to an unforeseen

impact on the broad spectrum of industrial applications.

1.2 Research objectives

The goal of this study is to improve our understanding of the effect of porous surfaces on the

fluid-flow for aerodynamic and aeroacoustic purposes. In order to optimize the flow and noise

control, it is imperative to better understand the physics of the flow transport through porous

media for different aero-structures’ applications by carrying out a systematic set of extensive

experimental investigations. To that end, the following objectives are addressed in this study:

i. To understand the interaction of flow with porous material experimentally over a wide range

of Reynolds numbers, involving the metal-type porous foams with different mechanical

properties and flow resistivity.

ii. To utilize porous materials for flow/noise control purposes for a range of aero-structures’

applications. The following applications are envisaged to be of direct use and interest: flow

and noise control using porous materials for airfoil self-noise and blunt edges noise.

iii. To investigate the flow field manipulation and boundary layer modifications on the noise pro-

ducing flow structures as a result of the porous treatment and their potential implications

on noise generation.

iv. To demonstrate the aerodynamic and the associated noise control of porous treatments.

1.3 Research scope and present challenges

The present study addresses a principal and industrially high-impact research whose under-

standing requires fundamental and extensive experimental research. The study provides original

results for aerodynamics and aeroacoustics of porous materials, useful for a wide range of en-

gineering applications, such as aerospace, chemical, energy, etc. Although the research will be
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carried out at a fundamental level, all cases chosen are those encountered in real-world appli-

cations and are of great importance to the industry. The understanding of the flow interaction

with porous materials has, however, remained limited due to the complexity of the problem,

measurement difficulties and strong dependence of modelling techniques on empirical values.

Although the main part of the research involves experimentation, the empirical data will be of

great help for improving the existing computational fluid dynamics (CFD) models for treating

flow/porous interaction problems. To the researcher’s knowledge, this study is the only compre-

hensive research work in the field of porous materials for flow-induced noise/vibration control

in the aerospace industry and encompasses all aspects of flow instability, noise generation and

controlling mechanisms.

1.4 Outline of the dissertation

Extensive experimental studies on flow over and past the porous surfaces have been performed in

order to better understand the effect of porous material for flow-induced noise control. The thesis

is organized as follows. A comprehensive review of the literature concerning the applications of

porous materials for aerodynamic and aeroacoustic purposes has been presented in Chapter 2.

The experimental setup including the experimental facilities, measurement systems and the

instrumentation techniques is described in Chapter 3. A brief description of the test-rig model

configurations used in this study is further reviewed in Chapters 5 and 6, respectively. Chapter 4

provides a detailed overview of the characterization of porous materials including methods used

to measure and evaluate the porosity, permeability and surface roughness of the porous material.

The mechanisms of flow interaction and sound generation with the porous surface have been

presented in Chapter 5. In this chapter, the effect of the porous surface on the boundary layer and

their energy content, the pressure exerted on the surface with and without the porous treatment,

flow velocity and pressure correlation, coherence and the formation of the internal hydrodynamic

field and its dependency on the flow penetration critical length have been discussed. Chapter 6

outlines an inclusive and systematic experimental investigation study on various aspects of

flow-porous interaction, such as the aerodynamic forces, break-up of boundary layer coherent

7
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structures, flow penetration, emergence of an internal hydrodynamic field, flow discharge and

vortex shedding attenuation. Finally, Chapter 7 concludes the thesis and summarizes the findings

concerning the application of porous materials for aerodynamic and aeroacoustic applications.

1.5 Research contribution

This dissertation exposes the performance of the passive flow and noise control techniques related

to the applications of porous materials for aerodynamic and aeroacoustic purposes. The principal

contributions of this research are summarised below:

i. A detailed characterization of porous material in regards to its volume porosity, perme-

ability and surface roughness has been performed using the non-intrusive computed to-

mographic scanning, in-house built permeability test-rig and non-contact profilometer

Scantron Proscan 2100 analysis tools, respectively. The information gathered here will

be used as an indicator and foundation to parametrize the type of materials. Data gath-

ered eloquently delineates the performance capabilities of the porous material used in the

relevant applications Chapters 5 and 6.

ii. A set of benchmark methodologies are provided to install miniature transducers inside

porous materials without damaging the intricate structures within the porous domain,

which can be used as a tool for the measurement of wall pressure fluctuations and its

performance evaluation and analysis.

iii. A detailed classification of the integral parameters and boundary layer profiles under

turbulent boundary layers with and without the porous treatment has been presented.

Despite the fact that the research regarding the fluid-flow interaction with porous material

has been extensively studied in the literature, there is hardly any published information on

the mean velocity, turbulence intensity of the boundary layer profile over a porous surface.

iv. The results obtained experimentally in the present study give more insights into under-

standing the effect of the porous material on the flow above it, where the effect of micro-scale

measurement is taken into consideration compared to that of the numerical analysis in

the literature. The discrepancy between the experiment and simulation mostly lies on

8
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the difficulties to generally set the boundary conditions for the fluid-permeable interfaces

without ignoring the effect of friction over the porous surface, flow penetration and the

emergence of the hydrodynamic field inside the porous medium. These effects, however, are

able to be quantified, to a large extent, in the present experimental studies.

v. Simultaneous measurements of the surface pressure fluctuations and velocity fluctua-

tions (velocity-pressure correlation/ coherence) in the boundary layer and wake have been

studied to demonstrate the changes on the boundary layer flow structures, including the

spatio-temporal characteristics of the boundary layer structures in streamwise and lateral

directions, which is responsible for the wall pressure generation.

vi. In order to evaluate the possibility of the emergence of any hydrodynamic field inside the

porous medium, a benchmark investigation has been conducted by filling the porous medium

with fine grain sand at different heights. The process is quite complex and meticulous due

to the intricate structure of the porous material.

vii. The critical length of the porous sections to enable a proper flow penetration and to achieve

effective flow control has been investigated. The emergence of the quasi-periodic internal

hydrodynamic field and its relationship with the porous treatment length has also been

quantified using the pressure autocorrelation and velocity-pressure coherence studies.

viii. The experimental results obtained in this research can be used and exploited in the longer-

term for future projects, and one of the near future works planned is to investigate the use

of isotropic and functionally graded anisotropic porous treatments to control the generation

of aerodynamic noise from different configurations.
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LITERATURE REVIEW

T
his chapter provides a comprehensive survey of the literature related to the possible ap-

plications of porous materials for aerodynamic and aeroacoustic purposes. Of particular

interest is the investigation of the effects of the application of porous materials for bluff

bodies, airfoil leading and trailing-edges and blunt trailing-edges. The literature is discussed

under a number of headings. Section 2.1 discusses the aerodynamic noise sources and some of the

basic flow and noise control theories. Section 2.2 gives a review of the aerodynamic flow control

technologies, including the active and passive control methods used for various applications.

Section 2.3 provides a list of references concerning the application of porous materials as a

passive flow/ noise control method, in particular for bluff bodies, airfoil and blunt trailing-edges.

The studies concerning the effect of roughness for the rough porous-type surfaces are detailed

in § 2.4. Section 2.5 contains the references concerned with the existing theoretical analysis for

flow and noise control using porous media and their limitations prior to the current work. The

literature review provided here is focuses on some of the most relevant papers in each of the

above-mentioned areas and the significant research outcomes, which are in line with the scope of

the present experimental study.
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2.1 Airfoil self-noise mechanisms

Turbulent flows and aerodynamically generated noise and vibration are ubiquitous in various

engineering applications, in particular for those involving bluff bodies and airfoils. Aerodynamic

noise is associated with the noise generated by unsteady turbulent flow, which is also referred

to as the flow-induced noise or aeroacoustics. The airfoil self-noise generation, known as one of

the main contributor for flow-induced noise and vibration is associated with the interaction of

the airfoil boundary layer with the airfoil components, such as the trailing-edge and wing-tip

(Brooks et al. [19]). The airfoil bluntness, laminar boundary layer instability interaction with the

trailing-edge and the flow separation from the airfoil surface are amongst other sources of noise

from airfoils. A brief description of the airfoil noise sources and the associated noise generation

mechanisms is given as follows,

(a) Turbulent boundary layer trailing-edge noise

The trailing-edge noise is caused by the interaction of the turbulent boundary layer with

the blade trailing-edge, which is the case for the airfoils used in jet engines, rotor blades

and high lift devices as well as the wind turbines. The boundary layer becomes turbulent

at higher Reynolds number owing to the early transition, where a large extent of randomly

arranged vortical structures being present in the vicinity of the trailing-edge, see Fig. 2.1.

The noise generation mechanism of this case is associated with the abrupt change in the

boundary layer and the pressure difference acting on the airfoil pressure and suction side,

leading to the acoustic waves emission. The disorganized small-scale structures in the

boundary layer result in a broadband type acoustic radiation, which is the main source of

the high-frequency noise (750 Hz < f < 2000 Hz).

Figure 2.1: Turbulent boundary layer trailing-edge interaction noise [19, 20].
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(b) Laminar boundary layer noise

The laminar boundary layer noise is generated due to the presence of viscous shear forces acting

on the fluid and the airfoil surface. The underlying mechanism related to this case is almost

similar to that of the trailing-edge turbulent boundary layer noise, which is believed to be due to

the interaction of the non-linear boundary layer instabilities with the blade/ airfoil surface. The

laminar boundary (no fluctuations) is usually amplified coherently at relatively low to moderate

Reynolds number (50000 6 Re 6 500000), due to flow perturbations over a separated shear

layer or the laminar separation bubble in the trailing-edge vicinity, which can be related to the

instability mechanisms. As shown in Fig 2.2, the instability waves produced tend to roll-up into

vortical structures, and the interaction between these vortical structures with the trailing-edge

will eventually scatter the acoustic waves, which propagates upstream of the blade/ airfoil and

triggered the formation of the new instability waves [21, 22]. The instability waves are also at-

tributed to the large spanwise coherent structures, leading to the emission of high-intensity tonal

frequency [22]. The boundary layer instability noise occurs at low Reynolds number for aerofoil at

low angles of attack is caused by the non-linear coupling between the trailing-edge sound waves

and the laminar boundary layer Tollmien-Schlichting (T-S) instability waves, resulting in strong

vortex shedding tones. The laminar boundary layer instability noise generated through the vortex

shedding is a tonal type noise, which can be avoided using various flow control tools. For instance,

the well-defined tonal peaks are often anticipated in the low-velocity flow, mainly for small-

scale airfoils, such as the glider, cooling fan, compressors, submarines, unmanned air vehicles, etc.

Figure 2.2: Laminar boundary layer instability noise [19, 20].

13



CHAPTER 2. LITERATURE REVIEW

(c) Tip noise

The tip noise is a common mechanism encountered on finite airfoils/ wings, which is attributed to

the formation of the vortex on a wing tip, as shown in Fig. 2.3. The tip noise is believed to be one

of the aerodynamic noise sources, especially for the modern wind turbine [7]. The underlying

mechanism related to this case is believed to be due to the interaction of the airfoil tip turbulence

with the blade tip/ surface, where the wing tip vortices are usually in the highly unsteady

turbulent form and hence generate noise. A steady wing tip vortex, on the other hand, is able to

convect the fluctuating energy content within the boundary layer region passing the tip edge and

correspondingly generates noise, which is similar to that of the noise emission mechanism seen

in Fig. 2.1. The tip noise is a broadband noise source which is not fully understood and difficult to

quantify.

Figure 2.3: Tip noise [19, 20].

(d) Separation and stall noise

At high angles of attack, the flow velocity on the airfoil can lead to a condition referred to as

the ‘deep stall’ which is merely due to the separated shear layer which occurs further upstream

on the airfoil suction side, see Fig. 2.4. The occurrence of the large-scale flow separation is

associated with the formation of large-scale vortex shedding structures, which is the primary

mechanism responsible for the generation of the low-frequency noise [19]. The stall generated

noise is a broadband type noise which is quite difficult to quantify and locate.
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Figure 2.4: Stall, separation noise [19, 20].

(e) Trailing-edge bluntness vortex shedding noise

The blunt trailing-edge is fundamentally associated with the existence of large vortex shedding

structures, which occurs behind the trailing-edge over a recirculating region, as shown in

Fig.2.5(a). The vortex structure, unlike in the turbulent boundary layer, occurs in the small

separated region in the blunt trailing-edge proximity, near the wake location. The vortex

shedding developed is limited to narrow band frequencies (i.e. tonal nature), based on the

trailing-edge bluntness thickness and the corresponding free-stream velocity (the relationship

can be demonstrated as a function of Strouhal number St, where the vortex shedding frequency

is about St=0.2 for bluff bodies over a large range of Reynolds number [23]). The vortex shedding

phenomena can also be attributed to the large spanwise coherent structures [22] over the

associated frequency band. The blunt trailing-edge with periodic vortex shedding structures can

lead to the emission of high-intensity bluntness vortex shedding tonal peak, which this can be

avoided by removing the bluntness effect or using the appropriate passive or/ and active control

method on the surface of the blade/ airfoil.

Figure 2.5: Blunt trailing-edge noise (a) airfoil and (b) flat plate [19, 20].

This case is of particular interest to the present study and the noise reduction techniques prior to

15



CHAPTER 2. LITERATURE REVIEW

blunt trailing-edges for a flat plate configuration (see Fig. 2.5(b)) will be demonstrated hereinafter.

2.2 Flow and noise control methods

The ability to control, alter and manipulate the flow-field is of great importance in order to obtain

a desired change in the fluid flow and its corresponding aerodynamic performance. Accordingly,

various aerodynamic flow control technologies have been developed and being attempted in

many multi-disciplinary science and technology applications over the past few decades. The

conventional applications include, drag reduction, lift enhancement, noise suppression and mixing

augmentation, which is imperative to achieve several engineering goals such as, the transition

delay or advancement, avoiding separation and turbulence enhancement or suppression [24]. To

successfully achieve all of these goals simultaneously is rather challenging, not to mention that

one goal needs to be compromised with the other for the preferred design goals. In other words,

pursuing one goal, in some cases can have an adverse effect on another goal, which such adverse

effect could be inevitable. The interrelation between the aerodynamic flow control goals is shown

in Fig. 2.6.

Figure 2.6: Partial representation of interrelation between flow control goals [24] (LBL: Laminar
boundary layer, TBL: Turbulent boundary layer).
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As can be seen, a potential conflict can take place if one requires enhancing the lift with no drag

penalty simultaneously. Likewise, it is quite difficult to improve the quality of the aerodynamic

performance and noise reduction mutually. Therefore, in order to compromise and realize the

desired designated goals, an ideal flow control method is required. The flow control methods

include the active flow control method, the passive control method or the combination of both the

active and passive control methods.

2.2.1 Active flow control method

Active control techniques are described by the implementation of devices that introduce energy

or auxiliary power into the flow. This system is generally more desirable than the passive control

system due to its adaptability (i.e. the system can be turned on or off as required) and the large

potential in modifying and controlling the flow. Howewer, such systems require additional energy

and costs due to maintenance. Active control method can be divided into two different approaches,

namely the predetermined and interactive methods. In the case of predetermined methods, the

energy input is introduced without considering the condition of the flow-field. Examples include

the lift enhancement and drag reduction using oscillatory blowing [25] and jet vectoring using

piezoelectric actuators [26]. The interactive method, on the other hand, involves adjusting the

power input controller continuously based on the measurement sensor, which comprises either an

open or a closed loop system to control the flow-field parameter. Table 2.1 summarizes selections

of different control method and the flow control goals using the active control techniques. Images

of some of the active flow control methods are shown in Fig. 2.7.

2.2.2 Passive flow control method

The passive flow control techniques are generally related to the shape optimization and/ or

customizing the physical properties of the body. The implementation of these type of methods

do not require any external energy sources and the system is more sophisticated in terms

of its reliability, cost and maintenance capabilities. As the main drawback, passive methods

are typically less efficient than the active methods, specifically in situations that need control

flexibility based on the structural response. Due to the high interest in the use of passive
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systems, different passive flow control methods, such as control rods [27, 28], splitters [29, 30],

O-rings [31], helical wires [32], dimple [33, 34], hairy flaps [35], longitudinal groove [36], surface

treatments [37], serrations [38–42], morphing [43] and porous treatments [44–46] have been

examined over the years for improving the aerodynamic performance of such devices or suppress

vortex shedding and reduce flow induced noise and vibration. Table 2.2 summarizes selections of

different control method and the flow control goals using the passive control techniques. Images

of some of the passive flow control methods are shown in Fig. 2.8.

Figure 2.7: Examples of active flow control methods. (a) Plasma actuator attached on a PVC
cylinder [Source: Smart Blade], (b) Synthetic jet actuators for adaptive control [Source: Barron
Associate], (c) Sweeping jets [47], (d) Pulsed wall jets [48].

Figure 2.8: Examples of passive flow control methods. (a) Trailing-edge serration [49], (b) Minia-
ture vortex generators (MVGs) [50], (c) Riblets [51], (d) Porous materials [52].
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Table 2.1: Summary of the different flow control objectives using the active control techniques.

Reference Control objective Control method Remarks

Mostafa et al. (1996) [53]

Control of jets

Pulsating vortex generating jets
Jet spreading over the continuous

vortex generator jets

Suzuki et al. (2004) [54] Electromagnetic flat actuators
Modified the large scale vortex

structure significantly

Tamburello & Amitay (2008) [55] Single synthetic jets
Enhanced mixing, deflects majority

of the jet flow

Liepmann & Nosenchuk (1982) [56] Delay transition
(Laminar-to-
turbulence
transition)

Periodic heating/ fluid mounted
heating elements

Elimination of the T-S
wave, increasing the transition of the

Reynolds number
Gobert et al. (2000) [57] Disturbance generator Substantial delay of transition

Wright & Nelson (2007) [58] Suction
Delayed the desired transition,

maintain aerodynamic performance
Lanchman (1961) [56],

Gad-el-Hak et al. (1998) [59]
Separation control

Shaping, transpiration, wall-jets,
suction, moving walls

Enhanced skin friction,
delay separation

Cai et al. (2014) [60] Pulsed air jets
Significant delay of separation,

increase the lift by up to 10%-15%.

Artana et al. (2003) [61]
Wake vortex control

Electro-hydrodynamic
actuators

Modifying the shear stresses of the
fluid layers and the size of the

mean recirculation region

Greenblatt D. et al. (2008) [62]
Retrofitted devices decoupled
from the conventional method

Manipulation of the vortex street,
breaking up vortices

Gupta M. (2011) [63]
Sinusoidal perturbations by low

aspect ratio induced flap (LAROF)
Tilting the vortex plane at high Reynolds

number, quicker decay of vortices

Williams and Amato (1989) [64]

Drag control

Continuous or pulsating base
bleed

Reduce the pressure drag, modified the
flow in the separated region

Schoppa and Hussain (1998) [65]
Large-scale flow forcing using

rugged actuators
Streak stabilization, suppress/ prevent

vortex formation, reduce/ avoid drag

Seifert et al. (2015) [66] Steady suction and pulsed blowing
Drag reduction can be achieved with

different test configurations, not optimal
for the circular arc shape designed test
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Table 2.2: Summary of the different flow control objectives using the passive control techniques.

Reference Control objective Control method Remarks

Parker et al. (2011) [67]
Control of jets

Thin wing ring
Substantial reduction in the turbulence

intensities in the jet mixing layer,
suppression of vortex formation

Chen et al. (2015) [68]
Passive windward suction
combined with leeward jet

Suppression of the instantaneous lift forces,
reduction in TKE levels in the wake

Ost et al. (2000) [69] Delay transition
(Laminar-to-
turbulence
transition)

Oblique roughness elements
Significantly delays the flow with

K-type transition, deformation of T-S
waves with lower growth rate

Fransson (2015) [50]
Miniature vortex generators

(MVGs)

Substantial delay of transition, reduce
skin-friction drag and successfully

attenuates the oblique waves

Favier et al. (2009) [70]
Separation control

Self-adaptive hairy coating
Drag reduction by up to 15%, decrease in lift

fluctuations by about 40% and
stabilization of the wake

Shan et al. (2014) [71] Static vortex generators
Reduction in the size of the separation

zone by up to 80%

Chen et al. (2008) [72]

Wake vortex control

Suction/ jet flow
(holes)

Suppression of the unsteady vortex
shedding and manipulation of the

alternating vortex shedding

Huang (2011) [73] Triple-start helical grooves
Suppression of the vortex induced

vibration (VIV), reduction in the maximum
cross-flow VIV amplitude by up to 64%

Gao et al. (2015) [74]
Surface roughness

(sand with different
particle diameters)

Vortex shedding frequency increases with
increase in surface roughness and
decreases displacement response

Bearmen and Owen (1998) [75]

Drag control

Spanwise sinusoidal
wavy plate

Reduction of drag by up to 30%,
complete suppression of vortex shedding

Mimeau et al. (2014) [76] Porous layer
Significant drag reduction using thin layer

of porous layer with intermediate permeability

Zhou et al. (2015) [77]
Surface roughness

(sand paper)

Mean drag coefficient and rms of the
lift coefficient decrease with increase in

surface roughness
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2.3 Porous material as the passive flow control method

The use of porous material has prompted a large number of studies with an aim to better

understand the underlying mechanisms of flow control, with researchers approaching the problem

mainly from theoretical and numerical perspectives. The porous materials have been used

for the control of aerodynamic noise and vibration for various engineering applications, such

as bluff bodies, blunt edges and airfoils. It has been generally shown that the use of porous

treatments can lead to the stabilization of turbulence, vortex shedding suppression, control of

flow instabilities and also reduction of noise from airfoils. In what follows, a comprehensive

review of the application of porous materials for bluff body vortex shedding and noise control,

airfoil noise control and the blunt trailing-edge flow and noise control is provided.

2.3.1 Vortex shedding and noise control

The fundamental problem of flow over bluff bodies and the issue of suppression of vortex shedding,

lift and drag fluctuations and noise generation have been the subject of extensive research. The

use of porous treatments, as a passive flow control method, has also attracted much attention and

has extensively been studied in the past two decades. Bhattacharyya et al. [44] and Bhattacharyya

& Singh [78] showed that the use of porous wraps for round cylinders lead to significant reduction

of drag, control of vortex shedding and dampening of the structure oscillations compared to a bare

cylinder. Experimental studies conducted by Sueki et al. [79] showed that the use of open-cell

metal foam wraps for an isolated single circular cylinder can lead to significant noise reduction

by stabilizing the vortices and the turbulence structure within the wake region, see Fig. 2.9.

Naito & Fukagata [45] have shown that porous treatments for flow control of a single cylinder

are more effective at high Reynolds numbers where the growth of instability in the boundary

and shear layers would be delayed by the porous surface and therefore the critical Reynolds

number for laminar-to-turbulent transition would be shifted. It was also shown that in the fully

turbulent regime, a wide low energy region would be created in the near-wake and the unsteady

nature of the flow-field would be largely stabilized. Figure 2.10 clearly shows that the use of

porous treatments can lead to the stabilization of the shear layer in the vicinity of the cylinder
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Figure 2.9: Instantaneous wake vorticity for bare cylinder and porous metal [79].

weakening the spanwise vortices in the near wake and suppressing the small-scale structures

due to the streamwise vortices, resulting in more two-dimensional flow behaviour compared to

that of the untreated cylinder case.

Figure 2.10: Instantaneous vorticity field, (Re=1000, 3D DNS): (a) solid case and (b) 50 % porous
layer; Contour lines: −15≤ωz ≤ 15 with increment of 0.6; black, ωz > 0; gray, ωz < 0; thick lines,
ωz ±0.6 [45].

Furthermore, an unsteady CFD simulation carried out by Liu et al. [46] showed that the

implementation of porous coatings can lead to the stabilization of the wake flow, reduction of

the cylinder fluctuations and ultimately significant reduction of radiated noise by up to 20 dB,

as shown in Fig. 2.11, particularly at the vortex shedding frequencies. The results also showed

the changes to the velocity slip condition in the case of porous surface and the flow penetration
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into the porous medium. Liu et al. [80] also investigated the influence of porous coatings on the

near-wake structures of a round cylinder and showed that the porous cover can significantly

change the flow characteristic of the cylinder near-wake by detaching the recirculation zone,

which consequently results in the reduction of aerodynamic forces acting on the cylinder.

Figure 2.11: Comparison of the predicted aerodynamic noise of Liu et al. [46] with the measured
results (experiment[11]) of Sueki et al. [79].

More recently, Liu et al. [81] studied the flow characteristics within the gap region of two

round cylinders using unsteady CFD and demonstrated that the overall noise level can be reduced

by up to 15 dB by using the porous covers, which is believed to be due to the stabilization of the

gap flow and reduction of turbulence impingement on the rear cylinder. The results in Fig. 2.13

show that a significant reduction of the noise amplitude can be seen at the first dominant tonal

frequency and the overall broadband frequency range, particularly at high porosity constant.
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Figure 2.12: Time-mean streamlines: (a) smooth cylinder; (b) PMC cylinder (dashed line denotes
porous surface [80].

2.3.2 Airfoil noise control

The reduction of airframe noise and airfoil self-noise using porous treatments have also been

the subject of some recent research activities. Substantial research has been directed towards

the application of porous materials for the reduction of airfoil trailing-edge noise. As one of the

very first works, Fink and Bailey [82] performed some experimental studies on the possibility of

noise reduction from high-lift devices by applying porous treatments to the flap trailing-edge and

slat leading-edge of a high lift device. They found that the flap noise can generally be reduced by

about 2-3 dB over a moderate frequency range and that using a perforated slat leading-edge can

also lead to 2 dB reduction over a large frequency range. Revell et al. [83] studied the application

of porous treatments for airframe systems and showed that an appropriate porous treatment

in the vicinity of a flap side-edge can significantly reduce the flap side-edge contribution to
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Figure 2.13: The effect of porosity of the coating on the noise from tandem cylinders [81].

airframe noise at landing with a minimal aerodynamic penalty. Several flow-porous interaction

mechanism potentially responsible for the noise reduction have been identified and discussed

in the paper, such as the flow dissipation, flow penetration into the porous flap medium, porous

surface impedance reduction, and a mechanism referred to as the “flow-through-leakage”, which

mitigates the strength of the side-edge vortex and believed to be the main reason for the noise

reduction. Choudhari and Khorrami [84] have also studied the application of porous materials

for modifying the flap side-edge flow field computationally. The results based on the Reynolds-

averaged Navier-Stokes CFD simulations had shown that the application of the porous treatment

over a miniscule fraction of the wetted flap area can lead to significantly weaker side-edge vortex

structures through modification of the vortex initiation and roll-up processes. It was also shown

that at high flap deflections, the region of axial flow reversal associated with the breakdown

of the side-edge vortex is eliminated, as shown in Fig. 2.14, suggesting an absence of vortex

bursting in the presence of the porous treatment. The study had concluded that airframe noise

reduction benefit via the porous treatment is achievable without compromising the aerodynamic

performance of the high lift device.
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Figure 2.14: Global view of streamwise vorticity (a) baseline and (b) treated case [84].

A computational study on the possibility of slat noise reduction using porous trailing-edge

treatment was performed by Khorrami and Choudhari [85]. The use of porous treatment over a

small fraction of the slat surface was shown to reduce the pressure fluctuations in the vicinity of

the treated edge in excess of 20 dB, through reduction of the strength of the Strouhal-shedding

from the finite thickness trailing-edge and an upward shift in the Strouhal-shedding frequency

to a frequency band of reduced auditory sensitivity. More recently, wind-tunnel experiments

were performed by Angland et al. [86] to examine the impacts of porous-treated flap side-edge

on airframe noise and vortex shedding. The side-edge vortex was found to be displaced further

downstream from the porous flap and the turbulent stresses in the shear layer were reduced

significantly. The near-field pressure fluctuations, hence, were found to be significantly reduced,

suggesting the weakening of the aerodynamic noise source in the vicinity of the flap side-edge.

Herr [87] carried out several experiments on the effects of a flow-permeable section or comb-

type edges applied to a flat plate and a symmetric NACA0012 airfoil. The results obtained

confirmed that such edge treatments can potentially reduce the broadband trailing-edge noise

by up to 10 dB. The trailing-edge noise reduction was linked to “hydrodynamic absorption”

and dampening of the turbulent flow pressure fluctuations. The experimental investigations

by Sarradj and Geyer [88] on the utilization of porous materials for airfoil self-noise reduction

also demonstrated that noise reduction of up to 10 dB at low frequencies can be obtained with

minimum aerodynamic penalty. Aerodynamic and noise measurements had been carried out
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for semi-symmetrical SD7003 airfoils and it was shown that the noise reduction is strongly

dependent on the flow resistivity of the porous materials. Furthermore, the impact of porous flow

resistivity on the level of noise reduction, effects of surface roughness and the possibility of noise

increase at high frequencies have been the subject of some more studies by Geyer et al. [89, 90].

It was observed that the boundary layer displacement thickness of the porous airfoils for both

the suction and pressure side increases with decreasing flow resistivity. The use of a poro-elastic

carper on the suction side of a symmetric NACA0012 airfoil at a low Reynolds number regime at

high angles of attacks has shown to result in significant drag reduction, delay in the formation

of vortex shedding and reduction of lift and drag fluctuations of the airfoil (Venkataraman and

Bottaro [91]). More recently, Geyer and Sarradj [92] investigated the trailing-edge noise by

applying porous treatments to the trailing-edge of airfoils. It was found that using larger porous

sections leads to higher noise reduction and that airfoils which are only partially porous can

still deliver noise reduction with better aerodynamic performance. The noise reduction obtained

using the porous treatment was explained to be due to the changes to the energy spectrum of the

turbulence structures and the “hydrodynamic damping” effect of the porous treatment. However,

no near-field boundary layer or surface pressure measurements were provided to demonstrate

such phenomena.

2.3.3 Blunt trailing-edge flow and noise control

Airfoils with blunt trailing-edges, also called flatback airfoils, feature in various applications,

such as the inboard region of large wind turbine blades and provide several structural and

aerodynamic advantageous. The flatback airfoils are known to be aerodynamically superior due

to their higher sectional maximum lift coefficient and lift curve slope (Standish and Van Dam [93],

Winnemoller and Dam [94]) and also reduced sensitivity of the lift properties of the blade to

surface soiling (Jonathon and Dam [95]). However, the presence of a blunt trailing-edge can also

result in vortex shedding and hence an increase in the drag of the airfoil (Jonathon and Dam [95]),

structural vibration and emergence of Strouhal peaks in the noise signature of the wind turbine.

Several studies have been carried out on the application of porous treatments for improving the

aerodynamic and aeroacoustic performance of flatback type structures. Bruneau et al. [96] had
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numerically studied the use of porous interfaces on blunt bodies in order to regularise the flow

and reduce drag. Results had shown the capability of the porous layer in reducing the pressure

gradient in the near-wake region by up to 67% and considerable drag reduction of up to 45%. The

effect of porous treatments on the noise generation from a flat plate with blunt trailing-edge was

also investigated by Bae et al. [97]. The three-dimensional turbulent flow over the blunt trailing-

edge flat plate was computed using incompressible large eddy simulation (LES), while the acoustic

field was calculated using the linearized perturbed compressible equations (LPCE) coupled with

the LES. It was found that the porous surface can reduce the far-field noise by up to 13 dB at

the fundamental Strouhal peak and this was shown to be due to the weakening of the surface

pressure fluctuations near the trailing-edge and also breaking of the wall pressure fluctuations

spatial correlation. In a later study, Schulze & Sesterhenn [98] investigated the use of porous

materials for trailing-edge noise control and developed a methodology to maximise the noise

reduction by optimizing the porous material. Koh et al. [99] performed numerical simulations

based on LES and acoustic perturbation equations (APE) on the possibility of bluntness noise

reduction and found that the use of porous trailing-edges can reduce the sound pressure level

at the fundamental vortex shedding frequency by 10 dB and the overall sound pressure level in

the range of 3-8 dB. In addition, Zhou et al. [100] developed an LES-based discrete adjoint-based

optimization framework to obtain the optimal distribution of porous materials on trailing-edge

of a flat plate. The results obtained showed that the optimized design using porous treatment

can significantly minimize the instantaneous turbulence intensity near the trailing-edge and

effectively destroy the trailing-edge roll-up structures and the spanwise correlation, as shown in

Fig. 2.15.

More recently, Koha et al. [101] performed an LES-based computational study on the impact

of porous surfaces on trailing-edge noise and showed that the implementation of porous trailing-

edge can lead to reduction of the overall sound pressure by up to 11 dB in the case of a flat

plate at zero angle-of-attack. The results also indicated that the porous trailing-edge is effective

in reducing the vortex shedding tone noise and that the viscous effects induced by the porous

structures directly influence the acoustic attenuation by reducing the flow acceleration near the

trailing-edge.
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Figure 2.15: Vorticity field of the (a) baseline and (b) optimized design using porous material [100].

2.4 The flow mechanisms over a rough and permeable surfaces

While much of the literature on this topic focuses on the universal aspects of the mean flow field

and turbulent statistics over the porous wall, several studies have also been directed towards

the understanding of the influence of permeability on fluid flows. Suga [102] carried out several

experiments on the effects of a flow-permeable wall with a varying permeability value, but with

similar porosity (ε ≈ 0.8) using the Particle Image Velocimetry (PIV). The experiments were

conducted at low Reynolds numbers (Re 6 10,200) and it was shown that the transition to

turbulence occurs at lower Reynolds number over the porous surface, with the increase in the

permeability. The near-field wall velocity fluctuations were found to be higher with increasing

permeability in the flow-vertical direction, which leads to higher shear stress at the porous

surface. Recently, Manes et al. [103] showed that the flow resistance and the shear penetration

on permeable walls increase with increasing the permeability (κ)-based Reynold’s number Reκ,

where the penetration depth is defined as the inner length scales of the turbulent flows. It

was observed that the rms of the streamwise velocity decreases at the near-wall region with

increasing permeability and increases the energy content of the vertical velocity fluctuations

and correspondingly, the Reynolds shear stress. The results also showed that the boundary layer

flow structures on the surfaces with higher permeability are influenced by an unstable mode of

turbulent mixing layers which allows the production of the Kelvin-Helmholtz shear instabilities,
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while such instability eddies were not seen for the surfaces with low permeability. The shear

instability was observed to dominate the near-wall flow structures, in the cases where the shear

penetration depth is relatively larger than the boundary layer thickness. Breugem et al. [104]

have studied the effect of the flow inside a permeable wall with different porosities (ε=0.6, 0.8

and 0.95). It was shown that the mean velocity profile decreases significantly for the porous

surface with higher porosity, and this was accompanied by a strong increase in the Reynolds

shear stress near the porous wall. This results in an increase in the skin friction coefficient of

about 30 %, which is also evident in the experimental study by Kong and Schetz [105]. It was

also found that the quasi-streamwise vortices and high-speed streaks observed near a solid wall

have significantly weakened over the porous surface due to the reduction in the mean shear and

in the wall-blocking effect while enhancing the turbulent transport across the porous medium.

Breugem et al. also showed that the weakening of the vortices over the porous surface leads to

a reduction in the streamwise rms velocity peak and an increase in the spanwise and vertical

rms velocity peak, caused by the flow penetration in the porous medium. It has also been shown

that the rms velocity profile inside the porous medium exhibit an exponential-like tail, and that

the turbulence motions established inside the porous are not responsible for the increase in the

Reynolds shear stress near the porous wall.

In addition to the effects of permeability, the roughness of the porous surfaces has also

been found to be a determining factor in the behaviour of the flow over and past such surfaces.

The mechanisms involved in the interaction of flows with rough and permeable surfaces, i.e.

foams, perforated sheets, beds of packed spheres, etc., have been experimentally and numerically

investigated in numerous studies [102–110]. Kong and Schetz [105] studied the effect of small-

scale roughness and porosity through the development of the turbulent boundary layers over

smooth, rough and porous surfaces. They found that the porosity of the porous surface can

generally shift the wall logarithmic region downward by ∆U+ ≈ 3 ∼ 4 compared to the smooth

wall, leading to an increase of the skin friction values by about 30 % ∼ 40 %. It was also shown

that the streamwise and vertical flow turbulence intensities and the Reynolds stress are increased

in the boundary layer region, with a significant increase closer to the wall region. Jiminez et

al. [108] studied the effect of passive porous wall and its contribution in delaying the boundary
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layer separation. It was shown that a significant increase in the skin friction of about 40 % at the

porous walls, along with the presence of the local flow separation. This is due to the emergence

of the large spanwise rollers, originating from the Kelvin-Helmholtz instability and the neutral

inviscid shear waves of the mean velocity profile. Finnigan [106] studied the turbulent shear

flows generated by a plant canopy, which resembles, to some extent, the flow over porous media

and a rough-wall boundary layer. The results showed that the inflected velocity profile at the

canopy top, unlike in a standard boundary layer profile, is exhibited by an inviscid instability

mechanism and consequently generates more energetic coherent structures than in the inertial

sub-layer or log-layer at transporting momentum. The influence of the vegetation density on the

canopy sub-layer is later investigated by Poggi et al. [107] and the results demonstrated that (a)

the flow in the lowest layer within the canopy is dominated by small-scale von Karman vortices,

(b) the flow is superimposed of a mixing layer and the wall roughness effect in the boundary

layer in the middle layer of the canopy region, and (c) the upper layer of the canopy region can be

expressed using the surface layer similarity theory.

As reviewed above, despite a large body of literature on the interaction of flow on rough

permeable surfaces, there are only a few studies on the pressure fluctuations for boundary layers

over rough [111–114] and porous [52] surfaces, which are of great importance for understanding

the noise and vibration generation from such structures. Blake [111] studied the pressure

fluctuations for turbulent boundary layers over a smooth and different rough walls. It is claimed

that the different roughness parameters, such as the roughness separation and height affect

the very large-scale structure and small-scale turbulence structure, respectively. It was also

found that the coherence loss in the pressure eddies for rough walls is higher than the smooth

walls due to the high turbulence production rate near the surface. Varano [112], on the other

hand, investigated the rough surface with fetches of hemispherical roughness and found that the

turbulent kinetic energy and shear stress production increases downstream of the element due

to the delay in the flow separation over the top of the element. A recent effort by Meyers et al.

[113] presented a comprehensive study on wall pressure spectrum of a flat plate with smooth and

rough walls with sparse arrays of different size and distribution of hemispherical bumps at high

Reynolds numbers. The results showed that the boundary layers of both the rough and smooth
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surfaces have similar outer boundary layer scales at the low frequencies of the wall-pressure

spectrum, and have a universal viscous form at the higher frequency range. It was also confirmed

that the friction velocity obtained in the case of rough-wall boundary layers is always less than

the conventional friction velocity found for a smooth-wall boundary layer and confirmed that

the boundary layer parameters and the wall pressure spectrum are nearly independent of the

surface roughness for the conditions considered in the study. Building on the work of Meyers,

Liselle et al. [114] have investigated rough walls with two fetches of hemispherical roughness

elements with two different spacing ratio. It has been demonstrated that the pressure spectral

shape changes at mid frequencies with the roughness density, and it was speculated that the

spectral changes are not due to the changes in the turbulence structure but rather due to the

displacement of the pressure fluctuations over the roughness elements. In a more recent work,

Showkat Ali et al. [52] have shown that the use of porous treatments can lead to a significant

reduction in the energy content of the large low-frequency boundary layer structures. It was

also found that surfaces with high permeability are able to greatly alter the boundary layer and

attenuate vortex shedding frequency. Moreover, results also showed that the spanwise coherence

of the large coherent structures can be significantly reduced using high permeable materials.

2.5 Theoretical analysis available for flow and noise control

using porous media

2.5.1 Theoretical analysis for flow control using porous media

The proper numerical or mathematical modelling of the problems concerning aerodynamic noise

control using porous treatments has remained as a challenging task as none of the existing

models can capture the whole physics involved, namely the flow-porous interaction (i.e. flow

penetration and discharge, roughness effects, hydrodynamic and sound absorption effects, and

finally scattering effects). A complete description of the entire flow field in the porous media at

the microscopic level was fundamentally determined using the Stokesian dynamic equations.

However, due to the complex solid surface geometry in the porous medium, the Stokes equa-

tion is generally challenging. Darcy, on the other hand, established an empirical model on the
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macroscopic level (known best as Darcy’s law) by performing volume averaging of the Stokes

equation [115, 116]. However, it is rather difficult to ascertain the exact range of the validity

of Darcy’s law, which is limited only to a relatively small velocity region. Darcy’s law has been

quite useful for many different applications, owing to its reduced order of statistical equivalent of

the Navier-Stokes equations. In order to improve the available continuum flow models, a better

understanding of the governing flow physics of pore-scale flow models and transport processes

is required. A general equation that interpolates between the Stokes equation and Darcy’s law

was then developed by Brinkman [117], which allows the solution of flow around a particle with

the effect of no-slip boundary conditions on the surface. The relevance and applicability of the

Brinkman equation have still remained as an open question, particularly in describing the flow

behaviour in the porous medium at higher porosity value, although the theoretical predictions of

the porous permeability factor agree well with the experimental data [118]. Forchheimer [119]

derived an extended version of Darcy’s law to investigate the fluid flow through porous media in

the high velocity regime, which mainly dominated by the inertial effects of the flow and suggested

the inclusion of an inertial term of the kinetic energy of the fluid to the Darcy equation. The

Forchheimer flow resistance and the dispersion were found reasonably due to the turbulent

mixing from the diffusion effect in the porous medium. Lee and Howell [120] developed a k−ε
model for the flow through the high porosity porous medium and acknowledged the same eddy

viscosity for the porous medium, similar to the one used commonly for the pure fluid condition.

Travkin et al. [121], on the other hand, proposed the turbulence model for porous media with

high porosity and permeability, together with a statistical and numerical solution method. The

modelling of the flow interaction with porous walls, with the porous medium being fully resolved,

has been considered by numerous researchers (Larson and Higdon [122], Durlofsky and Brady

[123], Vafai and Kim [124], Hsu and Cheng [125], Kladias and Prasad [126], Chen and Chen [127]).

The flow simulation, particularly, on the effect of porosity and permeability of the porous material

has also been investigated extensively using the numerical techniques, including the boundary

integral method [122], finite element method [128, 129], finite difference method [130], Lattice

Boltzman method [131, 132] and Lattice gas automata method [133, 134]. A number of models

have been developed to manage the solid grain shaped of the porous medium that varies from
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the general simple cylindrical and spherical models [122, 129, 135]. Several models have been

devoted to replicate an actual porous media for flow models and the reconstruction of such models

are obtained using the digital image processing [136, 137] and computer microtomography [138,

139].

2.5.2 Theoretical analysis for noise control using porous media

The possibility to accurately measure and predict the sound absorption, transmission and propa-

gation in porous media is vital for many engineering fields and have been widely investigated.

Most of the models used to predict the sound propagation in the porous media are based on

an equivalent fluid medium model, with frequency dependent acoustic impedance and complex

wavenumber. The acoustic transmission and propagation through porous media using such

models has been the subject of numerous studies. The concept of temporal impedance consisting

the resistance and reactant factors were introduced by Zorumski and Parrott [140] in their

theoretical and experimental studies on the acoustic non-linearity in rigid porous media. They

found that the instantaneous resistance of the porous material is independent of the frequency

and equal to the material flow resistance, while the instantaneous reactant is established as

a function of the acoustic fluid velocity. Wilson et al. [141] developed a simplified nonlinear

theory based on the classical rigid frame theory by considering the Forchheimer-type through a

complex density operator for many types of air-saturated fibrous porous materials. They have

also demonstrated a numerical solution for the nonlinear wave propagation and attenuation

inside rigid porous materials restricted to pure tone excitation. In order to predict the nonlinear

acoustic performance of a porous metal plate with a finite thickness, particularly at high sound

pressure level, Peng et al. [142] have developed a one-dimensional model using a linearization

and finite difference method to solve the particle velocity inside the porous plate. Lambert and

McIntosh [143] put forward an approximate analytical solution for surface acoustic admittance

using a wave perturbation method for infinite rigid porous materials at high sound pressure levels.

However, the analytical solution is not valid at frequencies below 500 Hz in the case with high

surface particle velocity situations. An analytical model for the propagation of high amplitude

continuous sound through a hard-backed rigid porous layer was developed by Umnova et al. [144],
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based on the modified fluid model, however, the solution predicted by the model is mainly suitable

for an acoustic wave with slowly varying amplitude. The models used to estimate the acoustic

impedance and the wavenumber have also been shown by Johnson et al. [145] and Champoux

and Allard [146] via the concept of the viscous characteristic length which is taken as the ratio of

the seepage velocity in the material pores which is excited by the incident sound wave [147, 148].

The acoustic transmission through porous media have also been studied using the finite element

numerical method by numerous researchers (Kang and Bolton [149], Panneton [150], Panneton

and Atalla [151], Atalla et al. [152], Dauchez [153], Hamdi et al. [154], Sgard et al. [155]).

These methods are quite effective for in the low frequency range and cannot be used in the high

frequency range. However, for simple porous media structures, several analytical methods can be

adapted to examine the middle and high frequencies efficiently (Allard [156], Allard et al. [157,

158], Bolton and Shiau [159], Bolton [159], Laurikset al. [160], Song and Bolton [161]). Jaworski

and Peake [14] have recently developed an analytical model based on Wiener-Hopf method

for the understanding and prediction of the aerodynamic noise radiation from trailing-edges

with porous treatments. As mentioned above, although various numerical and mathematical

models have been developed to better understand the flow and porous medium interaction, in the

case of aerodynamic noise generation, the problem involves several different physical processes

and no modelling technique can yet fully capture all aspects of the problem. Considering the

complexity of the problem, it is important to carry out more high quality experiments to help

better understand the physical processes involved. The results from such experiments can be

used as benchmark for high-fidelity numerical studies or validation for new analytical models.

2.6 Summary

The literature review summarized and discussed several aerodynamic noise sources and provides

a concise list of the flow and noise control techniques which have been avidly pursued by scientists

and engineers in the past. The passive flow control methods, particularly, the porous media, is

one of the most promising techniques of fluid dynamics, which has caught the attention of many

researchers in the recent years, resulting in the rapid research in this field. Even though the
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ability to control the flow-field and noise using the porous media has shown to have a lot of

weight in the practical applications, the mechanisms through which the noise is reduced have

not been completely studied and understood. The limitations of the literature reviews regarding

the application of porous materials are listed below.

i. The use of porous media for aerodynamic and aeroacoustic purposes has been the subject

of several computational and a limited number of experimental studies. A number of flow

and porous interaction mechanisms have been identified as the potential candidates for

the noise reduction, break-up of large coherent structures, vortex shedding control, etc.

in the literature. The experimental investigation carried out to date, however, lack an

in-depth study of the effects of such porous treatments on the boundary layer and wake

turbulence structures, the growth and evolution of turbulence structure as they travel

over porous surfaces and the coherence of the boundary layer structures and the surface

pressure fluctuations.

ii. Even though the research regarding the fluid-flow interaction with porous material has

been extensively studied in the literature, there is barely any published information on

the mean velocity and the turbulence intensity of the boundary layer profile over a porous

surface. Moreover, there is no research related to the near-field studies, particularly for

surface pressure measurements in the vicinity of the porous surface.

iii. The flow field inside the porous media as a result of flow penetration inside the porous

medium have not been discussed. Moreover, the effect of porous surface roughness and

the emergence of the hydrodynamic field inside the porous medium has not been isolated/

separated from each other, i.e. porosity-permeability and porosity-roughness effects.

iv. A high quality analytical model for flow-porous interaction using the CFD modelling

to provide a realistic and holistic micro-to-macro-modelling has not been carried out at

this moment, i.e. taking into accounts the effect of friction over the porous surface, flow

penetration and the emergence of the hydrodynamic field inside the porous medium.

v. There are numerous different analytical models for flow and noise control through porous

media, however the validity of these models and its governing concepts, is a subject of ongo-

ing scientific debate, due to ambiguous connections between the models physical quantities

36



2.6. SUMMARY

and the porous media parameters characteristics (porosity, permeability, tortuosity, and

etc.).

vi. Although there are various models available for simulating turbulent flows in porous

media, questions have been raised about its applicability in all circumstances due to the

material complexity. For instance, the majority of the existing models does not take all the

flow-porous interaction aspects into accounts, such as the flow penetration and discharge,

roughness effects, porous-flow viscous interaction and hydrodynamic absorption effects in

the porous media.

The flow-porous interaction including the flow penetration and discharge, roughness effects,

porous-flow viscous interaction and hydrodynamic absorption effects in the porous media will

be broadly investigated in the present study. Considering the complexity of the problem, it is

important to carry out more high-quality experiments to help better understand the physical

processes involved. The study proposed in this work will include a comprehensive and systematic

experimental investigation and study various aspects of flow-porous interaction, such as scrubbing

effects, break-up of boundary layer coherent structures, flow penetration, internal hydrodynamic

field, flow discharge and vortex shedding attenuation. The study also includes interesting complex

physics about the application of porous materials for possible aerodynamic and aeroacoustic

purposes.

37





C
H

A
P

T
E

R

3
DESCRIPTION OF EXPERIMENTS

T
his chapter outlines the details of the experimental facility, measurement techniques

and instrumentation methods employed in the present study. A series of experimental

studies have been specifically designed and conducted to investigate the effect of porous

materials on the aerodynamic and aeroacoustic performance for different model configurations.

The experimental campaign is divided into two separate set of experiments using a flat plate

model and a blunt trailing-edge model. The information about the experimental facilities, test-rigs

and the instrumentation are reviewed in § 3.1. The detailed descriptions of the measurement

designs and the model configurations are described individually in Chapters 5 and 6, respectively.

Section 3.2 outlines the various measurement techniques applied in this study. The aerodynamic

and aeroacoustic behaviour of the test models with and without the porous treatments have

been evaluated using the force balance, hotwire Anemometry, Particle Image Velocimetry (PIV),

steady and unsteady surface pressure and far-field pressure measurement. These experimental

techniques were selected to achieve the research objectives specified in Chapter 1 and to an-

swer the research questions identified in Chapter 2. The uncertainty calculation method of the

measurement devices and the test results are presented in § 3.4.
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3.1 Experimental setup

The experimental setup comprising the wind tunnels, different model configurations and the

probe instrumentation used in the present study is discussed in the next subsections.

3.1.1 Wind tunnel

The flow and noise measurements were performed in different wind tunnel facilities of the

University of Bristol for various aerodynamic and aeroacoustics testing, i.e. the low turbulence

wind tunnel, open jet wind tunnel and the open jet anechoic wind tunnel. A brief description of

the wind tunnels used in this study is provided below.

i. Low turbulence wind tunnel: The low turbulence wind tunnel is a closed-return type

tunnel with an octagonal test section of 0.8 m × 0.6 m × 1 m and has a contraction ratio of

12:1. The wind tunnel is capable of a maximum flow speed of 100 m/s, with a turbulence

intensity of 0.05 % at 20 m/s. This wind tunnel has been specifically utilized the Particle

Image Velocimetry (PIV) measurements for the blunt trailing-edge studies in Chapter 6.

ii. Open jet wind tunnel: The open jet wind tunnel is a closed-return type tunnel with a

test section of 1.1 m × 2 m. The wind tunnel is capable of a maximum reliable speed of

30 m/s and with a turbulence intensity of 0.5 % at 20 m/s. The wind tunnel has been used

extensively for the majority of the tests presented in this study using the force balance,

hotwires anemometry and the steady and unsteady surface pressure measurements.

iii. Aeroacoustic wind tunnel: The open jet anechoic wind tunnel is a closed-loop feedback

type tunnel with an external dimension of 7.9 m length, 5.0 m width and 4.6 m height,

including the surrounding acoustic walls. The nozzle used in the present studies has a

dimension of 0.6 m width and 0.2 m height. The nozzle is capable of a maximum reliable

speed of 100 m/s at the contraction nozzle exit and with a turbulence intensity of 0.2 % at

30 m/s. The anechoic chamber was designed to be fully anechoic down to 160 Hz. In order

to completely absorb any sound reflections, the ceilings and all the walls are covered by
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wedges with a base dimension of 0.3 m × 0.3 m, with a length of 0.34 m. The aeroacoustic

characteristics of the blunt edge bodies were carried out using this wind tunnel.

3.1.1.1 Wind tunnel background noise

The experimental results related to the flow characteristics using the near-field surface pressure

measurements system were studied mainly in the open jet wind tunnel, which is neither a ‘quiet’

wind tunnel nor within an anechoic environment. Hence, the surface pressure signals acquired

from the measurements can be easily contaminated by the wind tunnel background noise (i.e.

wind tunnel fan, blower, etc.), sensor vibration-induced noise, etc., especially at low frequencies.

The low frequency noise contamination can be generally ignored at high velocities, which the

turbulent surface pressure fluctuations are relatively higher than the low frequency background

noise. Increasing the flow velocities to minimize the effect of background noise, however, is not

a reliable approach as it leads to greater measurement error due to transducers sensing area

integration and averaging effects [162], and also will be a hindrance to different engineering

interest. Some researchers have utilized the high-pass filtering to remove the contaminated noise

from the surface pressure signal. This method, however, is not agreeable because not only does it

eliminate the noise but also results in losing the information pertaining to the turbulent energy,

especially concerning the large-scale turbulent structures.

In order to evaluate the quality of the measured data, the background noise of the open jet

wind tunnel has been measured experimentally using the flush surface-mounted transducers

and also with transducers placed in the flow, parallel to the flow direction. It was observed, that

the sound pressure level at the wind tunnel test section at 20 m/s is less than 20 dB in the

frequency band from 100 Hz to 1000 Hz, and even more reduced in frequency above 1000 Hz (up

to 15000 Hz), which is still applicable in the frequency range of interest. The surface pressure

fluctuations results in this thesis are presented only when the pressure signal is at least 10 dB

higher than the background noise.
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3.1.2 Model configurations and instrumentations

Two different experimental test rigs have been designed and manufactured as part of this

project, namely the flat plate model and blunt trailing-edge model. The flat plate test rig is used

for studying the effects of permeable surfaces on boundary layer flow passing over the porous

section. Figure 3.1 shows the schematic of the model, the location of the porous section, and the

instrumentation of the plate. Figure 3.1 shows the test rig placed in the working section of the

open jet wind tunnel. The detail description of the test rig is provided in Chapter 5.

(a) Flat plate model experimental setup

Figure 3.1: (a) Flat plate model, (b) Flat plate model experimental setup in the open jet wind
tunnel and (c) Porous treatments used in the study.
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The blunt trailing-edge test rig was used for studying the effect of porous trailing-edges on

the trailing-edge flow, vortex shedding and the possibility of flow and noise control using porous

treatments. Figure 3.2 provides a schematic of the rig and shows the model placed in the open jet

wind tunnel. The test rig and the results are further discussed in Chapter 6.

(b) Blunt trailing-edge plate model experimental setup

Figure 3.2: (a) Blunt trailing-edge model, (b) Blunt trailing-edge experimental setup in the open
jet wind tunnel and (c) Porous treatments used in the study.

The blunt trailing-edge test rig was also used for studying the effect of porous trailing-edges

on the trailing-edge noise. Figure 3.3 provides the schematic of the test rig placed in the open jet
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anechoic wind tunnel, the location of the far-field pressure transducers and the isometric view of

the contraction nozzle used for the aeroacoustic measurements. The detail description of the test

rig and the acoustic results are further detailed and discussed in Chapter 6.

Figure 3.3: (a) Blunt trailing-edge experimental setup in the anechoic wind tunnel and (b)
Isometric view of the contraction nozzle.

Figure 3.4 shows the instrumentation of the flat plate and blunt trailing edge model, with

and without the porous treatment. The flat plate (Fig. 3.4 (a)) is equipped with a total number of

14 pressure taps to study the static pressure changes over the plate after the porous treatment.

The pressure taps were installed into the 2 mm × 2 mm grooves filled with a resin along

the span and a hole of 0.4 mm was applied on the pressure taps at the middle of the span.

The pressure taps type and dimensions and the calculation of the static pressure coefficient

distribution are given in § 3.2.4. The unsteady surface pressure measurements were carried out

using miniature Knowles FG-23329-P07 pressure transducers. The FG-23329-P07 miniature

transducers (see Fig. 3.11) used are 2.5 mm in diameter and have a circular sensing area of

0.8 mm. The transducers are flush mounted under a pinhole mask of 0.4 mm diameter. A brief

explanation of the technique used is provided in § 3.2.5. The installation of the transducers in the

porous material is a challenging task, influenced by the porous intricate complex structure. Care

should be taken to avoid the unnecessary structural damage within the porous domain during the

transducer installation procedure. The transducer cable is aligned in a way that it gives the least
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intrusive effect on the flow measurements over the porous surface. Two different techniques have

been used to embed the cables in the porous medium, i.e. vertically and horizontally. The results

of the surface pressure fluctuations using both the techniques were found to be very similar.

Thus, to avoid hindrance or obstruction of the flow within the porous section, the transducer

cables were placed horizontally into a 2 mm × 2 mm groove, with minimum damage to the inner

structure of porous samples. The transducers arrangement for the flat plate case (Fig. 3.4 (a))

were concentrated in the middle section of the plate to fully study the effect of turbulent boundary

layer flow interaction with porous surfaces. In the case of blunt trailing-edge plate (Fig. 3.4 (b)),

the transducers were placed close to the trailing-edge (2 % of the fore-body length, Lx), in

order to study the effect of blunt trailing-edge, with and without the porous treatments on the

aerodynamic and aeroacoustic performance.

Figure 3.4: Experimental instrumentation. (a) Flat plate and (b) Blunt trailing-edge and (c)
FG-transducer in porous.
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3.2 Flow and noise measurement techniques

This section summarizes the flow, surface pressure and far-field noise measurement techniques

used in this study. We shall review the operation, calibration and the error analysis of each

measurement technique. A summary of the experiments performed with the measurement

techniques is tabulated in Table 3.1.

Table 3.1: Summary on the measuring techniques used for the investigated cases

Measurement techniques Project/ Test specimens
Flat plate scrubbing Blunt trailing-edge

Force balance - X
Particle Image Velocimetry (PIV) - X

Hotwire anemometry X X
Pressure distribution

measurement
X -

Used to evaluate the permeability value of
the porous material (Chapter 4)

Unsteady surface
pressure measurement

X X

Far-field
noise measurement

- X

3.2.1 Aerodynamic force balance measurements

The aerodynamic lift and drag force measurements were performed in the open jet wind tunnel

for the blunt trailing-edge case. The drag and lift forces were recorded using an AMTI OR6-7-

2000 3-axis force-plate unit. The flat plate setup was mounted on a set of steel extension arms

with a symmetrical tear-drop shape to minimise any additional drag forces acting on the rig.

The force-plate was load tested prior to the experiment. The generated voltage signal from the

force-plate passed through an AMTI MSA-6 strain gauge amplifier and the final data from this

unit was captured using a LabView system. A detailed uncertainty and data independency test

has been conducted and the sampling frequency of 45 Hz with the least uncertainty value [163]

was chosen for all the steady aerodynamic force measurements. Measurements were carried out

for velocities between 6 m/s to 26 m/s wind speed and data have been collected for 30 seconds at

each velocity. The unsteady lift fluctuations measurement, on the other hand, are taken for 3

seconds at each velocity with a sampling frequency of 20 kHz, giving a suitably high Nyquist
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frequency of 10 kHz. The speeds were set such that all data were recorded once the deviation of

the velocity was 0.2 m/s or less. To ascertain the repeatability of the measurements, repeated

tests were conducted and the uncertainty was found to be less than 1%. The drag coefficient (CD)

is calculated as,

CD = D
0.5ρU2∞A

, (3.1)

where D is the force acting on the plate in the streamwise direction and A is the plate plan view

area.

3.2.2 Particle Image Velocimetry (PIV)

The particle image velocimetry (PIV) technique was used to obtain time-averaged flow quantities

over the x− y plane. All measurements were performed in the low turbulence wind tunnel at

the University of Bristol. The FlowSense 4 MP CCD camera was mounted on a traverse system

next to the wind tunnel which is in line with a 210 mm glass window width perpendicular to the

laser sheet, and the experiments were carried out at the midplane of the test specimen bodies. A

schematic overview of an experimental setup is shown in Fig. 3.5.

The time interval and the laser sheet thickness were chosen to attain the maximum amount

of particles in the interrogation window. A dual-cavity laser of 200 mJ Nd:YAG with a wavelength

of 532 nm was used to produce 1 mm laser sheet thickness with the time interval between each

snapshot of 25 µs and repetition rate of 15 Hz to obtain a maximum amount of particles in the

interrogation window, for the blunt trailing-edge cases. A mixed Polyethylene glycol 80 based

seeding with a particle size of 1 to 5 µm was used to seed the flow. The seeding particles are

illuminated twice by the laser sheet, produced by two laser pulses at a time-step of ∆t apart,

when travelling over the plane of interest. The snapshots of the particles during illumination

were captured by the CCD camera at the same time as the laser pulses, where the snapshots are

consist of two images containing the specific particle positioning. In order to acquire the average

particle displacement, the images are divided into various smaller separate segments, which is

also called as the interrogation windows. The average particle displacement is detected through
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Figure 3.5: Schematic overview of the experimental setup for PIV in the low turbulence wind
tunnel using the blunt trailing-edge plate.

a cross-correlation between the two images interrogation windows over the time-step ∆t between

the images. The image windowing and the cross-correlation map principle is shown in Fig. 3.6.

The particle displacement dp is calculated by reorganizing the results achieved in pixels

using the magnification factor. The instantaneous velocity field Up is obtained based on the

fraction of the particle displacement over the time-step between the subsequent images given as,

Up = dp

∆t
. (3.2)

The uncertainty is measured by considering the uncertainty in the subpixel displacements

[164] and was found to be below 1 %. A total number of 1600 image pairs were taken with a

resolution of 2048 x 2048 pixels for each case and used to compute the statistical turbulent flow

quantities. The measurements were made for a field-view (FoV) of 158 mm × 158 mm, which
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Figure 3.6: Image windowing principle.

corresponds to a domain of 7.9h × 7.9h for the blunt trailing-edge case in the streamwise and

vertical directions. The measurements iterative process yields grid correlation window of 16 × 16

pixels with an overlap of 50%, resulting in a final vector spacing of 1.23 mm, corresponds to the

plate thickness of 0.062h for the blunt trailing-edge case. The summary of the parameters used

for the investigated case is summarized in Table 3.2.

Table 3.2: PIV setup parameters

Setup parameters Blunt trailing-edge
Snapshot time interval (∆t) , [µm] 25
Repitition rate, [Hz] 15
Field of view (FoV), [mm2] 158 ×158
Interrogation window (IW), [pixel] 16×16
IW overlap, [%] 50
Spatial resolution, [pixel/mm] 13.11
Vector spacing, [mm] 1.23

3.2.3 Hotwire anemometry

The boundary layer and wake flow measurements were carried out using the single-wire Dantec

55P16 probes, with a platinum-plated tungsten wire of 5 µm diameter and 1.25 mm length,

and cross hotwire Dantec 55P51 probes with 5 µm diameter and 3 mm length platinum-plated

tungsten wires. This gives a length-to-diameter (l/d) ratio of 250 (single-wire probe) and 600
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(cross-wire probe) with good spatial resolution and high-frequency response. In order to minimize

attenuation caused by end conduction effects in hotwires, i.e. convective heat transfer between

the heated wire and the flow, Ligrani and Bradshaw’s [165] proposed that the l/d ratio of hotwire

sensor should exceed 200 (l/d > 200). Ligrani and Bradshaw shows that an insufficient l/d may

cause substantial errors in the measured broadband turbulence intensities. Moreover, insufficient

l/d can also results in the spatial attenuation at all distances from the wall [166], i.e. length scales

of up to λx ≈ 2δ. The Ligrani and Bradshaw’s [165] criterion for l/d > 200 has been complied to

in the present study, which provides sufficient sensitivity in measuring the velocity (mean and

fluctuations) with minimal thermal effects. The probes were operated by a Dantec StramlinePro

frame with CTA91C10 modules. The hotwires used in the study and the schematic of the probe

wires are shown in Fig. 3.7. The signals were low-pass filtered by the StreamlinePro frame with a

corner frequency of 30 kHz before they were A/D converted, with an applied overheat ratio of 0.8

[167]. The calibration of the probes was performed using the Dantec 54H10 type calibrator. The

hotwire probes were installed on a two-axis (x− y) ThorLabs LTS300M traverse system, covering

a 300mm by 300mm domain with a typical minimum positioning accuracy of ±5 µm. The spectral

analysis requires the sampling rate to be at least twice the highest frequency to avoid aliasing,

giving a suitable high Nyquist frequency. The data have been acquired by a National Instrument

9215 type 4-channel module, with a sampling frequency of 40 kHz. The hotwire measurements

were taken for 16 seconds at each location. The boundary layer measurement was repeated three

times at a sampling frequency of 216 for 16 seconds at each location to ensure repeatability. The

sampling parameters chosen were sufficient for convergence of the velocity statistics, power

spectral density, coherence and correlation measurements. The uncertainty of the measured

velocity signals, obtained using the manufacturer’s method [167], were found to be within ± 1%.

3.2.3.1 Hotwire calibration

The calibration process was performed before and after each measurement and the polynomial

constants were averaged prior to the post-processing of the data. Below, we will explain the

calibration process for both the single- and cross-wire probes.
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Figure 3.7: (a) Single wire probe and (b) Cross-wire probe used in the study and the schematic of
the probe wires.

Single-wire calibration and data conversion: The two-point velocity calibration is used

to calibrate the single-wire probe, see Fig. 3.8. Two fixed velocity points, approximately 1.5 m/s

and 50 m/s were used as the setting for the low and high velocity calibration of the free jet.

The calibration forms the relationship between the flow velocity (U) and the voltage output

(E) obtained from the Constant Temperature Anemometry (CTA). The actual conversion of the

voltage to velocity data is achieved via curve fitting over the points (E,U) using Eq. 3.3. The

curve fitting of the calibrated data for a single-wire probe is shown in Figure 3.8.

The curve fitting of the calibrated voltage data is carried out using the Power Law method,

where E2 is plotted as the function of Un in double logarithmic scale, where n can vary to provide

the best curve fit. A set of best-fit parameters must be calculated using the King’s law equation,

E2 = A+B×Un, (3.3)

where A, B and n are the calibration constants, E is the CTA output voltage and U is the velocity.

The standard least square fit is used to calculate the calibration constant.

Cross-wire calibration and data conversion: The two-point velocity calibration and direc-

tional calibration were used to calibrate the cross-wire. The cross-wire probe (i.e. dual-sensor
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Figure 3.8: (a) Curve fitting of the single-wire calibration data, (b) hot-wire calibrator (single
hot-wire probe)

probe) provides the individual directional sensitivity coefficients which are the yaw factor k for

the sensors. The yaw coefficients, k1 and k2 are then used to break down the calibration velocities,

Ucal1 and Ucal2 into the actual flow velocity components, U and V . In order to calculate the

average yaw factors for the two sensors of the cross-wire, the probe was rotated using the rotation

unit in which the calibration is performed through the crossing point of the wires perpendicular

to the wire plane. Figure 3.9 refers to the yaw calibration voltage results obtained from the

directional calibration.

A maximum angle of αmax=45◦ was taken in the experiment between the probe axis and the

velocity vector. The probe was rotated from −45◦ to +45◦ to obtain the voltages from the two

sensors. The sensitivity factors for the two sensors are then calculated via averaging the k1

and k2 values. This yaw factor acquired will be applied in the data conversion to obtain the

velocity components, U and V . The decomposition of the cross-wire probe voltages into the

velocity components, U and V was computed together with the yaw factors. Firstly, the calibrated

velocities of Ucal1 and Ucal2 are calculated using the linearisation functions for both sensor 1 and

2. Next, the velocities U1 and U2 in the wire coordinate system is calculated using,
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Figure 3.9: (a) The yaw calibration voltage results obtained from the cross-wire probe, (b) hot-wire
calibrator (cross-wire probe).

k2
1 ×U2

1 +U2
2 = 1

2
× (1+k2

1)×U2
cal1,

U2
1 +k2

2 ×U2
2 = 1

2
× (1+k2

2)×U2
cal2.

(3.4)

The velocities, U and V in the probe coordinate system was then calculated using,

U =
p

2
2

×U1 +
p

2
2

×U2,

V =
p

2
2

×U1 −
p

2
2

×U2.

(3.5)

The hotwire signal digitization results is N statistically independent sample distribution. The

mean value of the U and V is evaluated by averaging of the velocity signals u(t) and v(t) as,

U = 1
N

N∑
i=1

u,

V = 1
N

N∑
i=1

v.

(3.6)

The velocity fluctuations, u
′
(t) and v

′
(t) are computed by subtracting the mean component of the

velocity signals U(t) and V (t) as,
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u
′
(t)= u(t)−U ,

v
′
(t)= v(t)−V .

(3.7)

The root mean square (RMS) of the velocities components and the Reynolds shear stress have

been calculated as,

Urms =
√√√√ 1

N

N∑
i=1

(u′)2 ,

Vrms =
√√√√ 1

N

N∑
i=1

(v′)2 ,

u′v′ = 1
N

N∑
i=1

u
′
v
′
.

(3.8)

Note that the measurements from the two wires of the cross-wire are taken to be simultaneous,

which is assumed to neglect the small time lag during the A/D data transfer.

3.2.4 Pressure distribution measurements

The static pressure measurements were performed using a 32 channel Chell MicroDaq Smart

Pressure Scanner, shown in Fig. 3.10. The static pressure tappings were made from 1.6 mm

diameter brass tube with 0.4 mm surface diameter holes, which were drilled normal to the plate

surface in order to avoid any aerodynamic interference between the pressure taps. The pressure

tappings were connected to the MicroDaq pressure scanner using 0.8 mm internal diameter of

PVC tubing. The scanner is able to measure the pressure difference of up to 1 Psi, with the system

accuracy of ± 0.05% full-scale. The static pressure data for the flat plate test rig was acquired for

60 seconds, with a sampling frequency of 500 Hz. The accuracy of the pressure measurements

carried out for the flat plate scrubbing case was below 5 Pa. The static pressure coefficient is

calculated using,

Cp = pi − p∞
1
2
ρ∞U2∞

= pi − p∞
po − p∞

, (3.9)
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where pi is the measured static pressure at the ith location along the plate, p∞ is the free-stream

static pressure and po is the stagnation pressure.

Figure 3.10: MicroDaq pressure scanner used for flat plate scrubbing configuration

3.2.5 Unsteady surface pressure measurements

To achieve a better understanding of the boundary layer flow characteristics, surface pressure

fluctuation measurements have been performed using an array of miniature Knowles FG-23329-

P07 transducers. These miniature transducers, shown in Fig. 3.11 have regularly been used in

aeroacoustic applications, particularly for boundary layer surface pressure measurements [168,

169], due to their small size and good frequency response.

Figure 3.11: GRAS 40PL transducer, FG-23329-P07 transducer and FG-23329-P07 transducer
with pinhole cap
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It is known that at high frequencies, where the acoustic wavelength is smaller than the

transducer sensing area, the measurement errors may arise due to the spatial integration of the

pressure fluctuations [170]. In order to eliminate the errors present in the wall pressure spectrum

measurement, a small-sized pinhole transducer sensing area is employed. The both test-rigs, i.e.

flat plate and blunt trailing-edge plate, used in the study are instrumented with flush mounted

miniature Knowles-transducers under a pinhole mask of 0.4 mm diameter. The geometrical

dimensions of the pinhole configuration are chosen from a series of test based on its diameter and

length of the pinhole to ensure the resonance frequency associated with the pinhole design does

not affect the measurements within frequency range of interest. The desired resonance frequency

is set out to be greater than 20 kHz, which is outside the frequency of interest. An illustration

of the transducer arrangement with the pinhole mask is shown in Fig. 3.12 and the frequency

response (amplitude and phase) from the transducers with and without the pinhole is shown in

Fig. 3.13.

According to the studies carried out by Gravante [171], to avoid attenuation due to the pinhole

size, the pinhole nondimensional diameter (d+=d uτ/ν), i.e. uτ is the friction velocity and ν

refers to the kinematic viscosity, should be in the range of 12 < d+ < 18 for frequencies up to

f + = f ν/u2
τ = 1. The pinhole diameter (d) to the wall unit ν/uτ ratio, i.e. d+=d uτ/ν, determines

the significance of the pressure fluctuations attenuation. The pinhole mask used for the current

study for the free-stream velocity of 20 m/s, gives a non-dimensionalized diameter, d+ ≈ 12

for flat plate scrubbing case and a diameter range of 12 < d+ < 19 for blunt trailing-edge case,

which is close to the pinhole diameter suggested by Gravante. The uncertainty obtained from the

surface pressure measurements were found to be within ±0.5 dB with 99% of confidence level.

The data have been acquired using a National Instrument PXle-4499, with a sampling rate of

204.8 kHz. The surface pressure data have been collected using a sampling frequency of 216 Hz

and measurement time of 32 seconds. The uncertainty of the surface pressure data due to the

statistical convergence error [168] is calculated by dividing the pressure time series data to a

sequence of records. A total of 2048 records were applied and the uncertainty value calculated

is about 2.2 % (1/
p

NT , NT is the number of records used). The transducers are arranged in

the form of an L-shaped array in the streamwise and spanwise directions (see Fig. 3.4). The

56



3.2. FLOW AND NOISE MEASUREMENT TECHNIQUES

transducers located in the spanwise direction will be used for the calculation of the spanwise

coherence and length-scale of boundary layer structures, while the transducers employed in the

streamwise direction provide information on the evolution of the turbulence structures as they

move downstream towards the trailing-edge and their convection velocity. The detailed locations

of the pressure transducers on the test specimens will be further deliberated in Chapters 5 and 6.

Figure 3.12: (a) Schematic drawing of the in situ sensing configuration (b) Dimension of the
pinhole and transducer configuration
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Figure 3.13: The frequency response ((a)amplitude and (b) phase) from the transducers with and
without the pinhole
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3.2.6 Far-field microphone measurements

To achieve a better understanding of the effect of the porous treatment on the radiated noise

from the blunt flat plate, far-field noise measurements have been performed using an array of 23

GRAS 40PL free-field microphones, with a frequency range of 10 Hz to 20 kHz and a dynamic

range of 142 dB. The GRAS 40PL microphones exhibit a flat frequency response, with variation

of ±1 dB for frequencies from 10 Hz to 10 kHz, which covers the frequency range of interest in

the present study. The microphone array in the anechoic chamber was placed 1.75 m from the

plate trailing-edge, which covers the polar angle range of 25◦ to 135◦, with a regular interval

of 5◦. The microphones were assembled using mounting clips on an aluminium arc array. The

microphone array arc was attached directly to the ceilings of the acoustic chamber. In order

to accommodate acoustics measurements of bodies with different dimensions, the aluminium

microphone arc was designed such that it can move along the axial distance of the nozzle. The arc

was covered with 50 mm thick pyramid profiles acoustic foam insulation to prevent reflections

from the aluminium surface underneath from reaching the microphones. Great care was taken

to ensure that the expanding jet does not impinge upon the microphones. The GRAS 40PL

microphone was connected to a 15 m coaxial SMB (SubMiniature version B)-BNC (Bayonet

Neill–Concelman) cable with an excellent electrical performance from DC to 4 GHz, and the

voltage signals were transmitted to the National Instrument PXle-4499 data acquisition system.

A schematic of microphone assembly and the hardware support is shown in Fig. 3.14.

Figure 3.14: Far-field microphone setup
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The acoustic data have been acquired using a National Instrument PXle-4499 with a sampling

rate of 204.8 kHz. The far-field measurements have been carried out with a sampling frequency

of 216 Hz and measurement time of 32 seconds. The uncertainty of the pressure data due to the

statistical convergence error [168] is calculated by dividing the pressure time series data to a

sequence of records. A total of 4096 records were applied and the uncertainty value calculated

is about 1.6 % (1/
p

NT , NT is the number of records used). A schematic diagram of the acoustic

experimental setup for the far-field measurements using a blunt flat plate is shown in Chapter 6.

3.2.7 Surface pressure transducer calibration

The FG-23329-P07 transducers were calibrated in situ against a GRAS 40PL reference transducer,

whose sensitivity was known to within a very small tolerance, with an almost flat frequency

response up to 10 kHz, and uncertainty level of ±1 dB. The calibration process involves the

simultaneous measurement of the white noise with the flush-mounted FG-transducer and the

reference GRAS-transducer (i.e. both the transducers are exposed to the same white noise signal).

Figure 3.15 shows the calibrator design used to acquire the sensitivity and the transfer function

values of the FG-transducers.

Figure 3.15: In situ FG-23329-P07 calibration device

The calibrator is made out of a cone with a long steel pipe connected to a loudspeaker. Plane
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waves form in the long steel pipe when a white noise is fed into the pipe using the speaker, through

the cone. The pipe is composed of a length (l t) of 120 mm and a diameter (dt) of 10 mm. In order

to assure a plane wave propagation through the whole channel, the cone was manufactured

with the smallest angle possible. The plane waves develop in the pipe in the acoustic range of

kdt/2< 1.84, where k = 2π f /c is the wavenumber term [172]. In the present work, the plane waves

can develop of up to 20 kHz, which is beyond the frequency range of interest. The polyurethane

foam was used to fill the cone cavity to ensure the attenuation of any possible higher order modes

and to eliminate the effects of any external noise. The end of the steel pipe was connected by a

small transducer holder to allow both of the transducers to be held at equal distances from the

central axis of the cone, with an extension tube for acoustic termination. A silicon tube with a

length of ≈ 3mm is used to enable a smooth transmission of pressure waves to the flush mounted

microphone. Note that, standing waves will form in the pipe as a result of the acoustic excitation.

The nodal frequency of the standing waves is given as fn = nc/4l t, where n is the number of the

acoustic mode and c is the speed of sound. Based on the configuration used in the present work,

the first acoustic mode is found at about fn ≈ 715 Hz, its harmonics can be seen at fn = n.715 Hz.

The sound field inside the pipe is well defined by the geometry constraints (dt,l t), and also the

properties of the speaker. In order to ensure the repeatability of the calibration, the calibration

procedure has been carried out in-situ, before and after each measurement. The calibration

method employed follows the procedure documented by Mish [173], and an illustration of this

method is shown in Fig. 3.16.

Figure 3.16: Transducer calibration procedure, (a) Speaker response measurement using GRAS
transducer, (b) FG-23329-P07 transducer frequency response calibration
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The surface pressure FG-23329-P07 transducer calibration method are performed to obtain (a) the

speaker response using the GRAS transducer and (b) the frequency response of the FG-23329-P07

transducer. The detail description of the procedure is provided below.

(a) Speaker response measurement using GRAS transducer: In order to measure the

speaker response (Sp( f )), a simultaneous measurement of the white noise source,V a
1 (t) and the

GRAS transducer output signals, V a
2 (t) was performed. Since the broadband sensitivity, SGRAS

of the GRAS transducer is known, the output signal from the speaker, PSp (t) can be calculated

from,

PSp (t)= V a
2 (t)

SGRAS
[Pa]. (3.10)

The speaker response, Sp( f ) can then be calculated in the frequency domain from,

Sp( f )= E[PSp ( f ) ·V a
1 ( f )]

E[V a
1 ( f ) ·V a

1 ( f )]
=

GV a
2 V a

1

GV a
1 V a

1

· 1
SGRAS

[Pa
V

]
, (3.11)

where E is the expected operator value, G is the cross- spectrum between the two signals (V a
1

and V a
2 ).

(b) FG-23329-P07 transducer frequency response calibration: In order to measure the

frequency response of the surface pressure FG-23329-P07 transducer, a simultaneous measure-

ment of the white noise source,V b
1 (t) and the FG-23329-P07 transducer output signals, V b

2 (t) was

conducted. The speaker and FG-transducer frequency response can be measured from,

Sp( f ) ·SFG( f )= E[V b
2 ( f ) ·V b

1 ( f )]

E[V b
1 ( f ) ·V b

1 ( f )]
=

GV b
2 V b

1

GV b
1 V b

1

. (3.12)

Since the output of the speaker response is known from Eq. 3.11, the FG-transducer frequency

response can be evaluated from,

SFG( f )=
GV b

2 V b
1

GV b
1 V b

1

·
GV a

1 V a
1

GV a
2 V a

1

·SGRAS

[
V
Pa

]
. (3.13)

61



CHAPTER 3. DESCRIPTION OF EXPERIMENTS

The calibration procedure detailed above provides the amplitude and phase calibration informa-

tion for each embedded FG-23329-P07 transducer used in our experiments, which will then be

employed in the surface pressure fluctuations data processing. Figure 3.17 shows the comparison

of the calibrated transducer sensitivity value and the one described by the manufacturer. The

reliability of the calibration results has been quantified using the coherence and phase spectrum

and also presented in Fig. 3.17. Figure 3.17(c) illustrates that the coherence between the noise

signals and FG signals (black line) is almost negligible. Results have also shown that the coher-

ence is always found to be greater than 0.99 over the whole frequency range (100 Hz-10 kHz),

indicating that the calibration is highly accurate and precise.
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Figure 3.17: Typical (a) broadband sensitivity, (b) the phase spectrum of the FG-flush mounted
transducer, and (c) the coherence function between the white noise, FG and GRAS signals.

3.2.8 Far-field microphone calibration

The GRAS Pistonphone Type 42AA was used to provide an end-to-end mechanical calibration of

the GRAS microphones, see Fig. 3.18. The pistonphone is operated by a battery and produces a

constant sound pressure level of 114 dB with the uncertainty of about ±0.5 dB (under reference

conditions), which induced a pressure of 10 Pa at 250 Hz (or equivalent to 105.4 dB(A)). The

microphone sensitivities for each microphone were acquired by placing the portable pistonphone

directly over the microphone. The pistonphone generates sinusoidal pressure signals using two
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3.2. FLOW AND NOISE MEASUREMENT TECHNIQUES

reciprocating pistons actuated by a rotating cam and have an accuracy of ±0.5 dB at the reference

pressure of 20 µPa [174]. The calibrator produces a time-varying volume displacement in a

small cavity of known volume, relative to the wavelength of sound to ensure a precise sound

pressure level is obtained. The frequency at which the calibrator operates has been limited to

250 Hz, which enables pistonphone to be used at low frequency. The output voltage at 250 Hz

(pistonphone frequency) was computed using the fast Fourier Transform (FFT) and the amplitude

obtained was then used to calculate the microphone sensitivity. The GRAS microphone sensitivity

(SGRAS) is calculated from,

SGRAS = E
20 ·10−6 ·10LC /20 , (3.14)

where E is the output voltage and LC denotes the sound pressure level generated by the piston-

phone. The sound pressure level (LC) consists of a nominal sound pressure level (Ln=114 dB),

the static pressure correction (Lb=114 dB) and the volume correction (Lv). No correction factors

are applied at a static ambient pressure of 101.3 kPa. The pressure correction Pcorr in decibels

can be found from,

Pcorr = 20 · log10

(
Pa

Pr

)
, (3.15)

where Pa is the current ambient pressure and Pr is the reference pressure at 101.3 kPa. The

corrections for ambient pressure can be made using Barometer ZC0002K when necessary (see

Fig. 3.18).

Figure 3.18: GRAS 40PL calibration device
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3.3 Estimation of the power spectrum

One of the classical ways to estimate the power spectrum is by using the Fourier transform

method. This method is only effective with the measurements involving one frequency and the

method is prone to bias and variance with the measurements with more frequencies. In order to

minimize the bias and variance, the measurement data can be divided into overlapping sequences

and the estimated ensemble averages of the data can be obtained using the Fourier transform,

which is also referred to as the Welch’s method [175]. The power spectral density using the

Welch’s method is generally more accurate for statistical estimates than the Fourier transform

method and can be found from,

P̂W (e jω)= 1
KLU

K−1∑
i=0

∣∣∣∣∣L−1∑
i=0

w(n)x(n+ iD)e− jnω

∣∣∣∣∣
2

(3.16)

where P̂W (e jω) is power spectrum estimate, U = 1
N

N−1∑
n=0

|w(n)|2 and w(n) is the data for windowing

process used to modify each data sequence. The length L is the overlapping D points with the

successive sequence. K refers to the number of sequences needed to cover all the data points for

N total data points, j denotes the imaginary unit and e jω indicates the frequency in units of π.

The quality of the signals obtained can be improved using windowing. The windowing,

in principle, reduces the amplitude of the discontinues of each finite sequence. Windowing

is computed by multiplying between the time sample record (finite window length) with an

amplitude which diverges gradually towards zero at the edges (end-points). This enables the

generation of a continuous waveform without any sharp transitions. There are different types

of window functions, namely the Rectangular, Hamming, Hanning and Blackman windows, etc.

Each window has its own advantageous and disadvantageous based on the signals collected.

For instance, the rectangular window may lead to a spectral leakage and although the spectral

estimates for the Hamming and Hanning windows are almost identical, the Hamming window

exhibits greater weight to the edge points [176], etc. In the present study, the Hamming window

function has been chosen to be integrated into the estimation of the power spectrum using

the Welch’s method. The Hamming window function provides a better accuracy closer to the

frequency limits region of the power spectrum compared to that of the rectangular window and
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therefore, more precise power spectrum estimates can be obtained [177]. In order to obtain the

energy frequency spectra at different boundary layer and wake locations, the Welch’s power

spectral density [175] with a Hamming window function was performed on the time-domain

data for segments of equal length with 50% overlap. The number of segments is chosen such

that it provides us with the desired frequency resolution. The frequency resolution for both the

experiments are given in Chapters 5 and 6.

3.4 Estimation of experimental uncertainty

The uncertainty analysis of the experimental measurements provides a rationale and reasonable

statistics in ascertaining quality data. Experimental errors can arise from the fixed or bias error

(e.g., calibration error, etc.) and the variable or random error (e.g., electronic noise, etc.). As for the

data acquisition for the actual data, the data uncertainty analysis must also be repeated several

times to ensure its repeatability. A more accurate approach using the Kline and McClintock [178]

and Bootstrap analysis [179] methods have been applied in this work to estimate the uncertainties

involved in the present experimental results.

3.4.1 Kline and McClintock method

According to Kline and McClintock [178], the uncertainty is a ‘possible value the error might

have’. The uncertainty can be calculated by analyzing the partial derivative of the function that

relates an unknown dependent variable (Z) to the independent variables (X,Y), expressed as,

Z = f (X ,Y ). (3.17)

The maximum uncertainty is then calculated by adding all the uncertainty terms given by,

∂Z =
√√√√(

∂ f
∂X

∣∣∣∣
Y
∂X

)2

+
(
∂ f
∂Y

∣∣∣∣
X
∂Y

)2

, (3.18)

where ∂X , ∂Y and ∂Z are the uncertainties with respect to the variables X, Y and Z, respectively.

The values of ∂X , ∂Y and ∂Z are determined from any single or repeated observations, calibrated

data, instruments specifications or judgement based on experience. An example of the derivation
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using this method is provided in § 4.3.3.1 for the calculation of the uncertainty of the permeability

coefficient.

3.4.2 Bootstrap algorithm method

The bootstrap algorithm technique proposed by Efron [179], has also been used in the present

uncertainty measurements, especially to determine the sampling frequency and sampling time

in § 3.2.1. The bootstrap method estimates the probability density function (PDF) of the statistical

data using random sampling method and measures its accuracy in terms of the error prediction,

confidence intervals, bias and variance. The bootstrap estimation works in following way.

i. A bootstrap sample X = (X1, X2, ..., XN ) is obtained randomly resampling the original data

x1, x2, ..., xN , with replacement of N times. This approximation is done according to Monte

Carlo [180] method by repetitively resampling from the original data in order to obtain the

desired accuracy.

ii. The distribution of the bootstrap sample FN is assumed to be very close to the real distribu-

tion F. This is true since each element of the new sample X i has probability N−1 equal to

any of the elements of the original sample xi.

iii. We resample data from the empirical distribution FN , FN is known to approach F as

N −→∞.

iv. The bootstrap algorithm resampling process is repeated by a large number of times B and

therefore, the B bootstrap samples of X1, X2, ..., X B are generated, each of size N.

v. The bootstrap sample mean, X N is then calculated for each X B from,

X N = 1
N

N∑
i=1

X i. (3.19)

vi. A schematic representation of the bootstrap process is presented in Fig. 3.19.
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Figure 3.19: Estimation of the standard error of the sample mean using Bootstrap process.
The bootstrap samples (X1, X2, ..., X B) are obtained from the original data x = x1, x2, ..., xN . The
bootstrap replications (X

1
, X

2
, ..., X

B
) are calculated from the bootstrap samples.

vii. The distribution of the mean from the calculated B bootstrap approximation of the mean is

found from,

X
. = 1

B

B∑
i=1

X N , (3.20)

where X
.

is the bootstrap mean. The estimation of the standard deviation σ̂boot of the

bootstrap distribution can be obtained from,

σ̂boot =
1p

B−1

( B∑
i=1

(X
i − X

.
)2

)1/2

. (3.21)

The probability density function (PDF) is then evaluated by estimating multiple samples of data

using the mean value of the measurement data, and the uncertainty interval can then be defined

such that the area under the probability density function is 0.95 (95% uncertainty interval).

An example of the bootstrap uncertainty analysis in determining the force balance sampling

frequency in § 3.2.1 is provided in Fig. 3.20.

The force balance test have been carried out using different sampling frequencies from 15 Hz

to 100 Hz with the incremental of 5 Hz. The PDF of the actual signals x, bootstrap mean X
.
and

the bootstrap standard deviation σ̂boot are shown in Fig. 3.20 (a), (b) and (c), respectively. The

results in Fig. 3.20 show that the maximum fractional error in mean and standard deviation at

95% confidence is about 2σ=±1.1827% and ±2.2578%, respectively. It can be said that the PDF of

the variable x of the sampling frequency at 45 Hz, does follow a normal distribution with 95%

confidence uncertainty interval.
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Figure 3.20: Probability density function of bootstrap uncertainty analysis obtained for force
balance sampling frequency (§ 3.2.1). (a) PDF of signal, (b) PDF of bootstrap mean and (c) PDF of
bootstrap standard deviation.

3.5 Summary

This chapter summarized the description of experiments including the experimental setup, mea-

surement techniques and instrumentation implemented in the present study. There are several

different experiments conducted in the present study, hence the implementation of each of the

measurement techniques for each of the experiments is reported in detail in Chapters 5 and 6,

respectively. The experimental design to characterize the porous materials is briefly explained

and reviewed in Chapter 4. This chapter also introduces all the measurement techniques being

used namely, the force balance, Particle Image Velocimetry (PIV), Hotwire anemometry, steady

and unsteady surface pressure measurements and the far-field noise measurement. The uncer-

tainty analysis for each method used have also been included in this chapter. The experimental

campaign conducted in different wind tunnel facilities using different measurement techniques

and how the experimental design relates to the research objectives is summarized in Table 3.3.

68



3.5. SUMMARY

Table 3.3: Summary of the experimental measurements taken in this study.

Experiment Facility Measurements Research objectives
Experiment 1:

Boundary layer
flow interaction

with a permeable
wall

Test-rig:
Flat plate

Open jet
wind tunnel

Hotwire boundary layer
and wake velocity

Steady and unsteady
surface pressure

Velocity-pressure
coherence

and correlation

To investigate the
flow field manipulation

and boundary layer
modifications on the noise
producing flow structures
as a result of the porous

treatment and their
potential implications
on noise generation.

To demonstrate the
aerodynamic and the

associated noise control
of porous treatments.

Experiment 2:

Bluntness Flow
and Noise Control

Using Porous
Treatments

Test-rig:
Blunt

trailing-edge

Low
turbulence

wind tunnel

Particle Image
Velocimetry

(PIV)

Open jet
wind tunnel

Force balance

Hotwire boundary layer
and wake velocity

Surface pressure

Velocity-pressure
coherence

and correlation
Open jet
anechoic

wind tunnel
Far-field noise
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4
POROUS MEDIA CHARACTERIZATION

A
s discussed in Chapter 2, the use of porous foams for passive or semi-active control of

flow-induced noise and vibrations, i.e. controlling the flow and noise simultaneously, has

been shown to be quite effective. However, to optimize the flow/noise control, it is crucial

to better understand the physics of flow transport through porous materials for different aero-

structures by carrying out a systematic set of experimental and theoretical studies. The intricate

structures of the porous materials, owing to its large surface area to volume ratio and the effect of

permeability, make them useful for a wide range of engineering applications, such as aerospace,

chemical, energy, etc. This chapter reviews and discusses the various factors influencing the

flow control using porous media, including the porosity, permeability and the surface roughness.

Section 4.1 outlines the general framework of the fundamentals of porous materials. Section 4.2

discusses the computed tomographic scanning methods for the measurement of the porosity of the

samples. Section 4.3 discusses the methods used to measure the permeability and characterizes

the interrelationship between the porosity and the permeability of the material. Section 4.4

reviews the method used to evaluate the surface roughness profile of the porous materials. These

parameters will provide additional information towards a better understanding of the material

properties and their influence on the fluid flow and porous interaction and flow induced noise

generation and control.

71



CHAPTER 4. POROUS MEDIA CHARACTERIZATION

4.1 Porous Structure: Theory and Fundamentals

Porous materials can generally be categorized into two main types, namely the open- and

closed-pore porous materials, with various shapes and sizes. The open-pore porous materials

is distributed within the solid form of pores or cavities which exhibits an interconnected open

channels structure, i.e. allowing access of external fluid into the porous media. The closed-pore

materials, on the other hand, contain pores that are completely isolated from the external

surface, i.e. not allowing access of external fluid into the porous media. The porous media used

in the present study are all of open-pores type, which can potentially controls all relevant

physical and chemical properties as well being a medium for fluid flow transport processes in the

porous substrate. Figure 4.1 shows the structure of a porous material with different shapes, i.e.

cylindrical open, cylindrical blind, ink bottle shaped, funnel shaped and roughness and fluid-flow

accessibility including the open and closed pores, blind pores and through pores.

Figure 4.1: Connected pores allowing fluid to flow [181].

There are different types of open-cell foam material manufactured commercially, which

include rigid polyurethane foams, uncompressed aluminium metal foams, felt materials, etc.,

suitable for a variety of engineering applications. In the present study, five uncompressed metal

foams with the PPI (pores per inch) of 25, 35, 45, 50 and 80 have been chosen and are used
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selectively depending on the different investigated applications. The pictures of the porous

materials used are shown in Fig. 4.2.

Figure 4.2: Photographs of different type of porous materials.

The pore size is a property of major attention in the practical application of porous materials.

However, it is quite difficult to precisely define this complicated structure as it usually comprises

of highly irregular, complex geometrical shape (i.e. cylindrical pores, conical pores, slit-shaped

pores and etc.). As a simple method, the pores dimension can be defined using the diameter of the

pores, and the pore size regimes can be described following the definitions adopted in the IUPAC

(International Union of Pure and Applied Chemistry) [182]. The three types of pore regimes with

their generic diameters are defined as follows:

• Micro-pores: diameters smaller than 2 nm and can be used for an activated transport or

micro-pore diffusion mechanism [182],
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• Meso-pores: diameters in the range between 2 and 50 nm and dominated by Knudsen

diffusion, surface diffusion and capillary condensation [182],

• Macro-pores: diameters larger than 50 nm and often influenced by bulk diffusion and

viscous flow transport mechanisms [182].

As for the present study, the porous materials are of rigid structure with regular round pores.

The porous material properties can be classified using the macroscopic parameters (macro-pores),

which is governed by the geometrical and mechanical properties of the material, namely, porosity,

air flow permeability, tortuosity, thermal permeability, viscous characteristics, thermal viscous

characteristics, surface roughness, etc. [183]. The definitions and descriptions of the porous

material properties are as follows:

• The volume porosity (ϕ): The ratio between the pores volume to the overall total volume,

• The air flow permeability (κ): The capacity of the porous medium in allowing fluids to

penetrate/permeate through it,

• The tortuosity (τ): The ratio of the effective flow length though pores to the minimum length

of the flow inlet and outlet,

• The thermal permeability (κ
′
): The thermal analogue to the dynamic viscous permeability,

• The viscous characteristic dimension (λ): The irregularity of the pore cross-section,

• The thermal viscous characteristic dimension (λ
′
): The high-frequency behaviour of the

pores compressibility,

• The surface roughness (Ra): The divergence of the normal vector direction of a surface from

its ideal form.

It is known from prior experimental [184, 185] and computational [80, 186] works that the

effectiveness of porous materials as a flow control technique depends heavily on their porosity

and permeability coefficients. Since it is proven that the porosity, ϕ and the air flow permeability,

κ are the properties of major importance that will significantly affect the flow structures, these
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parameters will be used to describe the porous materials in the present thesis. Additionally, the

surface roughness (Ra) of the open-pore porous substrates are also being investigated as another

parameter which can potentially affect the flow structures. The other parameters highlighted

above, such as the tortuosity (τ), thermal permeability (κ
′
), viscous characteristic dimension

(λ) and thermal viscous characteristic dimension (λ
′
), have not been used as they are of minor

importance for the aerodynamic and aeroacoustics studies presented in this thesis. The porosity

(ϕ), the air flow permeability (κ) and the surface roughness (Ra) of all the porous materials have

been investigated and are further discussed in the next sections.

4.2 Volume Porosity

Porosity is a basic geometric property of a porous material and is a measure of the proportion

of the total volume of the material occupied by pores [187]. Despite its simple definition, the

accurate measurement of the porosity is not easy. There are numerous 2D and 3D imaging

techniques that can be used to evaluate the porosity of porous materials. For instance, the 2D

methods include the scanning electron microscopy (SEM), transmission electron microscopy

(TEM), optical light microscopy (OM), energy dispersive X-ray spectroscopy (EDX), focused ion

beam (FIB) and field emission scanning electron microscopy (FESEM). The 3D methods include

the atomic force microscopy (AFM), nuclear magnetic resonance (NMR) and the X-ray computed

tomography scanning. With the use of 3D measurement techniques, it is possible to investigate

the three-dimensional volume of the porous material with very high resolution and thus, the inner

structure of the porous samples. In the present study, a Computed Tomography (CT) scanner

with high precision has been used to evaluate the porosity of the samples.

4.2.1 Theory and principle of Computed Tomographic Scanning

The porosity study was carried out using a Nikon XT H 320 LC computed tomography scanner.

The principle of the Computed Tomography scan method used for porous sample scanning is

shown in Fig. 4.3. A number of X-ray radiographs projection images were taken at different

projection angles through the porous sample, as seen on a detector. The X-ray beam energy
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attenuation relies upon the density and the thickness of the porous sample in the direction of

the beam and the attenuation behaves exponentially in nature in relative to the thickness of the

porous sample. This can be simply represented mathematically as [188];

I = I0 exp (−µxtx), (4.1)

where I is the X-ray beam intensity passing through the porous sample, I0 is the X-ray beam

energy at the source, µx is the linear attenuation coefficient of the porous sample and tx is the

porous thickness in the direction of the X-ray beam.

Figure 4.3: Computed tomography scanning principle used for porous sample scanning.

The net intensity I of the X-ray beam appeared from the porous sample along the beam

direction is represented by the gray level value of each pixel in every single projection image. The

2D projection images which consist of the X-ray attenuation information through different voxels

at the various direction of the porous sample are integrated together in order to reconstruct

the 3D volume of the porous sample, using the filtered back-projection technique [188]. The

rebuilt 3D volume is then considered as a stack of porous images, in which each of the images
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is associated with a finite thickness equal to the voxel size. The 3D data obtained are then

partitioned into multiple segments with different sets of pixels. The image segmentation provides

simplified representation of an image, where each of the pixels in the image shares certain similar

features, such as the intensity, texture or colour, and the threshold value attained is used for

further data analysis.

4.2.2 Porous sample and CT scanning details

In the present work, the porous samples with a volume of 50 mm × 50 mm × 15 mm were used

in order to acquire higher magnification results with greater voxel scanning resolution. The

porosity inspections were carried out on 225 kV module reflection X-ray source with a minimum

achievable spot size of about 3 µm, using a tungsten target and a flat panel detector. The X-ray

voltage was set to 90 kV , while the X-ray current was set to 125 µA, for all porous samples (25,

35, 45, 50 and 80 PPI). A total of 2000 projections were taken, averaging over four frames per

projection with 500 ms image exposure. All the data obtained were then visualized and analyzed

using the Volume Graphics (VGStudio MAX 2.2) software. Specifically, the ‘defect detection’

module was used for the porosity voids calculation. A 35 µm of voxel resolutions is used in each

set of test. The data recorded by the CT-scan is presented in a voxel data set, which obtained in a

stack of gray scales images. A gray level histogram illustrates the number of pixels of an image

that shares the same gray level with one another and this information is used to calculate the

threshold value of the porosity data. The threshold value chosen is important in determining the

porosity value. For instance, poor quality data due to defective or overzealous data processing

may lead to increase in the user bias during thresholding. It was observed that the change in

the porosity value at smaller voxel size (3 µm to 35 µm, higher scan resolution), i.e. 3 µm is the

minimum voxel size, is about 1-2% whereas the porosity value changes by 4-5% with the larger

voxel size (≥ 35 µm, smaller scan resolution). In other words, the discrepancy in the porosity

value obtained is higher at lower scan resolution. The data segmentation probability threshold

value is set to 1.0 for the computation of the porosity value. The porous image stack is represented

by the grey value between air and metal and is shown in Fig. 4.4.
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Figure 4.4: Histograms of grayscale values of porous specimens cross sections from micro-CT
images.

4.2.3 Data analysis and porosity values

The selection of the volume region is important for the accurate estimation of the porosity of

the porous samples. In order to avoid the effect of background volume (i.e. resulting in easier

distinction of the porous voxels from the background) and to reduce the effects of changing the

volumetric region (i.e. various properties of the voxels in the selected volume) in different scans

on the calculated porosity value, a regular common volume within the porous sample is chosen to

realize the porosity calculation. Figures 4.5 to 4.9 show the selected volume for porosity analysis

in three different porous slice views (top, front and side views) and also with its 3D volume

structure. The porosity is then calculated as,

ϕ= VV

VT
, (4.2)

where ϕ is the porosity, VV is the volume of void space and VT is the total volume of the sample.

The porosity values for all the porous materials used in the present study is shown in Table 4.1

as part of the overall discussion in § 4.3.3.1. The results obtained indicate that the 25 PPI porous

sample, with largest pore diameter, has the highest porosity value of 90.92%, while the 80 PPI

porous sample, with smallest pore diameter, has the lowest porosity value of 74.76%.
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Figure 4.5: Porous 80 PPI selected volume for porosity analysis.

Figure 4.6: Porous 50 PPI selected volume for porosity analysis.
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Figure 4.7: Porous 45 PPI selected volume for porosity analysis.

Figure 4.8: Porous 35 PPI selected volume for porosity analysis.
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Figure 4.9: Porous 25 PPI selected volume for porosity analysis.

4.3 Air Flow Permeability

The permeability (κ) is a measure of the ease with which fluid can flow through the porous

medium [187]. It simply measures how effortlessly liquid moves through a permeable porous

material. It can also be inferred as the conductivity of a porous medium with respect to the fluid

flow [189]. This intrinsic characteristic of porous media, however, is greatly dependent on the

material porosity (size and shape of the pores). In what follows, the methods used to measure the

permeability of the porous materials will be briefly discussed.

4.3.1 Permeability experimental setup

A permeability test-rig was designed and built to measure the permeability of each porous

material used in this study. The permeability rig is comprised of a 2.5 m long tube, with a square

section, equipped with static and dynamic pressure taps, with the porous sample being placed

1.2m from the inlet as shown in Fig. 4.10 (a). Experiments were performed on porous sample
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inserts of 80 × 80 mm cross-sectional area and thickness of 10 mm and were retained firmly

inside the tube. Static pressure taps were flush mounted on the inner surface of the apparatus,

perpendicular to the airflow, either side of the porous sample, see Fig. 4.10 (b). In principle, the

flow will accelerate as it penetrates into the porous medium due to the reduction in the effective

cross-sectional area of the channel and thus, the fluid velocity will decrease as it leaves the

porous medium due to the pressure drop experienced by the flow. The static pressure taps are

placed at a distance of 50 mm on both sides of the porous samples to minimize errors due to the

flow acceleration and deceleration near the porous section. Additional static pressure ports and

pitot-tube were mounted inside the channel in order to measure the Darcy velocity (i.e. flow per

unit cross sectional area of the porous medium) within the channel. The pressure measurements

were obtained using the MicroDaq Smart Pressure Scanner-32C (see § 3.2.4) with an accuracy

output of ± 0.05% full-scale.

Figure 4.10: Experimental setup of the measurement of air flow permeability κ of porous material.
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4.3.2 Theory of permeability

The foundation of the theory describing the flow through porous media was levied by Henry Darcy

[115] through his well-established Darcy’s law, based on the work on the water flow through

beds of soils. Darcy’s law clearly states that the pressure drop per unit length for the flow of a

fluid through a porous medium is directly proportional to the fluid-flow velocity and inversely

proportional to the permeability of the medium. Krüger [190] later added that the fluid flow

through porous media is also proportional to the dynamic viscosity of the flow. The quantities

used in the equations of permeability based on Darcy’s law is shown in Fig. 4.11.

Figure 4.11: Definitions used in the equations of permeability (Eq. 4.3).

Darcy’s first fundamental equation is expressed as,

Q = −κ A ∆p
µ L

, (4.3)

where Q is the volumetric flow rate, ∆p is the pressure drop across the sample, L is the thickness

of the sample, defined as the distance travelled by the fluid, κ is the material permeability, A is

the cross-sectional area of the sample and µ is the fluid viscosity. However, Darcy’s law is only

valid for low volumetric flow rates or seepage flows, in which the permeability-based Reynolds

number is relatively low. The permeability-based Reynolds number is defined as,

Reκ = ρ
p
κ

µ
ν, (4.4)

It is noted that the velocity term ν in Eq. 4.4 can be considered either as the Darcian velocity

(νD) of the fluid flow, which is defined as the volume flow rate divided by cross-sectional area of
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sample (νD=Q/A) or by using the pore velocity (νp=νD /ε), where ε is the volumetric void fraction

of the porous medium in an isotropic medium.

The calculation of the permeability value in this thesis is based on the Darcian velocity

method. It is acclaimed that the form drag becomes more important at high velocities and

therefore it important to consider this effect for an accurate estimation of the pressure-drop

across the porous medium [191]. Hence, an additional second-order velocity term is included to

compensates the presence of form drag (C) due to the inertia at higher velocities, known as the

Dupuit-Forchheimer equation [192],

∆p
L

= µ

κ
νD +ρ C ν2

D , (4.5)

where ρ is the density of the fluid and C is the form drag (inertia) coefficient, which may differ

with the porosity of the sample medium. The calculation of permeability, κ, and the form drag

coefficient, C, can be calculated through experimentation using several methods. Equation 4.5 can

be rewritten into a linear form and the coefficient value can be determined by using extrapolation

method [193], however, it was found that this method is subject to greater uncertainty and is

likely to be more inaccurate. Antohe et al. [194], on the other hand, proposed a more accurate

model for determining the permeability and the inertia coefficient using the least mean squared

quadratic function via curve fitting the pressure-drop as a function of the fluid-flow velocity. To

realize this, Eq. 4.5 is modified by rearranging the equation as,

∆p
L νD

= A+B νD , (4.6)

where A=
µ

κ
and B=ρC. The permeability value can be calculated by plotting

∆p
L νD

versus νD ,

which allows the constants A and B to be found through the least mean squared curve fitting

method, as shown in Fig. 4.12.

4.3.3 Data analysis and permeability values

Figure 4.12 shows the normalized pressure drop data and the associated curve fitting, using

the least square method, as a function of the Darcian velocity for all metal porous samples. The
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flow-rate obtained in the channel varies with the sample porosity. The permeability and form drag

coefficient values for all the porous cases are tabulated in Table 4.1. As seen, the permeability and

form drag coefficient value of the porous materials varies with the pore size of the samples. The

pore diameter is directly proportional to the permeability and indirectly proportional to the form

drag coefficient. In other words, the porous material with smaller pore diameter, have relatively

lower permeability value and higher form drag coefficient. The 25 PPI porous material, with

the largest pore diameter, is found to have the highest flow permeability with a permeability of

8.19 ×10−8m2 and a form drag coefficient of 71.82 m−1. In contrast, the 80 PPI porous material,

with smallest pore size, has a significantly lower flow permeability of 0.77 ×10−8m2 and form

drag coefficient of 305.96 m−1. The decrease in flow permeability (higher flow resistance) can be

also related to the effective surface area of the porous sample.
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Figure 4.12: Pressure-drop versus fluid-flow velocity. The curve-fits are obtained using the least
squared method.

4.3.3.1 Permeability uncertainty analysis

The Kline and McClintock error propagation method [178] (described in § 3.4.1) was implemented

to the least mean squared quadratic function in order to obtain the uncertainty values associated
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with the technique for finding the constant coefficients A and B in Eq. 4.6 for the calculation of

the permeability. The coefficients A and B are obtained as [195],

A =

(
N∑

i=1
xi yi

)(
N∑

i=1
x4

i

)
−

(
N∑

i=1
x2

i yi

)(
N∑

i=1
x3

i

)
(

N∑
i=1

x2
i

)(
N∑

i=1
x4

i

)
−

(
N∑

i=1
x3

i

)(
N∑

i=1
x3

i

) , (4.7)

B =

(
N∑

i=1
x2

i yi

)(
N∑

i=1
x2

i

)
−

(
N∑

i=1
xi yi

)(
N∑

i=1
x3

i

)
(

N∑
i=1

x2
i

)(
N∑

i=1
x4

i

)
−

(
N∑

i=1
x3

i

)(
N∑

i=1
x3

i

) , (4.8)

where the xi ’s indicate the fluid flow velocities and the yi ’s represent the pressure-drop per unit

length values. The uncertainty of the A and B coefficients of Eq. 4.6 is calculated using the

equations [195],

∆A =
√√√√ N∑

i=1

(
∂A
∂xi

∆xi

)2
+

n∑
i=1

(
∂A
∂yi

∆yi

)2
, (4.9)

∆B =
√√√√ N∑

i=1

(
∂B
∂xi

∆xi

)2
+

n∑
i=1

(
∂B
∂yi

∆yi

)2
. (4.10)

By assuming that the dynamic viscosity and the density term exhibit zero uncertainty, the

uncertainty of both the permeability and the form drag coefficients were calculated using the

equations, A=
µ

κ
and B=ρ C, respectively. The uncertainty of the permeability and the form drag

coefficient can be calculated using,

uκ = ∆A
A

×100%, (4.11)

uC = ∆B
B

×100%. (4.12)

The uncertainties values of the permeability and the form drag coefficients are tabulated in

Table 4.1.
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Table 4.1: Porosity and permeability values of the porous specimens

Foam Porosity Permeability
Void volume

[mm3]
Porosity, ϕ

[%]
C

[m−1] uκ
Permeability, κ,

[×10−8m2] uC

25 PPI 26780.39 90.92 71.8231 4.7820 8.1934 6.8795
35 PPI 26458.27 88.39 78.0563 3.6658 4.4166 10.0740
45 PPI 26151.07 85.37 80.9351 3.1008 2.0557 13.3481
50 PPI 25613.51 83.64 92.5938 3.3415 2.0468 13.9392
80 PPI 5991.32 74.76 305.9594 3.2163 0.7688 15.1111

4.4 Surface roughness profile

The morphology of porous surfaces, particularly the surface roughness, is also found to be a

crucial factor in characterizing the porous materials and its effect in the flow field. There are a

few methods that are normally used for estimating the microstructure features of rough surfaces,

namely the scanning tunnelling, X-ray scattering, electron microscopy, optical methods, etc.

Porous materials have a more intrinsic complex structure with the combination of depth profile

with voids and the metal surface, and therefore a well-defined method is needed to construe the

surface roughness parameter. For instance, the porous material used in the present study is of a

rigid structure with regular round pores and hence, the Rayleigh model with round capillaries

can be utilized to describe the structure of the porous surface [196]. The Rayleigh model indicates

that the pore size of the porous surface is strongly affected by the roughness density, while the

skeletal or the solid material between the pores can be assumed as identical or proportionate to

the roughness particles. Therefore, the surface with larger pores will have a larger gap length

between the solid wall and thus, a higher roughness density. It is evident from § 4.2.3 and § 4.3.3,

that the porous material with higher flow permeability, κ, and porosity, ϕ are characterized by

the larger pores. This means that the porous samples with larger permeability and porosity

(larger pores) values are associated with the higher surface roughness. The surface roughness as

a function of the flow permeability and porosity are further detailed in § 4.4.3. A simple approach

has been taken to analyze the surface roughness of the porous samples for the present study.
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4.4.1 Surface roughness experimental setup

In the present work, the morphology of the porous surface was studied using the high-resolution

non-contact profilometer Scantron Proscan 2100, which can provide detailed three-dimensional

surface information for numerous applications. The laser profilometer’s scanning operation was

conducted with the porous sample with 3 mm in the x-direction and 3 mm in the y-direction

(porous scanning area), with the thickness of ≈ 1 mm in order to acquire higher magnification

results. The S65/9 sensor model was selected with the measuring resolution of 9.5 µm, suitable

for the porous morphology scanning. The step size was set at 50 µm and within 1 µm tolerance.

The measurements were repeated for three times, and have been proven to be reproducible. All

the data obtained were then visualized and analyzed using the Proform software module and the

data collected is then reproduced using the Matlab software.

Figure 4.13: Scantron Proscan 2100 analysis tool.

4.4.2 Data analysis and surface roughness values

The roughness of each porous surface was characterized by calculating the statistical parameters

known as the average roughness parameter or the arithmetical mean height (Ra), the maximum

profile peak height (Rp) and the maximum profile valley depth (Rv). The average roughness

parameter (Ra), is universally recognized and is one of the most used parameters for describing

the surface roughness [197]. As described in ISO 4287-1996 [198], Ra is the arithmetical mean of

the absolute values of the profile deviations (yi) from the mean line of the surface profile (see
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Fig. 4.14) or simply put Ra reveals the average of a set of measurements of the surface peak

(height). As shown in Fig. 4.14, Rp denotes the list of profile peaks over the surface of the porous

sample section. The peaks are taken at the region where the surface profile surpasses the average

line. As shown in Fig. 4.14, Rv or the maximum profile valley depth indicates the lowest points of

curve over the sampling length of the porous section, where the valleys are taken at the regions

below the average line. The illustration of the roughness profiles for all these parameters is

depicted in Fig. 4.14. The Ra, Rp and Rv values can be calculated from,

Ra = 1
Ls

Ls∑
i=1

|yi| , (4.13)

Rp =max
i

yi, (4.14)

Rv =min
i

yi, (4.15)

where Ls is the number of data points within the profile evaluation length or the sampling length

and yi is the profile height function or the variation of the vertical distance from the mean surface

line to the ith data point.

Figures 4.15 to 4.19 show the illustration of the porous sample size used in the surface

roughness measurement and the 2D and 3D graphical representation of the surface roughness

profiles for porous 80, 50, 45, 35 and 25 PPI. Table 4.2 presents the results of the surface

roughness measurements for all three parameters, Ra, Rp and Rv. The results obtained indicate

that porous 25 PPI has the highest mean surface roughness, Ra, and that the surface becomes

smoother as the porosity of the material decreases. The lowest Ra is observed for the case of

80 PPI material. A similar trend is also noticed for Rp and Rv. Based on the results in Figs 4.15

to 4.19 and Table 4.2, it is clear that the surface feature of porous materials is strongly related to

the porosity and permeability conditions of the material.
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Figure 4.14: An illustration of roughness profile (a) Arithmetical mean height, (b) Maximum
profile peak height and (c) Maximum profile valley depth.

Figure 4.15: Illustration of porous sample size measurement and the 2D and 3D graphical
representation of surface roughness profiles for porous 80 PPI.
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Figure 4.16: Illustration of porous sample size measurement and the 2D and 3D graphical
representation of surface roughness profiles for porous 50 PPI.

Figure 4.17: Illustration of porous sample size measurement and the 2D and 3D graphical
representation of surface roughness profiles for porous 45 PPI.

Figure 4.18: Illustration of porous sample size measurement and the 2D and 3D graphical
representation of surface roughness profiles for porous 35 PPI.

91



CHAPTER 4. POROUS MEDIA CHARACTERIZATION

Figure 4.19: Illustration of porous sample size measurement and the 2D and 3D graphical
representation of surface roughness profiles for porous 25 PPI.

Table 4.2: Surface roughness values of the porous specimens

Foam Surface Roughness
Mean roughness

ISO Ra [µm]
Mean maximum peak height

ISO Rp [µm]
Mean maximum valley depth

ISO Rv [µm]
25 PPI 1922.279 4720.703 3062.438
35 PPI 1791.044 3943.338 2388.606
45 PPI 1760.869 2966.502 2199.826
50 PPI 1310.443 2915.796 1849.163
80 PPI 211.752 392.826 890.777

4.4.3 Porosity dependency of the permeability and surface roughness

Figure 4.20 summarizes the porosity, permeability and roughness results obtained in this chapter

for all the five different porous samples. In general, the results obtained for the permeability and

the surface roughness is nearly directly proportional to the porosity of the material. Although

it is quite common to consider that the permeability value of a porous sample to depend on its

porosity, the factors determining the permeability and porosity are still dependent on the other

parameters, such as the pore size distribution, pore shape, etc. of the porous medium. For example,

two different porous materials can have the same porosities but different permeabilities and

vice versa. Essentially, this is evident in the present study where two different porous materials

(45 PPI and 50 PPI) have different porosity values but with almost the same permeability values.

A similar observation is also made for the surface roughness of the porous samples, where the

35 PPI and 45 PPI materials exhibit almost the same roughness values. In Fig. 4.20, the curve

becomes almost steeper at higher porosities (ϕ). Hence, increasing the porosity by a mere of 16%
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as represented by the 25 PPI and 80 PPI material, caused the permeability to increase of about

91%. It is also clear that the roughness of the porous surfaces is strongly related to the porosity

and permeability condition of the samples.
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Figure 4.20: Permeability and surface roughness as a function of porosity.

4.5 Summary

The accurate estimation of permeability, porosity and surface roughness values are of pivotal

importance for the characterization of porous material. This is particularly important for aerody-

namic and aeroacoustic applications as these parameters are known to greatly affect the flow field.

This chapter describes the techniques used to measure the porosity, permeability and the surface

roughness profile of the porous samples used in the present study. The porosity, permeability

and the surface roughness values for all the porous materials are found to be dependent on each

other. The 25 PPI material was shown to have the largest porosity and permeability values, but

also with the highest surface roughness. In contrast, the 80 PPI material exhibits the smallest

porosity and permeability values has a smoother surface compared to the materials with lower

PPI value. This work provides insight into the physics responsible for the flow-field and acoustic

noise modification and the use of porous materials as a passive control method. The use of porous

materials for controlling the flow field will be further investigated and discussed in Chapters 5

and 6.
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5
BOUNDARY LAYER FLOW INTERACTION WITH A PERMEABLE WALL

I
n this chapter, the interaction of a zero-pressure gradient turbulent boundary layer flow

with a rough permeable surface has been investigated experimentally for different porous

configurations. The flow interaction characteristics have been examined using a flat plate

equipped with several surface pressure transducers and surface pressure taps, using different

types of porous inserts, with different porosities and permeability constants. To reveal the effects

of the flow interaction with porous surfaces, measurements were performed for the boundary

layer growth, energy content within the boundary layer, surface pressure fluctuations, coherence

and correlation of the flow structures, before, over and after the porous test section. The chapter

is organized as follows. The experimental setup, including the measurement apparatuses and

the model configuration, is described in § 5.1. The effect of the porous surface on the boundary

layer velocity profile and their energy content is discussed in § 5.2. The analysis of the wall

pressure power spectra, coherence and correlation studies are outlined in § 5.3, § 5.4 and § 5.5.

In this section, the hypothesis regarding the formation of an internal recirculation hydrodynamic

field inside the porous medium is formulated and demonstrated detailed flow and pressure

measurements. Section § 5.6 further elaborates on the existence of the internal hydrodynamic

field and provides results on the dependency of the internal hydrodynamic field on the porous-flow

interaction length. Finally, the findings concerning the boundary layer flow interaction with a
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porous surface are summarized in § 5.7.

5.1 Measurement setup

Figure 5.1: Flat plate experimental setup and illustration of the porous substrate installation.

The flow measurements have been performed using a flat plate with a streamwise length

of L=1500 mm, spanwise length of W=715 mm and thickness of h=20 mm. The general layout

of the flat plate test-rig is shown in Fig. 5.1(a). In order to prevent flow separation and strong

adverse pressure gradient, the flat plate was designed with an elliptical leading-edge with a

semi-minor and semi-major axis of 10 mm and 27 mm, respectively. To realize a zero-pressure

gradient turbulent boundary layer on the top side of the plate, particularly near to the trailing-

edge, a 12◦ beveled trailing-edge was employed [199]. The coordinate system (x, y, z) is placed

at the beginning of the porous section, as illustrated in Fig. 5.1(a). In addition, to ensure the

zero-pressure gradient condition on the plate, static pressure measurements along the flat plate,

after the test section region were conducted using 12 static pressure ports within x= 160 mm to

240 mm at the free-stream velocity of 20 m/s. The static pressure measurements were performed
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using a 32 channel Chell MicroDaq Smart Pressure Scanner. The scanner is able to measure

the pressure difference of up to 1 Psi, with the system accuracy of ± 0.05% full-scale. The static

pressure data for the flat plate test rig was acquired for 60 seconds at the maximum sampling

frequency of 500 Hz. The accuracy of the pressure measurements carried out for the flat plate

was below 5 Pa. Figure 5.2 shows that the pressure coefficient Cp distributions along the flat

plate is constant within the uncertainty levels of 2σ=± 0.97 % at 95 % confidence level, indicating

the absence of pressure gradient along the plate. A 100 mm wide section of 80 grit sand trip,

equivalent to the average roughness of Ra=1.8 µm was applied at 120 mm after the leading-edge,

on the top side of the plate, to ensure a well-developed turbulent flow transition before the porous

section (x=0). The porous section is placed in a cavity space, 840 mm downstream of the plate

leading-edge with a streamwise length Lp of 120 mm, width Wp of 560 mm and depth h of

20 mm. Figure 5.1(b) provides a schematic of the porous insert installation. A 18 mm wide solid

wedge is placed on the either sides of the porous insert to avoid any possible flow separation

at the porous-solid interface (x = 0 and x = 120mm). In order to avoid air bleeding through the

porous inserts, the bottom part of the porous samples were covered and sealed using a solid MDF

sheet, see Fig. 5.1.
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Figure 5.2: Pressure distribution (Cp) in the streamwise direction within x= 160 mm to 240 mm
for the flat plate with fully solid surface at the free-stream velocity of 20 m/s.
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Four metal foams with the PPI value (pores per inch) of 25, 35, 45 and 80 were used for this

study. The flow measurement results will only be presented for the porous materials with 25, 45

and 80 PPI, as the 35 PPI material was found to give very similar results to that of the 25 PPI

material. The porosity values for the 25 PPI, 45 PPI and 80 PPI porous samples are 90.92 %,

85.37 % and 74.76 %, respectively whereas the permeability values for porous 25 PPI, 45 PPI

and 80 PPI are found to be 8.2× 10−8 m2, 2.1× 10−8 m2 and 7.7× 10−9 m2, respectively (see

Fig. 4.20. The average roughness (Ra) values for porous 25 PPI, 45 PPI and 80 PPI are found to

be 1922 µm, 1761 µm and 212 µm, respectively. The plate was instrumented with 41 miniature

pressure transducers (Knowles FG-23329-P07) for the measurement of the unsteady boundary

layer surface pressure fluctuations. The transducers were installed inside the plate parallel to

the surface and were distributed over and downstream of the porous section. The transducers

are arranged in the form of L-shaped arrays in the streamwise and spanwise directions, see

Fig. 3.4 (a). A total number of four spanwise locations, each with five transducers, are used to

calculate the spanwise coherence and length-scale of the boundary layer coherent structures

over and at the downstream locations of the porous surfaces. The transducers located in the

streamwise direction will be used to study the changes of the boundary layer structures as they

travel downstream over the porous section and their associated convection velocity.

The surface pressure fluctuations data have been acquired using a National Instrument

PXle-4499, with a sampling frequency of 216 Hz and measurement time of 60 seconds. The

pressure transducers locations in the streamwise and spanwise directions on the flat plate over

and after the porous test section are detailed in Tables 5.1 and 5.2, respectively. In order to

measure the statistical turbulence properties of turbulent flow, the boundary layer measurements

were carried out using a single hot-wire Dantec 55P16 probe with a platinum-plated tungsten

wire of 5 µm diameter and 1.25 mm length, giving a length-to-diameter (l/d) ratio of 250. These

correspond to the viscous length scale (ν/uτ) of 16.25 µm, viscous-scaled wire length l+ of 64.1

and viscous-scaled wire diameter d+ of 0.25. In the present study, the signals were recorded at

a sampling frequency of 216 for 16 seconds at each location, which equates to a viscous-scale

sample interval of ∆t+=0.62. This sample interval exceeds the minimum time-scale (t+ & 3) for

the turbulent energy content [166].
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Table 5.1: Positions of the pinhole transducers in the streamwise direction over and after the
porous test-section

Section Transducer number,
p

Axial locations,
x (mm)

Porous/ Solid
(x=0mm to 120mm) 1, 2, 3, 8, 9, 10, 11 30, 33, 60, 63, 90, 93, 110

Solid
(x>120mm)

16, 21, 22, 23, 24, 25,
26, 27, 28, 29, 30, 31,
32, 33, 34, 35, 40, 41

130, 150, 165, 171, 178, 185,
191, 198, 205, 212, 217, 225,
232, 234, 249, 255, 262, 266

Table 5.2: Positions of the pinhole transducers in the spanwise direction over and after the porous
test-section

Section Transducer
number, p

Axial locations,
x (mm)

Transverse
locations,

z (mm)
Porous/ Solid

(x=0mm to 120mm)
3, 4, 5, 6, 7 60

0, 3.2, 11.4,
24.2, 42.6

11, 12, 13, 14, 15 110
Solid

(x>120mm)
16, 17, 18, 19, 20 130
35, 36, 37, 38, 39 255

5.2 Boundary layer flow structures

While in many applications, such as low drag surfaces, flow laminarization, etc, it is common to

present the boundary layer results in wall units format, i.e. normalized by quantities such as

y+,u+,uτ, etc, in applications relevant to aerodynamic noise generation, we are often interested

in the overall size of the boundary layer. The boundary layer and hydrodynamic results in most

studies in the areas of aerodynamic noise generation and control are, therefore, presented in

terms of the overall boundary layer thickness quantities, such as the boundary layer, displacement

or momentum thickness, particularly when the low frequency aspect of the noise generation is of

concern. However, in order to ensure that the flat plate test rig developed as part of this study

provides a standard zero pressure gradient boundary layer, the series of thorough measurements

had been carried out prior to the actual tests using only the solid surfaces. The validation test

matrix included y+−u+ and the surface pressure fluctuation φpp. The y+−u+ results had been

compared and validated against the prior experimental [200, 201] and DNS [202] data and
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good agreement was found. In the present study, the non-dimensional mean velocity profile at

momentum-based Reynolds number Reθ of 3971 has been compared against Ghanadi et al. (2003),

Silvestri et al. (2018) and Schlatter and Orlu (2010) at Reθ=3920, 3771 and 4064, respectively, as

shown in Fig. 5.3. In comparison of the results obtained by Silvestri et al., a maximum error of

6.28 % occurs at the buffer region (5< y+ < 30), which this variation can be considered negligible

as our focus in this paper is the logarithmic and outer layer region of the boundary layer. In

the logarithmic region of the boundary layer (30 < y+ < 200), the maximum error was found

to be about 9.10% between the present data and the data published by Ghanadi et al., which

the Reynolds number is much closer to the boundary layer measured. The surface pressure

fluctuation results were also checked against the Goody model for a zero pressure gradient flat

plate case [203] and good agreement was obtained (see § 5.3).
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Figure 5.3: Non-dimensionalized mean velocity profile error analysis of the boundary layer for:
present experimental work at Reθ=3971 [square (black)], Ghanadi et al. (2015) at Reθ=3920
[circle (blue)], Silvestri et al. (2018) at Reθ=3771 [x (red)], Schlatter and Orlu (2010) at Reθ=4064
[– (cyan)].

To better understand the boundary layer flow structures and the effect of the porous surface

on the boundary layer development, the boundary layer velocity and the energy content of the

boundary layer flow structures are studied in this section. The mean and root-mean-square (rms)
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velocities can be obtained from the velocity time history as,

U = 1
N

N∑
i=1

Ui, (5.1)

and

Urms =
√√√√ 1

N

N∑
i=1

(Ui −U)2 , (5.2)

where N is the total number of velocity samples in time, Ui refers to the time history of the

velocity collected and U is denoted as the mean velocity.

The governing boundary layer parameters, namely the boundary layer thickness δ, displacement

thickness δ∗ and the momentum thickness θ were measured using Eq. 5.3 and 5.4. The boundary

layer thickness δ corresponds to the normal to wall location where the velocity reaches 99 % of

the free-stream velocity U∞. The displacement and momentum thickness can then be found from,

δ∗ =
∫ δ

y=0

(
1− U(y)

U∞

)
dy, (5.3)

and

θ =
∫ δ

y=0

U(y)
U∞

(
1− U(y)

U∞

)
dy. (5.4)

The boundary layer shape factor is defined as the ratio of the boundary layer displacement

thickness to the momentum thickness (H = δ∗/θ). The shape factor for turbulent flows, varies

typically from 1.3 - 1.4 [204].

The location of the boundary layer measurement (BL2-BL7) relative to the porous section

position is shown systematically in Fig. 5.4. The boundary layer integral parameters including

the boundary layer thickness (δ), displacement thickness (δ∗), momentum thickness (θ) and

shape factor (H = δ∗/θ) measured for the flat plate with and without the porous inserts at U∞ of

20 m/s are tabulated in Table 5.3.
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Figure 5.4: The schematic of the flat plate and the position of the hot-wire for boundary layer
(BL i) measurements.

Table 5.3: Boundary layer integral parameters for flat plate with and without porous treatment
at ReL of 1.99×106

Location Test section δ δ∗ θ H Uτ C f
(mm) (mm) (mm) (m/s) ×10−3

BL1

Solid

25.4 3.8 2.9 1.3 0.8 1.56
80 PPI
45 PPI
25 PPI

BL2

Solid 26.1 3.8 3.0 1.3 0.9 1.56
80 PPI 31.9 5.2 3.7 1.4 0.8 1.61
45 PPI 29.7 5.4 3.8 1.4 0.8 1.63
25 PPI 28.0 4.7 3.6 1.3 0.9 1.59

BL3

Solid 26.9 3.8 3.0 1.3 0.9 1.56
80 PPI 32.5 5.3 3.9 1.4 0.8 1.61
45 PPI 35.8 5.5 3.9 1.4 0.8 1.61
25 PPI 30.7 5.0 3.7 1.4 0.9 1.59

BL4

Solid 30.0 4.0 3.2 1.3 0.9 1.56
80 PPI 30.8 5.1 3.6 1.4 0.8 1.62
45 PPI 32.5 6.0 4.3 1.4 0.8 1.62
25 PPI 28.3 5.0 3.5 1.4 0.9 1.59

BL5

Solid 31.1 4.0 3.2 1.3 0.9 1.56
80 PPI 31.7 5.7 4.0 1.4 0.8 1.62
45 PPI 33.2 5.3 3.7 1.4 0.8 1.62
25 PPI 29.1 5.4 3.7 1.4 0.9 1.59

BL6

Solid 33.2 4.2 3.3 1.3 0.9 1.55
80 PPI 35.3 5.9 4.2 1.4 0.8 1.62
45 PPI 36.6 6.6 4.7 1.4 0.8 1.61
25 PPI 33.1 6.1 4.1 1.5 0.9 1.58

BL7

Solid 33.9 4.0 3.2 1.3 0.9 1.55
80 PPI 37.3 6.1 4.4 1.4 0.8 1.61
45 PPI 36.9 6.1 4.3 1.4 0.8 1.62
25 PPI 36.1 6.2 4.4 1.4 0.9 1.58
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The results are only presented for some selected boundary layer locations for the sake of

brevity. Results show that in the case of less permeable surfaces (80 PPI and 45 PPI), the boundary

layer thickness, displacement thickness and momentum thickness increase compared to the

baseline case (solid surface) at each measurement locations. In the case of the highly permeable

surface (25 PPI surface), results show that the boundary layer displacement thickness and

momentum thickness increase compared to the solid case, however, shows a reduction compared

to the 80 PPI and 45 PPI surfaces. The boundary layer thickness for the 25 PPI surface is found

to be the lowest compared to the other cases, which is believed to be due to the material being

very permeable and that the boundary layer more able to penetrate and sink into the porous

media, which causes a reduction in the boundary layer thickness.

Figure 5.5 presents the normalized time-averaged mean and root-mean-square (rms) boundary

layer velocity profiles at various streamwise locations (BL2-BL7). The measurements were

conducted at the free-stream velocity of U∞=20 m/s, corresponding to the Reynolds number

of ReBL1=3.6×104. A single wire probe was used and the data had been collected with a very

fine spatial resolution between y≈ 0 mm and 120 mm. The measurements were taken over the

whole test section area (x=30mm, 60mm and 110mm), and at the region upstream (x=-2mm)

and downstream (x=130mm, 205mm and 266mm) of the surface treatment section to obtain

a full picture of the boundary layer behaviour. The y-axis of the boundary layer profiles were

normalized by the boundary layer thickness at BL1, x=-2 mm (before the test section), upstream

of the test section area. This is because, at BL1, the fluid velocity in the x-direction approaches

zero when the fluid is in direct contact with the solid boundary, bringing about no-slip condition.

This will not be the same in the case of the porous boundary, which involves the penetration of

flow into the porous medium [205]. As expected, the mean velocity profiles at BL1, upstream

of the test section are found to be similar for all cases and are therefore not presented here.

For the solid wall, the turbulent boundary layer growth observed is almost similar in all the

measurement locations, while a distinct growth of the boundary layer profiles is observed in

the case of the porous walls, downstream of BL1 for all the porous cases, except for the highly

permeable surface (25 PPI material). The different behaviour of the 25 PPI case can also be

related to the flow penetration effects. The difference between the highly permeable surface
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(25 PPI) with the other cases will be further discussed in the following sections.
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Figure 5.5: Boundary layer mean and RMS velocity profiles at different streamwise locations
over the flat plate. Solid( ), Porous 80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

The normalized rms of the fluctuating flow velocity, on the other hand, clearly show that

the whole energy cascade of the boundary layer changes significantly as a result of the flow

interaction with the porous surfaces. The rms velocity results for the solid wall shows a lower level

of velocity fluctuations compared to that of the porous cases at the near-the-wall locations and then

gradually decreases to the rms velocity of the free-stream flow away from the surface. In contrast,

the rms velocity results for the porous cases, especially for the highly permeable materials

at BL3 (x/δBL1=2.4) and BL4 (x/δBL1=4.4) (over the porous section) and at BL5 (x/δBL1=5.2),

BL6 (x/δBL1=8.2) and BL7 (x/δBL1=10.6) (downstream of the porous section) revealed drastically

different boundary layer behaviour. A significant increase in the rms velocity magnitude and

the emergence of the peak velocities (y/δBL1 ≈ 0.05−0.5), can be seen in the near the wall region
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of the plate, as the flow travels over the porous region (BL3 and BL4). The peak of the rms

velocities, however, diminishes slowly and the peaks becomes flattens downstream of the porous

surface (BL6 and BL7), peaking at around y/δBL1 ≈ 0.5. It can also be seen that the near-the-wall

turbulent energy content increases in the normal direction from the wall and subsequently

reduces to the standard boundary layer form (solid surface) at y/δBL1 > 1. The increase in the

energy content of the velocity fluctuations in the vicinity of the porous surface had the effect

of increasing the flow shear stress, which can be attributed to the frictional forces due to the

rough surface of the material. This is consistent with the surface roughness results obtained in

Fig. 4.20.

5.2.1 Velocity power spectra in the boundary layer

Figure 5.6 shows the velocity power spectral density (PSD) as a function of frequency within the

boundary layer at different axial locations over the porous surface at BL3 (x/δBL1=2.4) and BL4

(x/δBL1=4.4) and after the porous surface at BL5 (x/δBL1=5.2) and BL7 (x/δBL1=10.6). The velocity

fluctuation energy power spectrum is taken at (a) a point near the surface (y/δBL1=0.02) (b) at

the locations further away from the plate surface (y/δBL1=0.5) and (c) at y/δBL1=0.75. Results

have clearly shown that the porous wall causes an increase in the flow energy content near

the surface (y/δBL1=0.02) over the whole frequency range, especially for the case of the 25 PPI

surface treatment. This is believed to be due to the frictional forces acting on the flow due to the

porous surface, which is in agreement with the rms velocity results shown in Fig. 5.5. It is also

seen that the frictional forces reduce slowly at the downstream locations and after the porous

surface region. The results also show that the overall energy content of the larger turbulence

structures associated with the porous surface at about 50% and 75% of the boundary layer

thickness are reduced significantly and matches the results of the solid surface. These reductions

in the energy content, can be interpreted as a cascade process that takes place at different layers

of the boundary layer, where the energy due to the frictional forces or any related sources (i.e.

internal hydrodynamic field inside the porous medium) increases at the near-the-wall locations

but then reduces shortly at locations above the surface (y/δBL1=0.5 and 0.75), over and after the

porous section.
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Figure 5.6: Power spectra of the velocity within the boundary layer (φuu [dB/Hz]).

In order to better visualize the results presented in Fig. 5.6, the changes in the energy

content of the velocity with respect to the baseline case within the boundary layer over and

after the porous surface (∆φuu=φuuporous -φuusolid ) are presented in Fig. 5.7. Similar to the findings
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in Fig. 5.6, the energy content of the boundary layer velocity increases at the near-the-wall

locations for all the porous surfaces, especially in the case of 25 PPI material, and their intensity

is observed to increase even further as the flow travels downstream beyond the porous section

(x/δBL1=5.2).

Figure 5.7: Changes in the velocity PSD within the boundary layer (∆φuu [dB/Hz]).

Interestingly, the energy content of the porous surface treatments reduces and collapses to

that of the solid case (≈ 0 dB) further away from the wall (i.e. larger boundary layer structures)

due to the energy cascade process between different layer of the boundary layer (0.3. y/δBL1 . 1)

for all the measurement locations. Beyond the porous section at x/δBL1=10.6, the near-the-wall

high intensity region previously observed over the porous section is found to move upwards to

0.05. y/δBL1 . 1, with a much weaker energy content across the whole boundary layer region.
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It can also be seen that the energy content in the near-the-wall region has been significantly

reduced, specifically at high frequencies ( f ≥ 800 Hz), due to the absence of the frictional forces

associated with the rough surface of the porous substrate. From the results presented in Figs. 5.6

and 5.7, one can conclude that the use of porous materials can lead to an increase of the wall

shear stress and thus intensify the turbulent pressure fluctuations in the boundary layer but can

also lead to much more rapid energy cascade within the boundary layers from the wall to the

boundary layer edge (0.99δBL1). The results obtained are particularly important as the energy

content of the boundary layer structures is indicative of their strength, pressure exerted on the

surface and therefore has implications in the context of development of the aerodynamic noise

control methods. The effect of porous surfaces on the boundary layer surface pressure exerted on

the surface will be studied in § 5.3 and § 5.5.

5.2.2 Skin friction coefficient and log-law representation

Figure 5.8 shows the measured zero-pressure gradient mean velocity profiles at various stream-

wise locations, over the porous section (BL3 (x/δBL1=2.4) and BL4 (x/δBL1=4.4)) and downstream

of the porous section (BL5 (x/δBL1=5.2) and BL6 (x/δBL1=10.6)). The measurements were con-

ducted at the free-stream velocity of U∞=20 m/s, corresponding to the Reynolds number of

ReBL1=3.6×104. The mean velocities for locations y < 2mm are estimated using the Spalding

equation [206] as,

y+ = u++ e−kB
[

eku+ −1−ku+− (ku+)2

2
− (ku+)3

6

]
, (5.5)

where u+=u/uτ and y+=yuτ/ν. The friction velocity uτ is acquired by fitting the measurement

data to the log-law region. The dashed line in Fig. 5.8 corresponds to a linear profile of the form

u+ = y+ in the near-wall region and logarithmic profile of the form u+ = (1/k) ln (y+) + B in the

overlap region, with the estimated constants of k=0.39 and B=4.3. Due to the complexity of the

near-the-wall flow and difficulties in the measurement of the friction velocity (uτ) for the solid

and porous surface, it is rather difficult to accurately determine the viscous sublayer and buffer

layer of the boundary layer regions (i.e. y+ < 10). In the case of the solid surface, the measured

mean velocities are higher at the measurement points near to the surface, which is believed to
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be due to the bias introduced by the velocity gradients across the hotwire measurement. In the

overlap region (406 y+ 6 400), the mean velocity profile is nearly consistent with the logarithmic

law (u+ = (1/k) ln (y+) + B). It is clear that the presence of porous treatment have significantly

modifies the mean velocity profile.
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Figure 5.8: Streamwise mean velocity measured at different streamwise locations with and
without the porous treatments. The dashed line corresponds to a linear profile of the form u+ =
y+ in the near-wall region and logarithmic profile of the form u+ = (1/k) ln (y+) + B in the overlap
region, with k=0.39 and B=4.3.

Results have also shown that there is a velocity deficit in the overlap region, farther from the

wall, relative to the solid velocity profile. This velocity deficit increases with distance along the

plate (BL3-BL5) and appears to reduce at further downstream locations (BL7), relative to that of

the solid case, which is in agreement with the results observed in Fig. 5.5. The mean velocity

profiles for the porous cases increase slightly at y+ > 2000, suggesting that the boundary layer

exhibits a slight u+ increase in the outer part of the wake region. Figure 5.8 also shows a clear
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evidence of the slip-velocity at the porous interface (y≈ 0) at about u+ ≈ 10∼ 15. The issue of flow

penetration and the boundary layer slip-velocity and their effect on boundary layer y+ region,

however, need further high-quality experimental and numerical investigation.

5.3 Wall pressure power spectra

To gain an insight into the effects of the porous surface on the boundary layer and surface pressure

fluctuations exerted on the surface due to the boundary layer, a series of unsteady pressure

measurements have been carried out over and after the porous section. The unsteady surface

pressure measurement technique is detailed in § 3.2.5. The results of the wall pressure power

spectra have also been validated using the Goody’s model [203], which was initially developed

from the experimental results for zero pressure gradient. The comparison is made between

the normalized power spectra of the smooth/ solid case with the Goody curve at the pressure

transducer located upstream of the trailing-edge (x/δBL1= 2.4), shown in figure 5.9. The spectra

show an overall good agreement with the Goody model, particularly for the broadband aspect

of the spectra with a slope of ω−0.7 and at higher frequencies region with a slope of ω−0.5. The

results, however, show a minor deviations at low frequencies and the middle frequency region.
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Figure 5.9: Comparison of the nondimensional spectral density with Goody model.
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Figure 5.10 presents the point spectra of the surface pressure fluctuations φpp( f ), obtained

from the transducers located over the porous section (p3 (x/δBL1=2.4) and p11 (x/δBL1=4.4))

and downstream of the porous section (p16 (x/δBL1=5.2) and p41 (x/δBL1=10.6)). The locations

of the transducers are shown in Fig. 5.1(a). It has been observed that the use of a porous

surface increases the broadband energy content of the pressure fluctuations over the whole

frequency range over the porous surface (p3 and p11). Also, the emergence of a small broadband

hump between f = 100 to 400 Hz can be seen at the locations over the porous surface (p3

and p11) and downstream of the porous surface (p16), especially for the porous samples with

high permeability (25 and 45 PPI). This broadband hump, however, dissipates very quickly at

the further downstream locations, after the test section (p41). The increase in the broadband

energy content and the development of a broadband hump can be due to either (a) the frictional

forces between the rough porous surface and the flow or (b) the existence of a localized strong

hydrodynamic field inside the porous medium. This will be further discussed in § 5.4. The results

have also shown a reduction of φpp over the high frequency range, f > 7000 Hz, at the locations

downstream of the porous section (p41) i.e. 5.4δBL1 after the porous section.

Figure 5.11 shows the contour plots of the changes in the surface pressure fluctuations with

respect to the baseline (solid surface) (∆φuu=φppporous -φppsolid ) as a function of the frequency and

streamwise distance (x/δBL1). The results are plotted for locations, over and after the porous

surface. The dashed line represents the porous-solid interface at x=120 mm. The results show

that the porous surface is able to reduce the surface pressure fluctuations at high frequencies,

especially for the 25 PPI case (shown by the dashed lines), which is in agreement with the

boundary layer velocity power spectra results shown in Fig. 5.7. As expected from the results

presented in Fig. 5.10, an area of increased ∆φpp can be seen between f = 100 to 400 Hz for all

porous cases, particularly for the 25 PPI case, which corresponds to the emergence of a broadband

hump. The results also clearly indicate that the broadband hump disappears quickly downstream

of the porous section (solid surface). The emergence of the broadband hump will be further

investigated in § 5.4.

111



CHAPTER 5. BOUNDARY LAYER FLOW INTERACTION WITH A PERMEABLE WALL

−70

−60

−50

−40

−30

−20

−10

0

φ
p
p
[d

B
/
H
z
]

x/δBL1
= 2.4

p3

(a)

x/δBL1
= 4.4

p11

(b)

10
2

10
3

10
4

−70

−60

−50

−40

−30

−20

−10

0

f [Hz]

φ
p
p
[d

B
/
H
z
]

x/δBL1
= 5.2

p16

(c)

10
2

10
3

10
4

f [Hz]

x/δBL1
= 10.6

p41

(d)

Figure 5.10: Point spectra of pressure fluctuations at different streamwise locations over and
after the porous surface. Solid( ), Porous 80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ),
Background noise( ).

Figure 5.11: Change in the power spectra of the pressure fluctuations within the boundary layer
(∆φpp [dB/Hz] over and after the porous surface).
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5.4 On the source of the broadband hump

It is evident from Fig. 4.20 that the porous samples with higher porosity (ϕ) and permeability (κ)

are associated with higher surface roughness (Ra). The results obtained in § 5.3 clearly indicate

that the porous material with higher Ra leads to higher φpp in the near-the-wall region, which

can be attributed to the frictional forces acting on the porous materials. However, the emergence

of a broadband hump, observed in Figs. 5.10 and 5.11 between f ≈ 100-400 Hz, can only be seen

in the case of highly permeable porous samples (25 PPI and 45 PPI) and dissipates quickly with

distance from the plate. In order to examine the effect of the surface frictional forces and the

existence of the internal hydrodynamic field, the porous section was filled with a fine grain sand

at different heights (hs), as shown in Fig. 5.12.
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Figure 5.12: Power spectral density of pressure measured by transducers p11 and p16 with
different thickness of porous 45 and 25 PPI filled with sand. Solid surface (circles); hs/h=1.0( ),
hs/h=0.9( ), hs/h=0.75( ), hs/h=0.5( ), hs/h=0.5( ), hs/h=0( ).
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The porous surface roughness effect have been investigated by filling the porous 45 PPI and

25 PPI material with different sand heights (hs/h), namely hs/h=0 (fully permeable), hs/h=0.25,

hs/h=0.5, hs/h=0.75, hs/h=0.9 and hs/h=1.0 (fully blocked but with a rough surface). The surface

pressure PSD results are presented for two locations x/δBL1= 4.4 (p11) and x/δBL1= 5.2 (p16),

i.e. over the porous surface and downstream of the porous section, respectively. Figure 5.12 shows

that the broadband hump at f ≈ 200 only appears for the porous medium configurations with

fully permeable (hs/h=0 sand) and slightly filled up (hs/h=0.25 and 0.5 sand) cases. Results also

show that the broadband hump disappears gradually with increasing the sand height (hs) in the

porous medium, in which case there is not enough space available for the development of the

internal hydrodynamic field. The results, therefore, confirm that the broadband hump observed

at f ≈ 200 can not be due to the surface roughness effects. Hence, as expected, the emergence

of the broadband hump can only be due to the existence of the hydrodynamic field and the flow

recirculation inside the high permeability porous inserts.

5.5 Flow velocity and pressure correlation analysis

The results in § 5.2 demonstrated that the utilization of a porous surface can alter the whole

energy cascade of the boundary layer and significantly reducing the larger turbulence structures

and its energy content within the boundary layer. The results of the surface pressure fluctuations

in § 5.3 also showed that a reduction in the surface pressure fluctuations is achieved at the

locations downstream of the porous section, over the high frequency range, for all the porous

cases. The theoretical relations of the sound source characteristics from the surface pressure

fluctuations have been documented by Brooks and Hodgson [207]. They reported that there

are two types of coherence that can be related to different aspect of the wall-pressure field,

namely the longitudinal (streamwise) and the lateral (spanwise) coherence. The longitudinal

coherence is associated with the lifespan or the decay of the flow structures, whereas the lateral

coherence is related to the physical size/ scale of the flow structures. The longitudinal and lateral

coherence analysis are interrelated since the flow structures with the largest scale will have a

longest lifespan. This has been broadly investigated in the present study. In this section, further
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investigation on the changes in the boundary layer turbulent flow structures will be conducted by

studying the coherence and correlation of the boundary layer velocity and the surface pressure

signals over the porous and solid surfaces.

5.5.1 Surface pressure lateral coherence and length-scale

In order to understand and decipher information related to the changes to the flow structures

associated with rough-permeable surfaces, it is of significant importance to analyze the stochastic

characteristics of the turbulent coherent structures over the porous wall. To understand these

effects, the spanwise coherence of the turbulent structures and their corresponding length-scale

using the pressure transducers (p3-p7, p11-p15, p16-p20 and p35-p39), distributed along the span

at x/δBL1= 2.4 (middle of the porous section), x/δBL1= 4.4 (end of the porous section), x/δBL1= 5.2

and x/δBL1= 10.2, are studied. The coherence (γ2
p′

i p′
j
) and the lateral length-scale (Λp) between

the spanwise transducers are calculated using Eqs. 5.6 and 5.7, respectively, as,

γ2
p′

i p′
j
( f ,ξz)=

|Φ( f , p′
i, p′

j)|2
|Φ( f , p′

i, p′
i)||Φ( f , p′

j, p′
j)|

, (5.6)

and

Λp( f )=
∫ ∞

0
γp′

i p′
j
( f ,ξz)dξz, (5.7)

where Φ( f , p′
i, p′

j) denotes the cross-power spectral density between two pressure signals, and ξz

denotes the pressure transducers separation distance in the z-direction. The results are presented

only when the pressure signal is at least 10 dB higher than the background noise.

Figure 5.13 shows the lateral coherence (γ2
p′

i p′
j
) as a function of the frequency ( f ), measured

along the span for a wide range of lateral spacings 0< ξz/δBL1 < 1.7 for the solid (baseline) and

porous (80, 45 and 25 PPI) cases. In the case of the solid surface, as anticipated, a strong coherence

can be seen in the frequency region up to ≈ 400 Hz between the pressure signals at all the span

locations. The results for the porous surfaces, on the other hand, clearly show that the porous

treatment has a strong impact on the lateral coherence of the flow structures, especially over the

test section region. In the case of the porous 80 PPI surface, the lateral turbulent structure decays
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quickly with ξz over the whole frequency range at x/δBL1= 2.4 and x/δBL1= 4.4. Immediately

downstream of the test section (x/δBL1= 5.2 and x/δBL1= 10.2), the coherence behaviour for the

80 PPI case changes completely, with the γ2
p′

i p′
j

of the flow structures increasing significantly,

almost twice larger than the results obtained at x/δBL1 = 2.4.

Figure 5.13: Lateral coherence between spanwise transducers at x/δBL1= 2.4 (a,b,c,d), x/δBL1=
4.4 (e,f,g,h), x/δBL1= 5.2 (i,j,k,l) and x/δBL1= 10.2 (m,n,o,p). ξz/δBL1=0.13( ), ξz/δBL1=0.45( ),
ξz/δBL1=0.96( ), ξz/δBL1=1.68( ). The shaded areas signify the broadband hump observed in
Fig. 5.10.
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In contrast, the 45 PPI and 25 PPI samples exhibit much lower coherence values compared to

that of the solid case over the porous region (x/δBL1= 2.4 and x/δBL1= 4.4). However, similar to

the findings in Fig. 5.10, the emergence of a broadband peak can be seen at the same frequency

region between f = 100 to 400 Hz (shaded region) for the smaller transducers spacing distances,

ξz of 0.13 δBL1 and 0.45 δBL1 . As discussed in § 5.4, this phenomenon is believed to be due to the

emergence of a strong hydrodynamic field inside the porous medium. This broadband hump is

also seen in the immediate locations after the test section (x/δBL1= 5.2) for both the 45 PPI and

25 PPI materials, but dissipating rapidly at the further downstream locations. At x/δBL1= 10.2,

the γ2
p′

i p′
j

of the boundary layer flow structures begin to behave very similar to the solid surface

(Fig. 5.13(m)), indicating the redevelopment of the boundary layer coherent structures.
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Figure 5.14: Spanwise length-scales at (a) x/δBL1= 2.4 , (b) x/δBL1= 4.4, (c) x/δBL1= 5.2 and (d)
x/δBL1= 10.2. Solid( ), Porous 80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

Figure 5.14 shows the effect of the porous surface on the spanwise correlation length (Λp)

calculated using Eq. 5.7, based on the coherence of the pressure fluctuations collected using the
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spanwise transducers. The thick black line shows the spanwise correlation length for the baseline

(solid) case. As expected, the spanwise correlation length remains very similar for the baseline

case over x/δBL1= 2.4 to 10.2, which is consistent with the results observed in Figs. 5.6, 5.10

and 5.13. For the porous 80 PPI case, the correlation length is found to be much lower than the

baseline case over the whole frequency range (100 Hz . f . 700 Hz) for the locations over and

immediately after the porous section, consistent with the results in Fig. 5.13.

The length-scale results in the case of the porous 45 PPI and 25 PPI surfaces show a higher

broadband hump than that of the solid case in the low frequency range (. 200 Hz), which is

also in agreement with the observations in Figs. 5.11, 5.12 and 5.13. It is observed that the

spanwise length scales for both the porous cases increase after the porous section and become

very similar to the solid case at x/δBL1= 10.2. This is to say that the effects of a porous surface on

the large coherent structures seem to have faded away 5δBL1 after the porous section. It is clear

that the porous surface treatment significantly changes the coherence and length-scale of the

surface pressure fluctuations at the low frequency range and completely eliminates the pressure

fluctuations at high frequency range, especially for the 25 PPI treated surface case.

5.5.2 Surface pressure spatio-temporal correlation analysis

Owing to the intricacy of turbulent flows, the understanding of the flow statistical features are

crucial. The spatial and temporal characteristics of the boundary layer structures can be studied

from the space-time correlation of the wall pressure fluctuations, defined as,

Rp′
i p′

j
(ξx,τ)=

p′
i(xi +ξx, t+τ)p′

j(x j, t)

p′
irms

(xi)p′
jrms

(x j)
, (5.8)

where p′
i is the wall pressure signal collected from the pressure transducer at the location (xi, yi),

p′
irms

is the root-mean-square of p′
i, τ denotes the time-delay between the pressure signals, ξx

is the distance between the transducers in the x-direction and the overbar represents the time

averaging. Equation 5.8 reduces to the temporal autocorrelation, Rp′
i p′

i
(τ), when ξx = 0 as,

Rp′
i p′

i
(τ)= p′

i(xi, t+τ)p′
i(xi, t)

p′2
irms

(xi)
. (5.9)
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5.5.2.1 Longitudinal autocorrelation

The temporal correlation scale is the time taken for the cross correlation (Rp′
i p′

i
(τ)) to reach zero,

i.e. where maximum width of the autocorrelation coefficient is observed along the time-axis.

Figure 5.15 shows the temporal autocorrelations of the surface pressure fluctuations, Rp′
i p′

i
(τ)

for transducers at different axial locations over the porous surface (p1 (x/δBL1=1.2) and p11

(x/δBL1=4.4)) and after the porous surface (p16 (x/δBL1=5.2) and p41 (x/δBL1=10.6)). The data are

plotted against the normalized time-delay τ∗=τU∞/δBL1 .
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Figure 5.15: Autocorrelation of the wall pressure fluctuations as a function of τ∗=τ U∞/δBL1 .
Solid( ), Porous 80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

The Rp′
i p′

i
(τ) results for the solid surface condition show the largest width of the autocorrela-

tion coefficient at τ∗ = 0 among all the tested cases and that no regions of negative correlations

can be seen, indicating the presence of large-scale turbulence structures in the pressure field. The

results also show that the autocorrelation signal width increases by moving in the downstream

direction (+x) due to the development of the turbulence boundary layer and the thickening of the
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boundary layer. In general, the autocorrelation results for the porous cases change significantly

over p1 and p11, and after the porous section (p16), and become almost identical to that of the

baseline case (solid surface) at further downstream location (p41), i.e. 5.4δBL1 away from the

porous section. For the porous 80 PPI case, it can be seen that the autocorrelation width at

τU∞/δBL1 = 0 is narrower compared to the solid case, indicating a reduction in the temporal

scales of the boundary layer structures. The results have also shown that there is a signifi-

cant change in the nature of the correlation, where a sharp decay in the correlation occurs at

τU∞/δBL1=0 for all the measurement locations over the porous surface, which is believed to be

due to the pressure exerted by the downstream moving boundary layer turbulence structure at

the transducer location. The autocorrelation curves for the 45 PPI and 25 PPI surfaces, on the

other hand, show a much faster decay at τU∞/δBL1 = 0, and therefore much narrower band than

the other two cases, particularly for the 25 PPI surface at p1 (x/δBL1=1.2), signifying a greater

reduction in the temporal scales of the boundary layer structures. In the case of highly permeable

porous surfaces (45 PPI and 25 PPI), the sharp decay in the autocorrelation is followed by an area

of negative correlation and semi-periodic oscillation. Unlike the solid and porous 80 PPI surfaces,

the results indicate that two potential mechanisms can be involved in the abrupt changes in the

autocorrelation profiles, namely (a) the existence of quasi-periodic hydrodynamic field with the

periodicity of τ∗hf (i.e. τ∗=τU∞/δBL1) and (b) a fast-decaying event at τU∞/δBL1 = 0. As observed

in Fig. 5.15 (a, b) for the transducers located on the porous surface, the autocorrelation exhibits a

fast decay at τU∞/δBL1=0, similar to that of the 80 PPI material, which is due to the pressure

signature of the downstream moving boundary layer structures. The autocorrelation result also

shows a period behaviour that occurs within 1.5 < ∣∣τU∞/δBL1

∣∣ < 5, which corresponds to the

broadband hump frequency observed in Fig. 5.10. This quasi-periodic structure, as discussed

in § 5.4, is believed to be due to the internal hydrodynamic field inside the porous medium. The

results also show that the spatially and temporally fast-decaying quasi-periodic hydrodynamic

field in the case of 45 PPI and 25 PPI materials can only be seen within a certain axial distance

from the porous section, of about Lpx=40 mm. The effect of porous section length on the formation

of the internal hydrodynamic field will be further studied in § 5.6.

Generally, the surface pressure fluctuations at short lag distances exhibit the largest correla-
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tion, i.e. the pressure fluctuations signal with a delayed copy of itself (τ) are correlated if they are

located on the same eddy. The information about the time scales (also called as the large eddy

turnover) of the flow structures is computed by integrating the temporal autocorrelation Rp′
i p′

i
(τ)

with respect to the time lag (τ), defined in Eq. 5.10 as,

tii =
∫ ∞

0
Rp′

i p′
i
(x,τ)dτ. (5.10)

The non-dimensionalized integral time scales t∗ii=tiiU∞/δBL1 of the flow over the porous and solid

surfaces (p1 (x/δBL1=1.2) and p11 (x/δBL1=4.4)) and after the porous surface (p16 (x/δBL1=5.2)

and p41 (x/δBL1=10.6)) are shown in Fig. 5.16.
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Figure 5.16: Non-dimensional integral time scale t∗ii.

In the case of a solid surface, it can be seen that the time scale is the highest at p1, reduces to

almost 25% and remain consistent at p11 and p16, and increases abruptly at the downstream

location (p41). The time scales in the case of porous 80 PPI show an interesting behaviour, where
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the time scale observed at p1 are much smaller than the solid case, however, it rapidly increases

at the downstream locations and is found to be higher than the solid case at p11 and p16.

The results for the 45 PPI and 25 PPI surfaces, on the other hand, show a significant reduction

of the turbulent structures time scales, especially over the porous surface, at p1 and p11. The

time scale of the eddies over the 45 PPI surface was reduced significantly at p11, about 10 times

than the solid case. In the case of 25 PPI material, the time scale of the eddies is about 16 and 10

times lower than the solid case at p1 and p11, respectively. Note that the integral time scales

obtained for the 25 PPI case are the lowest compared to the other cases, and it is consistent at all

the measured locations. The eddies size, however, remain fairly constant at further downstream

location (p41), where the redevelopment of the large coherent structures occurred, as observed in

Fig. 5.13. The time scale tii, along with the convection velocity Uc, obtained from the wall pressure

fluctuations, can be used to estimate the longitudinal (streamwise) length scale , λx =Uc tii, which

will be presented and discussed in the next subsection.

5.5.2.2 Longitudinal space-time correlation

Figure 5.17 shows the space-time correlations results obtained from the cross-correlation between

the reference transducer downstream of the porous section (p41) and the upstream pressure trans-

ducers positioned along the mid-chord line. Results are presented for the separation distances

ξx/δBL1 of about 0.16 to 9.44. The left column plots (a, c, e and g) show the correlation between all

the streamwise transducers, where the black line (ξx/δBL1 = 0) represents the autocorrelation

information of the transducer p41 as the reference probe, while the different shades of gray

curves show the cross-correlation between the reference probe and the upstream probes for all

the investigated cases. The right column plots (b, d, f and h) show the space-time correlation

contour plots, where the results are plotted over the two surface areas, i.e. over and after the

porous surface. The dashed line represents the interface between the porous and solid surfaces

at x=120 mm, see Fig. 5.17. An envelope trend can be clearly seen from the cross-correlations

periodicity and the amplitude variations for all the cases considered in this study. The cross-

correlation Rp′
i p′

j
(ξx,τ) results for the solid case show that the surface pressure correlations

peak at positive time-delays, i.e. τU∞/δBL1 > 0, indicating the presence of a downstream-moving
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hydrodynamic field, travelling in the direction of the free-stream flow. The results for the solid

surface in Fig. 5.17(a) show that the correlation peaks shift very quickly in the positive time-delay

direction, which indicates the existence of a long-lasting energy field (Rp′
i p′

j
drop to 0.1 within

10 nondimensional time (τU∞/δBL1)) in the pressure field over the flat plate. A similar, but less

distinct behaviour can also be observed for the 80 PPI surface case. Finally, in the case of the

45 PPI and 25 PPI surfaces, the Rp′
i p′

j
(ξx,τ) results show that the surface pressure fluctuations

have slightly higher correlation and that the correlation peaks shift slowly (larger time delay) at

τU∞/δBL1 ≥ 0 compared to the solid case, which suggests that the turbulent structures convected

in the downstream direction are primarily dominated by a short-lived energy field (Rp′
i p′

j
drop to

0.1 within τU∞/δBL1 ≈5 (Figure 5.17 (e,g)) in the pressure field over the plate.

The results in Fig. 5.17 show that as the separation distance (ξx) between the pressure probes

increases, the time-delay of the maximum value in the cross-correlation (cross-correlation peak)

increases. Hence, based on the Taylor’s frozen flow hypothesis, one can obtain the convection

velocity, Uc using the transducers distance and the maximum value of the cross-correlation time-

delay ([τ U∞/δBL1]max) information, i.e. Uc=(ξx/δBL1)/[τ U∞/δBL1]max. The calculated convection

velocities are summarised in Table 5.4. The inclined solid line in the contour plots (b, d, f and

h), passing through the correlation lobe at τ U∞/δBL1 ≈ 0, whose slope indicates the averaged

normalized convection velocities Uc/U∞. Note that, the Uc/U∞ is only determined from the

cross-correlation of the transducers located after the test section region. The non-dimensional

convection velocities Uc/U∞ obtained from the cross-correlation between the reference transducer

p41 and the upstream transducers are found to be about 0.8632, 0.8402, 0.7471 and 0.7135 for

the solid, porous 80 PPI, porous 45 PPI and porous 25 PPI cases, respectively. As expected, the

flow over the solid surface has the highest convection velocity. In contrast, the convection velocity

for the flow over the 25 PPI porous surface is the lowest. It can therefore be concluded that the

porous surface can strongly reduce the convection velocity of the boundary layer structures.
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Figure 5.17: Space-time correlations of wall pressure fluctuations between the streamwise
transducers as a function of τU∞/δBL1 and the corresponding autocorrelation envelops shown by
dashed lines.
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Table 5.4: Summary of the convection velocity calculated from the cross-correlation coefficient
between the streamwise transducers (p41 used as the reference transducer) from the flat plate,
for ReL of 1.99×106.

Transducers ξx,
(mm) ξx/δBL1

Uc/U∞
Solid 80 PPI 45 PPI 25 PPI

Rp41p40 3.37 0.13 0.3398 0.3297 0.3201 0.3201
Rp41p35 6.75 0.27 0.4757 0.4560 0.4560 0.4468
Rp41p34 10.12 0.39 0.5481 0.5222 0.5222 0.5062
Rp41p33 16.87 0.66 0.6464 0.6107 0.6040 0.5911
Rp41p32 23.62 0.93 0.6818 0.6476 0.6476 0.6216
Rp41p31 30.37 1.19 0.7132 0.6655 0.6655 0.6399
Rp41p30 37.12 1.46 0.7484 0.7009 0.6969 0.6813
Rp41p29 50.62 1.99 0.8706 0.8149 0.8070 0.7804
Rp41p28 57.37 2.26 0.7851 0.7330 0.7245 0.7055
Rp41p27 64.12 2.52 0.8098 0.7465 0.7360 0.7135
Rp41p26 70.87 2.79 0.8280 0.7652 0.7480 0.7224
Rp41p25 77.62 3.06 0.8326 0.7791 0.7427 0.7155
Rp41p24 84.37 3.22 0.8366 0.7669 0.7503 0.7228
Rp41p23 91.12 3.56 0.8568 0.7806 0.7569 0.7238
Rp41p22 97.87 3.85 0.8496 0.8341 0.7537 0.7167
Rp41p21 112.12 4.41 0.8534 0.8475 0.7197 0.6710
Rp41p16 132.12 5.20 0.8862 0.9086 0.7022 0.6834
Rp41p11 152.12 5.99 0.8722 0.8909 1.0461 0.6227
Rp41p10 168.92 6.65 0.8920 0.8949 1.2858 0.9568
Rp41p9 172.12 6.78 0.8874 0.8861 0.8959 0.9503
Rp41p8 198.92 7.83 0.8923 0.9188 0.8504 0.8560
Rp41p3 202.12 7.96 0.9005 0.9117 0.8410 0.8530
Rp41p2 228.92 9.01 0.8902 0.8902 0.8696 1.5876
Rp41p1 232.12 9.14 0.8843 0.8625 0.8609 1.4928
Rp21p16 20.00 0.79 0.7664 0.6720 0.6456 0.6095
Rp16p11 20.00 0.79 0.7664 0.6720 0.4765 0.4473
Rp11p10 16.80 0.66 0.7809 0.6839 0.3836 0.3836
Rp8p3 3.20 0.13 0.6354 0.5991 0.5376 0.5114
Rp3p2 26.80 1.06 0.7805 0.7227 0.3683 0.3946

As mentioned earlier in § 5.5.2.1, the product of time scale tii and the convection velocity

Uc of the wall pressure fluctuations provides an estimation of the longitudinal length scale λx,

shown in Fig. 5.18. The convection velocity Uc is calculated locally, based on the normalized

cross-correlations between the pressure sensors p3, p11, p16 and p40 relative to the downstream

reference transducer, p8, p16, p21 and p41, respectively. The results show a fairly similar value of

λx ≈ 3δBL1 −4δBL1 for the solid surface over the test section area. The λx value estimated for the
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porous 80 PPI surface at station p16 (x/δBL1= 5.2) is observed to be slightly higher than the solid.

In the case of higher permeability surfaces, on the other hand, the results show that the length

scale over the 45 PPI surface is reduced to λx ≈ 0.4δBL1 −1δBL1 and more pronounced reduction

of λx can be seen in the case of 25 PPI surface of about 0.1δBL1 −0.3δBL1 .
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Figure 5.18: Non-dimensional longitudinal length scale λx/δBL1 of the wall pressure fluctuations.

5.5.3 Velocity autocorrelation analysis

The time-scales of the flow structures responsible for the most energetic velocity fluctuations are

obtained from the velocity autocorrelation coefficient given as,

Ru′
i u

′
i
(τ)= u′

i(yi, t+τ)u′
i(yi, t)

u′2
irms

(yi)
, (5.11)

where u′
i is the velocity fluctuations from transducer i at position yi, τ denotes the time delay

between the pressure signals, u′2
irms

is the root-mean-square of u′
i and the overbar denotes the

time averaging.
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Figure 5.19 shows the temporal autocorrelations of the velocity fluctuations, Ru′
i u

′
i
(τ), for

transducers at different axial locations upstream from the trailing-edge, i.e. x/δBL1 = −16

(p41),x/δBL1 = −21 (p16), x/δBL1 = −22 (p11) and x/δBL1 = −25 (p1). The velocity fluctuations

autocorrelation is taken at (a) a point near the surface (y/δBL1=0.02) (b) at the locations further

away from the plate surface (y/δBL1=0.5) and (c) at y/δBL1=0.75, where maximum difference in

the energy cascade between the solid and porous surfaces are observed, as shown in Fig. 5.7. The

presented data are plotted against the normalized time-delay τ∗=τU∞/δBL1 . As stated previously,

the width of the autocorrelation can be related to the Taylor microscale in the area close to zero

time delay, whereas the smallest scales of turbulence representing the the Kolmogorov scale is

related to the regions very close to zero time delay [208].

In the case of the solid surface, the presence of flow structures with large time-scales (larger

autocorrelation width) can be seen almost in the entire boundary layer region at all locations, with

a smaller autocorrelation width observed in the mid-region (y/δBL1 = 0.5) of the boundary layer

thickness. In the case of porous surfaces, results have clearly shown that there is a significant

changes in the autocorrelation width near-the-porous wall surface, especially for the higher

permeability materials. In the case of porous 80 PPI surface, the autocorrelation width reduces

compared to the solid case at the near-the-wall locations over the porous region, and becomes

similar to the solid case at y/δBL1=0.5 and 0.75 of the boundary layer region. In the case of porous

45 PPI and 25 PPI surfaces, a significant reduction of the temporal scales (autocorrelation width)

can be seen at the near-the-porous wall surface and at the immediate downstream locations,

which can be attributed to the presence of smaller scale structures over the surface. For the 25 PPI

case, a slight hump of Ru′
i u

′
i
(τ) is present in the near surface region, associated with the existence

of quasi-periodic hydrodynamic field. This is consistent with the wall pressure autocorrelation

(Rp′
i p′

i
(τ)) results observed in Fig. 5.15, with much smaller periodicity scale. The Ru′

i u
′
i
(τ) results

for the 45 PPI and 25 PPI surfaces are also seen to be reduced in the boundary layer region

further away from the wall (y/δBL1=0.5 and 0.75), indicating that the flow structures in the

streamwise direction exhibits a smaller turbulence scale compared to that of the solid case. The

changes in the flow structures and their time scale characteristics are analyzed quantitatively

using Eq. 5.10 and the non-dimensionalized integral time scale t∗ii of the velocity fluctuations are
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shown in Fig. 5.20. Results show that the porous cases exhibit much shorter time scale compared

to the solid case, over and after the test section region, especially in the near surface region.
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Figure 5.19: Autocorrelation of the velocity fluctuations as a function of τ∗=τU∞/δBL1 . Solid( ),
Porous 80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

128



5.5. FLOW VELOCITY AND PRESSURE CORRELATION ANALYSIS

1 2 3 4
0

2

4

6

8

t i
iU

∞
/
δ
B
L

1

y/δBL1
= 0.75

1 2 3 4
0

2

4

6

8

t i
iU

∞
/
δ
B
L

1

y/δBL1
= 0.5

1 2 3 4
0

2

4

6

8

t i
iU

∞
/
δ
B
L

1

y/δBL1
= 0.02

x/δBL1
= 2.4 x/δBL1

= 4.4 x/δBL1
= 5.2 x/δBL1

= 10.6

x/δBL1
= 2.4 x/δBL1

= 4.4 x/δBL1
= 5.2 x/δBL1

= 10.6

x/δBL1
= 2.4 x/δBL1

= 4.4 x/δBL1
= 5.2 x/δBL1

= 10.6

 

 

Solid

80 PPI

45 PPI

25 PPI

Figure 5.20: Non-dimensional integral time scale t∗ii of the velocity fluctuations within the
boundary layer thickness at different vertical locations above the plate. Solid( ), Porous
80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

The time scale tii, along with the velocity Ux at the point near the surface (y/δBL1=0.02) and

at the locations further away from the plate surface (y/δBL1=0.5 and 0.75) can be used to estimate

the velocity-based longitudinal (streamwise) length scale, λxu =Uxtii, shown in Fig. 5.21. The

results show a fairly similar value of λx ≈ 3δBL1 for the solid surface over the test section area

(x/δBL1=2.4 and 4.4) at y/δBL1=0.02. As shown in Fig.5.21, the use of porous surfaces can lead to

a significant reduction of the longitudinal length-scale (λx) to about 2δBL1 −3δBL1 .
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Figure 5.21: Non-dimensional velocity-based longitudinal length scale λxu . Solid( ), Porous
80 PPI( ), Porous 45 PPI( ), Porous 25 PPI( ).

5.5.4 Boundary layer velocity-pressure coherence analysis

The surface pressure and velocity fluctuations coherence studies at different locations within the

boundary layer were conducted in order to characterize the spatial and temporal evolution of

the coherent flow structures over the solid and porous surfaces, and their role on the pressure

field exerted on the surface. Simultaneous boundary layer flow velocity and surface pressure

measurements were performed at four locations, namely p3, p11, and p16 for the flow velocity of

20 m/s. A single wire probe was used and the data had been collected between y≈ 0 mm and

120 mm normal to the wall at 63 locations above each transducer. The coherence between the

velocity and surface pressure signals are analyzed using,
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γ2
u′p′( f ,ξy′)= |Φ( f ,u′, p′)|2

|Φ( f ,u′,u′)||Φ( f , p′, p′)| , (5.12)

where Φ( f ,u′, p′) denotes the cross-power spectral density function between the velocity and

pressure signals, and ξy′ is the distance of the hotwire probe from the surface.

Figure 5.22 presents the coherence between the flow velocity and the surface pressure

fluctuations (γ2
u′p′) measured at different distances, over the porous section (p3 (x/δBL1=2.4) and

p11 (x/δBL1=4.4)) and downstream of the porous section (p16 (x/δBL1=5.2) and p41 (x/δBL1=10.6))

within the boundary layer region.

The results for the solid surface case show a strong coherence in the low frequency region

within about 30 % of the boundary layer thickness (0.05 . ξy′ /δBL1 . 0.45). The velocity-pressure

coherence, remains very similar for the solid case over all the locations measured (x/δBL1=2.4

to 5.2), which is consistent with results observed in Figs. 5.6, 5.10, 5.13 and 5.14. The pressure-

velocity coherence results for the case of porous surfaces are much more complex. The γ2
u′p′

coherence results for the porous 80 PPI surface show a strong coherence trend at low frequencies,

similar to that of the solid case, but with a much lower coherence intensity especially over the

porous section (p11) and immediately downstream of the porous section (p16). The high coherence

intensity area for the 80 PPI case is observed to have moved closer to the wall compared to

that of the solid case, where the frictional forces are believed to dominate the velocity-pressure

coherence, particularly at x/δBL1 = 2.4. This high coherence peak is, however, strongly suppressed

at the downstream locations (x/δBL1= 4.4 and 5.2).

The friction-induced high coherence region observed at the near-the-wall locations is found to

exists at all porous surface cases, particularly for the cases with high surface roughness (Ra),

i.e. 45 PPI and 25 PPI surfaces. In the case of the porous 45 PPI surface, a pronounced velocity-

pressure coherence reduction can be seen over the porous section (p11), which occurs after a

certain critical length of the porous surface. The results for the 25 PPI case, on the other hand,

show a much weaker γ2
u′p′ coherence, confined to the near-the-wall area at p3, p11 and p16. It can

also be seen that a broadband area of high velocity-pressure coherence appears between f = 100

to 400 Hz at p3 and p11 (over the porous surface), which overlaps the area of low frequency hump

observed in the wall pressure spectra (Fig. 5.10). This broadband region is confined within a
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Figure 5.22: Velocity-pressure coherence, γ2
u′p′

i
at locations p3, p11 and p16 for solid, porous

80 PPI, porous 45 PPI and porous 25 PPI surfaces.

spatial domain over the porous surface and dissipates quickly at the downstream locations. As

mentioned earlier, this is believed to be due to the emergence of a hydrodynamic field inside the

porous medium, which takes place only in the case of highly permeable porous materials, i.e.

45 PPI and 25 PPI surfaces. As described earlier in § 5.5.2.1, the emergence of this hydrodynamic

field requires a long enough porous section to enable the flow penetration into the porous medium.
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The effects of the porous section length on the emergence of the internal hydrodynamic field will

be shown and discussed in the next section.

5.6 Flow penetration critical length

The results in § 5.2 and § 5.3 have shown that the use of a relatively high permeable substrate

can lead to significant changes to the whole energy cascade of the boundary layer, reduction in the

surface pressure fluctuations at high frequencies, and the emergence of a strong hydrodynamic

field inside the porous medium. The velocity-pressure correlation and coherence analysis in § 5.5

demonstrated that the coherence and the length-scales of the spanwise flow structures can be

significantly reduced over the porous surface. The surface pressure spatio-temporal correlation

analysis, on the other hand, showed that a quasi-periodic hydrodynamic field may emerge within

porous media with high permeability and that the spanwise length-scale of the convected flow

structures can reduce significantly.

It is clear from the results that the boundary layer flow penetration into the porous medium

has a strong influence on the above-mentioned effects. Hence, in order to allow a proper flow

penetration, it is necessary for the flow to remain in contact with the porous medium over a long

enough porous section. All the results presented previously were obtained for porous sections with

a streamwise length of Lpx = 4.8δBL1 (Lpx=120 mm). Further experiments have been conducted

for the highly permeable porous materials (45 PPI and 25 PPI) with different streamwise lengths

Lp with the incremental lengths of 5 mm (0.2 δBL1 ), to investigate the effect of the porous section

length on the above-mentioned phenomena. The shorter porous inserts are placed toward the

end of the cavity section, while the upstream cavity between x = 0 and the porous section is filled

with a solid plate of appropriate length and depth of 20 mm. For clarity, the length of the new

porous sections is defined as Lpx in this section. The results are only presented for some selected

streamwise lengths, namely Lpx/δBL1=4.8 (120 mm), 3.2 (80 mm), 1.6 (40 mm), 0.8 (20 mm) and

0.6 (15 mm), for the sake of brevity. The effect of the porous section length is analyzed using

the power spectral density of the wall surface pressure results (φpp) at x/δBL1= 4.4 (p11) for the

45 PPI and 25 PPI materials, as presented in Fig. 5.23.
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Figure 5.23: Wall pressure fluctuations with different porous 45 PPI and 25 PPI lengths at
x/δBL1= 4.4 (p11).

Results are presented for five porous section lengths and also for the solid surface (circle

marker). It is observed that the emergence of the localized broadband hump, previously shown in

Figs. 5.10 and 5.15, is very sensitive to the length of the porous section. It can be seen clearly

that the broadband hump emerges only for the porous sections with a streamwise length of

Lpx > 1.6δBL1 . It is also apparent that the frequency associated with the broadband hump

changes with the porous section length, and that the localized broadband hump shifts to higher

frequencies with decreasing the porous section length (Lpx).

Finally, a thorough study on the surface pressure autocorrelation and the velocity-pressure

coherence have been carried out to investigate and better understand the emergence of the

internal hydrodynamic field and its relationship with the porous treatment length (Lpx). The

autocorrelation and the velocity-pressure coherence (γ2
u′p′ ) results for the p11 transducer (x/δBL1=

4.4), where a significant effect on the boundary layer flow-porous interaction is observed, are

shown in Figs. 5.24 and 5.25 for the 45 PPI and 25 PPI cases, respectively. Results are presented

for different porous treatment lengths. The surface pressure autocorrelation results for the solid

surface (circles) are also given for comparison. The autocorrelation results for all the porous
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surfaces confirm again that there exists a critical length for the emergence of the quasi-periodic

hydrodynamic field within the porous medium. The quasi-periodic internal hydrodynamic field

for the long porous treatments for both the 45 PPI and 25 PPI cases, particularly for the cases

with Lpx/δBL1 > 1.6, reveals itself as (a) a fast decaying oscillation within 1.5< ∣∣τ U∞/δBL1

∣∣< 5 in

the pressure autocorrelation results, in agreement with the results observed in Fig. 5.10 and (b) a

high coherence broadband region near the surface in the pressure-velocity coherence results. The

velocity-pressure coherence results also confirm the suppression of the coherent flow structures

and the emergence of a broadband hump for the long porous surfaces.

Figure 5.24: Autocorrelation of the wall pressure fluctuations with different porous 45 PPI surface
lengths and its velocity-pressure coherence (γ2

u′p′) results at x/δBL1= 4.4 (p11).

135



CHAPTER 5. BOUNDARY LAYER FLOW INTERACTION WITH A PERMEABLE WALL

Figure 5.25: Autocorrelation of the wall pressure fluctuations with different porous 25 PPI surface
lengths and its velocity-pressure coherence (γ2

u′p′) results at x/δBL1= 4.4 (p11).

Figure 5.26: Autocorrelation of the wall pressure fluctuations with different porous 45 PPI surface
lengths and its velocity-pressure coherence (γ2

u′p′) results at x/δBL1= 5.2 (p16).
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Figure 5.27: Autocorrelation of the wall pressure fluctuations with different porous 25 PPI surface
lengths and its velocity-pressure coherence (γ2

u′p′) results at x/δBL1= 5.2 (p16).

5.7 Summary

This chapter presented the results of an experimental investigation into the turbulent boundary

layer flow interaction with a rough permeable wall on a long flat plate. Despite its simplicity, the

experimental test-rig used in this study enabled a large variety of different flow-porous interaction

studies, such as the surface roughness, flow penetration, porous-flow viscous interaction and

hydrodynamic absorption effects of the porous media. The analysis leads to the following main

conclusions.

i. Results have shown that in the case of less permeable surfaces (80 PPI and 45 PPI),

the boundary layer thickness, displacement thickness and momentum thickness increase

compared to the baseline case (solid surface) at each measurement locations, however the

boundary layer thickness for the 25 PPI surface is found to be the lowest compared to the

other cases. This is due to the material being very permeable and that the boundary layer
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more able to penetrate and sink into the porous media, which causes a reduction in the

boundary layer thickness. The use of porous surface treatments also lead to an increase in

the energy content of the velocity fluctuations near the surface and a more rapid energy

cascade within the boundary layer.

ii. The surface pressure PSD results have also shown that the porous surface treatment causes

an increase in the overall pressure exerted on the surface, especially at the locations over

the porous surface and right after the porous test section. The results also show a reduction

of the surface pressure PSD over the high frequency range at the locations downstream of

the porous section, about i.e. 5.4δBL1 after the porous section.

iii. The near-field studies have shown that the penetration of the boundary layer flow into

the highly permeable porous media can generate an internal hydrodynamic field, which

can, in turn, reduces the frequency-energy content of the large boundary layer coherent

structures and their lateral correlation length. Results have also shown that a relatively

long porous section is required to enable flow penetration inside the porous substrate. The

use of a relatively long porous section can lead to the emergence of a quasi-periodic flow

recirculation region inside the high permeable porous section, which then results in a

fast-decaying broadband hump.

iv. It has been observed that the existence of the quasi-periodic hydrodynamic field inside

the porous medium and the reduction in the velocity-pressure coherence over the porous

surface are inter-related and dependent on the effective length of the porous section.

Finally, it is worth noticing that the findings on the use of a rough and permeable surface have

direct implications on the complex flow-porous interaction phenomena, potentially leading to the

reduction of generated noise, whose understanding will require more in-depth studies.
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BLUNTNESS FLOW AND NOISE CONTROL USING POROUS

TREATMENTS

T
he results presented in Chapter 5 focused mainly on the mechanisms involved in the

boundary layer flow interaction and the associated noise generation with different

porous surfaces. The results showed that the porous surface treatment is capable of

altering the boundary layer profile and that it can significantly reduce the surface pressure

fluctuations at high-frequency range. It has also been observed that a noticeable reduction in

the spanwise coherence and the length-scales of the flow structures can be achieved by using the

porous surfaces. In this chapter, we will further investigate the application of porous treatments

for blunt trailing edges, based on the findings in Chapter 5. This chapter outlines a comprehensive

and systematic experimental investigation and studies various aspects of flow-porous interaction,

such as scrubbing effects, break-up of boundary layer coherent structures, flow penetration,

internal hydrodynamic field, flow discharge and vortex shedding suppression. To do so, a flat

plate with blunt trailing-edge was chosen as it involves some very interesting complex physics and

that a trailing-edge porous treatment can alter its aerodynamic and aeroacoustic performance

in different ways. The chapter is organized as follows. The experimental setup, including the

measurement systems and the model configuration is described in § 6.1. The effect of the porous

section on the aerodynamic forces, boundary layer and wake development will be discussed
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in § 6.2. A detailed analysis of the turbulent boundary layer correlation and coherence studies is

provided in § 6.3. As before, a hypotheses will also be presented with regard to the formation of an

internal recirculation zone inside the porous medium. Section 6.4 further discusses the formation

of the internal hydrodynamic field and shows its dependency on the porous-flow interaction

length. The far-field measurement from the blunt flat plate test-rig and the effect of the porous

treatment on the radiated noise is detailed in § 6.5. Finally, § 6.6 concludes the chapter and

summarizes the findings concerning the application of porous materials for aerodynamic and

aeroacoustic purposes.

6.1 Measurement setup

Figure 6.1: (a) The schematic of a flat-plate with an elliptical leading-edge and exchangeable blunt
trailing-edge. (b) The geometry of the elliptic leading-edge. (c) The position of the trailing-edge
pressure transducer array.
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The flow interaction with a blunt trailing-edge poses some very interesting and challenging

questions, such as flow acceleration, vortex shedding and flow-induced noise and vibration, etc.,

and has therefore been chosen for this study. The aerodynamic and flow measurements have

been performed for a blunt flat plate with solid and porous trailing-edges in the open-jet and

the low turbulence wind tunnel. Results have been obtained for flow velocities of up to 26 m/s,

corresponding to the chord-based Reynolds number of 6.0×105, with incoming flow turbulence

intensity of below 0.5%. To properly understand the effect of the trailing-edge properties (i.e.

solid and porous), various measurements have been performed, such as the aerodynamic loads,

boundary layer growth, wake development and surface pressure fluctuations. The schematic

of the flat plate test-rig is shown in Fig. 6.1. The plate has a fore-body length of Lx = 350 mm,

spanwise length of Lz = 715 mm and thickness of h =20 mm. The corresponding aspect ratio

of the flat plate is ARx = Lx/h = 17.5. The model in the open-jet wind tunnel gives a blockage

ratio of 1.8%, which is expected to have a negligible effect on the results obtained [209]. The

flat plate has an elliptical leading-edge with a semi-minor axis of 10 mm and a semi-major

axis of 27 mm in order to prevent strong adverse pressure gradient and large leading-edge flow

separation. To ensure the presence of vortex shedding, the ratio of the trailing-edge height and

the boundary layer displacement thickness should obey the h/δ∗ > 0.3 criterion, where δ∗ is the

boundary layer displacement thickness at the trailing-edge [210]. The bluntness ratio was found

to be significantly larger than 0.3, ensuring the existence of vortex shedding. In order to reach

a well-developed turbulent flow before the trailing-edge section, a 25 mm wide sand trip was

applied just aft of the leading-edge at x=30 mm with a thickness of approximately 0.6 mm and

grit roughness of 80, corresponding to the average roughness of Ra=1.8 µm [211].

The bluntness ratio (h/δ∗) was found to be significantly larger than 0.3 in our experiments,

ensuring the existence of vortex shedding. In order to reach a well-developed turbulent flow

before the trailing-edge section, a 25 mm wide sand trip was applied just aft of the leading-

edge at x=30 mm with a thickness of approximately 0.6 mm and grit roughness of 80. The trip

was placed on both sides of the plate. The trailing-edge part of the plate is made as an insert,

with a width (Lpx) and span-length of 50 mm and 500 mm, respectively, to enable tests with

various trailing-edges, namely solid, porous 80 PPI and porous 25 PPI, see Fig. 6.1. To ensure
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two-dimensional flow over the span, rectangular side-plates of dimensions 425 mm by 80 mm,

with sharpened leading-edges with an angle of 20◦ were mounted on the test apparatus. The

side-plates extend approximately 1.25h upstream of the leading-edge and 2.5h downstream of

the trailing-edge. The x-, y- and z-coordinates of the blunt trailing-edge is taken as zero at the

centre of the trailing-edge. The y′ axis is introduced on the top surface of the plate, defined as

y′ = y−h/2= 0, and is used to define the boundary layer axis in § 6.2. The separation distance used

in discussions concerning the pressure and velocity coherence and correlation studies in § 6.3.3 is

denoted by ξx, ξy and ξz.

Two metal foams with the pores per inch (PPI) of 25 and 80 have been chosen for this study,

with the porosity values of 90.92% and 74.76% and permeability values of 8.2× 10−8 m2 and

7.7× 10−9 m2, respectively. The average roughness (Ra) values for porous 25 PPI and 80 PPI are

found to be 1922 µm and 212 µm, respectively. The boundary layer and wake flow measurements

were carried out using single-wire Dantec 55P16 and cross hot-wire Dantec 55P51 probes. The

hotwire measurements were taken for 15 seconds at each location. The transducers are arranged

in the form of an L-shaped array in the streamwise and spanwise directions (see Fig. 6.1). The

transducers located in the spanwise direction will be used for the calculation of the spanwise

coherence and length-scale of boundary layer structures, while the transducers employed in

the streamwise direction provide information on the evolution of the turbulence structures as

they move downstream towards the trailing-edge and their convection velocity. The detailed

locations of the pressure transducers on the detachable trailing-edge part are provided in Fig. 6.1

and summarized in Table 6.1. The pressure transducers, p2 to p6, are equally spaced in the

streamwise direction, while the transducers, p7 to p11, are placed 14 mm upstream of the

trailing-edge and are spaced unequally in the spanwise direction to maximize the number of

correlation distance combinations (ξz) between the transducers in order to obtain more accurate

results over the whole frequency range.
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Table 6.1: Positions of the pinhole transducers upstream of the trailing-edge

Position Transducers
Number

Axial locations,
x (mm)

Transverse locations,
z (mm)

Streamwise p1, p2, p3,
p4, p5, p6

-7, -14, -20,
-26, -32, -38

0.0

Spanwise p7, p8, p9,
p10, p11

-14
4.6, 13.4, 27.4,

46.6, 81.4

6.2 Aerodynamic and flow-field analysis

6.2.1 Steady drag coefficient

A basic but fundamental understanding of the problem can be gained by studying the aerodynamic

forces acting on the plate. The steady aerodynamic force measurement of the blunt flat plate with

solid and porous trailing-edges are presented and explained in this subsection. The experiments

covered a wide range of flow velocities, U∞=6 m/s to U∞=26 m/s, corresponding to the Reynolds

numbers of ReLx = 1.4×105 to 6.0×105. The results presented in Fig. 6.2 show the drag coefficient

(CD) of the plate against the Reynolds number for the solid and porous trailing-edges. The drag

coefficient (CD) is calculated using Eq. 3.1. The vertical error bars centered on the CD mean

values denote the estimated CD uncertainty with 95 % confidence level.

Results have shown that the use of porous treatments can significantly reduce the drag force.

The results for the solid case have shown that the drag coefficient experiences a sudden sharp

drop at low ReLx and gradually reaches an area of almost ReLx independency at higher Reynolds

numbers. The sudden decrease in the drag coefficient behaviour at low Reynolds number and

the variation in drag, covering an almost one decade of ReLx , can potentially be due to the

laminar to turbulence transition phenomena [212]. This, however, needs further experimental

and numerical investigations. It can also be seen that the use of 25 PPI porous material leads

to the reduction of CD by up to 16% compared to the solid case. The trends observed from the

solid and 80 PPI porous cases are almost identical at high Reynolds numbers, indicating that

the boundary layer and wake flows at high Reynolds numbers behave similarly in the case of

80 PPI and solid trailing-edges. This behaviour can be explained by the fact that for the porous
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medium with low permeability, a longer flow and porous-surface interaction is needed to enable

flow penetration into the porous medium. Therefore, the porous materials with high PPI and

low permeability behave more or less like the solid case. The significant reduction obtained for

the case of 25 PPI can be attributed to the flow penetration into the pores, flow discharge into

the wake and attenuation of the vortex shedding from the trailing-edge, which will be further

discussed in § 6.2.2 and § 6.2.4.
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Figure 6.2: The measured drag coefficient for the flat plate with different trailing-edges.

6.2.2 Trailing-edge flow-field

6.2.2.1 Flow pattern using PIV

In order to better understand the effects of the porous trailing-edge on the boundary layer

structures, wake development and vortex shedding, measurements have been performed using

PIV and hot-wire anemometry at the flow velocity of U∞=20 m/s, corresponding to the Reynolds

number of ReLx = 4.6 ·105. Figure 6.4 illustrates the time-averaged normalized streamwise

(U) and vertical (V ) velocity components for the blunt trailing-edge with and without porous

treatment. A dual-cavity laser of 200 mJ Nd:YAG with a wavelength of 532 nm was used to
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produce 1 mm laser sheet thickness with the time interval between each snapshot of 25 µs

and repetition rate of 15 Hz to obtain a maximum amount of particles in the interrogation

window. A total number of 1600 image pairs were captured using a FlowSense 4 MP CCD

camera with a resolution of 2072 x 2072 pixels for each case and used to compute the statistical

turbulent flow quantities. The measurements were made for a field-view of 158 mm × 158 mm,

which corresponds to a domain of 7.9h × 7.9h in the streamwise and vertical directions, as

shown schematically in Fig. 6.3. The measurements iterative process yields a grid correlation

window of 16 × 16 pixels with an overlap of 50%, resulting in a facial vector spacing of 0.61 mm,

corresponding to the plate thickness of 0.031h.

Figure 6.3: PIV measurement plane.

The categorization of vortex shedding regimes in the wake velocity profile, specifically in

the near wake flow, can be assessed by looking into the vortex formation length and the vortex

cores (mean recirculation) region. The non-dimensionalized vortex formation length (L f /h) is

defined as the distance between the trailing-edge and the end of the vortex region, where the

maximum streamwise velocity fluctuations are obtained. The non-dimensionalized vortex cores

region (xvc/h), on the other hand, corresponds to the position of the recirculation core [213]. The

respective L f /h and xvc/h locations are illustrated in Fig. 6.4(a). Results in Figs. 6.4(a) and 6.4(b)

show that the flow recirculation behind the solid trailing-edge occurs within 0.05 . x/h . 1.04,

with a pair of counter-rotating vortices formed in the very near wake with identical symmetric

vortex core structure with respect to the centerline of the trailing-edge. The results for the porous
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medium with low permeability (80 PPI) show a small shift in the location of the recirculation

region, see Figs. 6.4(c) and 6.4(d), with the recirculation occurring within 0.15 . x/h . 1.06. It

can also be seen that the counter-rotating vortices formed are nearly symmetric, with a slight

shift between the two vortex cores. The use of the porous 25 PPI with higher permeability

value, however, leads to significant changes to the vortex core structure and the location of the

recirculation zone. It can be seen in Figs. 6.4(e) and 6.4(f) that the recirculation area has moved

further downstream to 0.5 . x/h . 1.8. The (L f /h, xvc/h) values for the solid, porous 80 PPI

and porous 25 PPI trailing-edges have been found to be (1.04, 1.06) and (1.8, 0.4) and (0.64,

1.2), respectively, indicating a significant delay in the formation of the vortex shedding due

to interaction of the flow with the porous treatment. The delay in the formation of the vortex

shedding is consistent with the observations in Fig. 6.2, i.e. drag reduction using porous treatment.

A similar observation was made by Bearman and Tombazis [214], where they had shown that the

use of wavy blunt trailing-edge can lead to changes to the length of the recirculation region (L f ),

recovery of the base pressure and reduction of drag.

Another interesting feature observed in Fig. 6.4 is the emergence of an area of flow acceleration

over the trailing-edge region due to the pressure difference at the trailing-edge. This effect can

also be primarily related to the development of the core of a vortex, which in general imposed

by a minimum pressure (low-pressure vortex). The low pressure at the vortex core against the

high pressure outside the vortex core creates a partial vacuum (suction), forcing the flow to

accelerate near the trailing-edge. The flow acceleration region of the U-components can be seen

within -1 . x/h . 0.5 and -1.3 . y/h . -0.5 for the case of solid trailing-edge (Fig. 6.4(a)), followed

by a rapid vertical flow movement, i.e. velocity overshoot near the trailing-edge, leading to the

flow recirculation in the near wake region. Similar observations can be made in the case of

porous 80 PPI (Fig. 6.4(c)) with a broader flow acceleration region and less strong compared to

that of the solid case. However, unlike the solid trailing-edge, porous 25 PPI exhibits a much

more streamlined behaviour, with a much lower flow acceleration upstream of the trailing-edge

and reduced velocity overshoot over the blunt trailing-edge. Results have also shown that the

acceleration region of the V -component for the porous 25 PPI in the wake has moved even further

downstream compared to the solid and 80 PPI cases. The significant changes observed for the
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Figure 6.4: Time-averaged flow pattern for normalized streamwise (U) and vertical (V ) velocity
components for solid (a and b), porous 80 PPI (c and d) and 25 PPI (e and f).

porous 25 PPI trailing-edge is believed to be due to the penetration of the boundary flow into the

porous medium, creation of an internal hydrodynamic field and discharge of the flow into the

wake region. These phenomena will be further discussed in § 6.2.7 and § 6.2.8.

6.2.2.2 Boundary layer flow structures

Figure 6.6 presents the mean and root-mean-square (rms) boundary layer velocity profiles along

the boundary layer (BL) lines shown in Fig. 6.5. The measurements were conducted at the flow

velocity of U∞=20 m/s using a single hot-wire probe and the data have been collected between
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y′/h ≈ 0 and y′/h = 2.5 at 35 stations above the plate for each line, where y′ = 0 is the plate

top surface, as defined in § 6.1. The distance from the surface (y′-axis) has been normalized

by the boundary layer thickness at BL1, x/h=-2.6, upstream of the exchangeable trailing-edge

part. Note that at BL1, the flow velocity approaches to zero at the solid surface, i.e. the no-slip

condition, which will not be the case over the porous surface due to the flow penetration into the

porous medium [205]. The boundary layer velocity results show that there is an increase in the

velocity gradient at the wall from BL1 to BL4, which implies the presence of a favorable pressure

gradient flow upstream of the trailing-edge, which will eventually cause strong flow acceleration

over the trailing-edge [215]. The velocity profiles for the solid trailing-edge downstream of BL1

gradually deviate from that of a standard turbulent boundary layer profile as a result of the

bluntness effects, with a clear velocity overshoot, signifying the presence of flow acceleration

in the trailing-edge region. The peak of the velocity overshoot occurs at y′/δBL1 = 1 and does

not change greatly with x/h. The rms velocity results clearly show that the solid trailing-edge

exhibits a larger level of velocity fluctuations than the porous cases, almost in the whole boundary

layer region. In the case of the 80 PPI trailing-edge, the boundary layer profiles observed at

all the measurement locations are very similar to that of the solid trailing-edge case, but with

slightly milder velocity overshoot in the vicinity of the trailing-edge. It is also noticed that the

use of porous 80 PPI treatment reduces the rms velocity value over a large part of the boundary

layer compared to the solid trailing-edge. The results obtained for the flat plate with the porous

25 PPI treatment show that the flow is more streamline over the trailing-edge and it experiences

much less acceleration and therefore less velocity overshoot in the trailing-edge region. The rms

velocity results in the case of the 25 PPI trailing-edge changes rather abruptly over a large part

of the boundary layer, particularly in the boundary layer outer regions. This becomes clearly

visible at x/h=-0.9 (BL3) and x/h=-0.05 (BL4), upstream of the trailing-edge, where the flow

acceleration was observed for the solid trailing-edge. However, there is an increase in the rms

velocity magnitude near the wall region for the case of porous 25 PPI at both BL3 and BL4.

Despite the significant reduction of Urms over a large part of the boundary layer, the use of

the 25 PPI material is shown to increase the energy content of the velocity fluctuations over

a small region in the vicinity of the porous surface, which can be attributed to the frictional
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Figure 6.5: The schematic of the blunt trailing-edge rig and the position of the hot-wire boundary
layer (BL i) and wake (Wi) measurements.

forces at the surface of the porous material. This is particularly an interesting result as it shows

that the energy content of the large coherent structures in the log-law and outer layer regions,

mainly responsible for the low frequency surface pressure fluctuations and the trailing-edge noise

generation [168] can be significantly reduced using porous treatments.

6.2.2.3 Wake velocity profile

Figure 6.7 shows the streamwise (U) and vertical (V ) velocity profiles at different axial locations,

namely x/h= 0.1, 0.5, 1.0, 2.0, 3.0, and 5.0 downstream of the trailing-edge (see Fig. 6.5), covering

a wide range of near- to far-wake locations. Note that the measurements have been carried out

using hotwire anemometry and therefore, the streamwise velocity component is always positive,

i.e. showing the absolute value of the velocity. The actual values of the U- and V -components

can be found in Fig. 6.4. It is clear from the results that the porous treatments can significantly

change the flow structure in the near wake region. Results show that both the porous cases

significantly reduce the magnitude of the streamwise velocity in the near-wake. The U-component

velocity profiles show that the porous treatments delay the formation of vortex shedding in the

wake, i.e. near-wake stabilization, which is consistent with the streamline flow pattern observed

in Fig. 6.4.

In the case of 25 PPI, the large deficit observed is due to the suppression of the recirculation
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Figure 6.6: Boundary layer mean and RMS velocity profiles at different streamwise locations
upstream of the trailing-edge. Solid trailing-edge ( ), Porous 80 PPI trailing-edge ( ), Porous
25 PPI trailing-edge ( ).

region and reduction of the velocity overshoot over the trailing-edge, resulting in a more stream-

lined flow over the trailing-edge and larger deficit in the plate near-wake region. The porous

material restraints the entrainment of the high momentum fluid from the free-stream into the

wake field, which causes lower momentum transfer in the wake and results in larger velocity

deficit in the plate near-wake region. The reduced impact of vortex shedding due to the delayed

recirculation also enhances the effect of the base pressure recovery in the wake, which in turn,

leads to the reduction in CD . The drag associated with the vortex shedding can be obtained using

the wake velocity deficit information. In order to calculate the drag force using the wake velocity

results (CDW ), the methodology described by Naghib [216] has been adopted. The wake-based

drag coefficient can be found from,
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CDW = 2
A

∫
U

U∞

(
1− U

U∞

)
dy+ 2

A

∫ (
Urms

U∞

)2

dy, (6.1)

where A is the plate plan view area and the integral must be carried out outside the vortex

recirculation region in the near wake area. The two integrals in Eq. 6.1 are estimated based on

the streamwise mean and fluctuating velocity components. In the present study, these terms

are calculated based on the velocity quantities located at x/h=2, downstream of the trailing-

edge. The trend of the total drag estimated from the wake CDW , at flow velocity of U∞=20 m/s,

corresponding to the Reynolds number of ReLx = 4.6×105, is consistent with the drag coefficient

CD results found using the force balance measurements. The results show that a significant

reduction of the total drag CDW can be achieved in the case of porous 25 PPI trailing-edge, with

a reduction of ≈ 15 %, relative to that of the solid case, which is in agreement with the drag

reduction obtained in Fig. 6.2.

The V -velocity component results in Fig. 6.7 show a different behaviour than the U-velocity

component. The vertical velocity component in the near-wake can be linked to the vortex for-

mation and roll-ups mechanism. The V -velocity results for the solid trailing-edge at x/h = 0.1

show the existence of a secondary small recirculation area near the centreline (y = 0) and two

larger recirculation area nearer to the trailing-edge. The small recirculation near the centreline

disappears quickly further downstream, leading to only one large recirculation area, ending

between x/h = 2.0 to 3.0. The V -component velocity profiles observed for the 80 PPI trailing-edge

is very similar to that of the solid trailing-edge, but the 25 PPI trailing-edge exhibits a very

different behaviour. The main recirculation area of the 25 PPI case is much weaker than the solid

case, indicating the stabilization of the shear layer and delay of the vortex shedding formation.

The energy content of the boundary layer and wake structures will be further discussed in

Figs. 6.8 and 6.14.

6.2.2.4 Reynolds shear stresses velocity profile

Figure 6.8 presents the normalized Reynolds normal stress (u′u′ /U2∞, v′v′ /U2∞) and shear stress

(−u′v′ /U2∞) components within the wake at x/h= 0.1, 0.5, 1.0, 2.0, 3.0, and 5.0. It is clear from the

results that the Reynolds stresses are symmetrical about the wake centreline for all cases and
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Figure 6.7: Mean streamwise (U) and vertical (V ) velocity components in the wake of the blunt
trailing-edge. Solid trailing-edge ( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-
edge ( ).

peak at about the trailing-edge lip-line at y/h =±0.5. The near-wake results show that the use of

porous trailing-edge can lead to significant reduction of the normal- and shear-stress terms along

the centreline to almost zero and also considerable reduction at the peak location (y/h =±0.5).

Results have also shown that the use of porous trailing-edge leads to a considerable reduction

of the wake width in the y-direction at x/h = 3.0 and 5.0. A noticeable difference between the

magnitude of the u′u′ and v′v′ normal stress components can be observed in the x/h& 0.5 region,

where is dominated by the flow recirculation in the case of the solid or delayed vortex shedding

for the porous trailing-edge cases. The results obtained for the solid and porous trailing-edges

show that the v′v′ component can become twice, or more, as large as the u′u′ at the downstream

locations (x/h& 0.5). The increase in the v-fluctuations indicates the presence of large swirling

turbulent structures, i.e. the formation of vortex shedding [217]. Also, this suggests the existence

of a highly anisotropic flow at these locations due to the vortex formation, which will be further
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Figure 6.8: Reynolds stress components within the wake. Solid trailing-edge ( ), Porous 80 PPI
trailing-edge ( ), Porous 25 PPI trailing-edge ( ).

discussed in § 6.2.3.

In addition to the normal Reynolds stress terms, studying the shear stress terms helps better

understand the energy production within the turbulent media and the mechanisms governing

the stabilization of the Tollmien-Schlichting instabilities [218]. It is, therefore, important to
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study the Reynolds shear stress component (−u′v′ /U2∞) for both solid and porous trailing-edge

cases within the wake region, see Fig. 6.8. The results at each location display a symmetrical

distribution of shear stress along the wake centreline. It is clear that the shear stress is reduced

significantly within x/h=0.1 to 2.0 due to the larger momentum deficit in the case of 25 PPI. Also,

the lower peaks in the case of 25 PPI trailing-edge compared to the solid trailing-edge is due to

the elongation of the wake region and the suppression of vortex shedding in the trailing-edge

area, as discussed earlier for Fig. 6.7. In contrast, the distribution of −u′v′ obtained at x/h=3.0

and x/h=5.0 shows a slight increase in the peak magnitude in the porous 25 PPI case, which

indicates the presence of a delayed vortical structure in this region, as observed in Fig. 6.4.

6.2.3 Wake anisotropy flow

As shown in § 6.2.2.4, the wake flow is highly anisotropic. The anisotropy level bi j can be

estimated and derived from the Reynolds stress anisotropy tensor [219], which represents a

symmetric second-order tensor as,

τi j =


u′2 u′v′ u′w′

v′u′ v′2 v′w′

w′u′ w′v′ w′2

 , (6.2)

This tensor is then decomposed into the sum of its deviator or known as the “traceless tensor”,

τ
′
i j and an isotropic tensor (spherical tensor), τ◦i j, as,

τi j = τ
′
i j +τ◦i j, (6.3)

where the spherical tensor is defined as,

τ◦i j =
1
3
τkkδi j,

= 1
3

q2δi j,
(6.4)

where q2 is the Reynolds stress tensor trace and it is equivalent to the twice of the kinetic energy

of turbulence, q2 = 2k. The deviator is then expressed as,
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τ
′
i j = τi j − 1

3
τkkδi j,

= uiu j − 1
3

q2δi j,
(6.5)

By normalizing the deviator τ
′
i j with the trace of the Reynolds stress tensor, q2, the anisotropy

tensor bi j can be found, given by,

bi j =
τ
′
i j

q2 ,

= uiu j

q2 − 1
3
δi j,

(6.6)

Equation 6.6 isolates the Reynolds stress tensor anisotropy from the other flow properties.

Equation 6.6 can also be rewritten as,

bi j =
uiu j

2k
− δi j

3
, (6.7)

where uiu j is the Reynolds stress term, k = uiui/2 is the average turbulent kinetic energy and

δi j is the Kronecker delta function.

The overall turbulence anisotropy state can be evaluated by using the second II (-bi jb ji/2)

and third III (bi jb jkbki/3) non-linear principal invariants of bi j [220], where II indicates the

degree of anisotropy and III represents the anisotropy nature [221]. The derivation of the second

II and third III non-linear principal invariants of bi j is given below. Considering the fact that the

anisotropy tensor is symmetric, where bi j = b ji, an orthonomal basis n1,n2,n3 (unit vectors that

are orthogonal to each other) can be found such that,

bi j =λini ni, (6.8)

or can also be expressed in the matrix form as,

bi j =


λ1 0 0

0 λ2 0

0 0 λ3

 , (6.9)
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where vectors λi are called the eigenvalues or the principal values of anisotropy tensor bi j and

the vectors ni are the eigenvectors or the principal directions that diagonalize anisotropy tensor

bi j. All the three and the other associated eigenvalues are real, established by the fact that the

anisotropy tensor bi j exhibits a symmetric property. The eigenvalues are resolved using the

equation as,

|bi j −λδi j| = 0, (6.10)

Evaluation of Eq. 6.10 leads to a characteristic polynomial of bi j given as,

λ3 − I1λ
2 + I2λ− I3 = 0, (6.11)

where the scalar coefficients I1, I2 and I3 are the first, second and third invariant of bi j, given by

I1 = tr(bi j)= bkk,

I2 = 1
2

[(tr(bi j))2 − tr(bi j)]= 1
2

(biib j j −bi jb ji),

I3 = det(bi j)= 1
3

(biib j jbkk −3biib2
j j +b3

ii).

(6.12)

From Eq. 6.7, it is obvious that the first invariant I1 is equal to zero. The second and third

invariants can be simplified as,

I2 =−1
2

tr(bi j)2 =−1
2

bi jb ji,

I3 = 1
3

tr(bi j)3 = 1
3

bi jb jkbki.
(6.13)

The invariants II and third III can be found as,

I I =−2I2 = bi jb ji,

I I I = 3I3 = bi jb jkbki.
(6.14)

The features of the turbulence state can be represented by the anisotropy invariant map (AIM),

by plotting the non-linear functions of Reynold stress anisotropy invariant II (the degree of

anisotropy) versus the invariant III (the nature of anisotropy), as shown in Fig 6.9. A short

description of the anisotropy invariant map is provided below,
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i. The AIM map can be defined using three points (circled in red). The point (0,0) corresponds

to the isotropic turbulence, the point
(
-

1
36

,
1
6

)
corresponds to the isotropic two-component

turbulence and the point
(
-
2
9

,
2
3

)
corresponds to the one-component turbulence.

ii. The upper AIM boundary line shows the two-component turbulence
(
II=

2
9

+ 2 III
)
, where

the fluctuations of the wall-normal component vanish much faster than the other compo-

nents [222].

iii. The curve between the point (0,0) and
(
-

1
36

,
1
6

)
represents the axisymmetric expansion

(
II=

3
2

[
4
3

I I I
]2/3)

, where one of the Reynolds stress tensor’s diagonal component is larger than

the other two equal components.

iv. The curve between the point (0,0) and
(
-
2
9

,
2
3

)
corresponds to the axisymmetric contraction(

II=
3
2

[
−4

3
I I I

]2/3)
, where one of the Reynolds stress components is smaller than the other

two equal components.
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Figure 6.9: Anisotropy invariant map (AIM)
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The anisotropy invariant map (AIM) of the Reynolds stress components at all wake locations

(0.1 ≤ x/h ≤ 5.0) downstream of the trailing-edge lip-line and along the centreline, with a cross-plot

of the invariant II versus invariant III are summarized in Fig. 6.10.
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Figure 6.10: Anisotropy invariant map (AIM) of Reynolds stress tensor at several wake locations
downstream of the (a) trailing-edge lip-line and (b) trailing-edge centerline. The arrows show the
range of anisotropy variation for flow measurements over 0.1 ≤ x/h ≤ 5.0.

The turbulence state of the Reynolds stress components is depicted by the boundaries of the

AIM. As only the streamwise U and vertical V velocity components are available from the present

hot-wire measurements, all the data points gather over the two-component turbulence state at the

upper boundary line of the AIM (i.e. II=2/9+2III or b13=b23 = 0). This is an acceptable assumption

as the wake flow is predominantly two dimensional, i.e., W ≈ 0. Figure 6.10(a) shows that the

Reynolds stress components of the wake structures in the case of the porous 25 PPI and 80 PPI

at the trailing-edge lip-line gradually separate from the isotropic two-component turbulence
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state and move towards a one-component turbulence state. At the trailing-edge centreline, the

results in Fig. 6.10(b) show that the Reynolds stress components of all cases are nearly in a 2D

isotropic turbulence state, which implies that the turbulent kinetic energy tends to be equally

distributed among the two velocity-components and distinctly tend towards the 1D turbulence

state, especially for the case of porous 80 PPI.

The Reynolds stress tensors behaviour presented in Fig. 6.10 can be visualized in the form of

an ellipsoidal shape of the tensors in which the principal axes correspond to the stress axes and

the radii are the tensor’s eigenvalues, see Figs. 6.11 and 6.12. The equation of the shape of the

Reynold stress tensor is defined as,

[
x
λ1

]2

+
[

y
λ2

]2

+
[

z
λ3

]2

= 1, (6.15)

where λ1, λ2 and λ3 are the eigenvalues of the Reynolds stress tensor.

The limiting state of turbulence based on the tensor’s non-zero eigenvalues for one-component

state is (λ1=2/3, λ2=λ3=-1/3), for which the shape of the tensor willbe a line. In the case of

two-component state (λ1=λ2=1/6), λ3=-1/3), the shape of tensor will be an ellipsoid [223]. As can

be seen in Fig. 6.11, a high level of anisotropy has been found in the case of porous trailing-edge

within the wake at all measurement locations, x/h= 0.1, 0.5, 1.0, 2.0, 3.0, and 5.0, along the

trailing-edge lip-line. A similar trend can be seen at the trailing-edge center-line, except at

x/h= 1.0, where the porous cases yield a lower degree of anisotropy compared to the solid one.

Additionally, as observed in Figs. 6.11 and 6.12, the degree of anisotropy present in the near wake,

x/h= 0.1, 0.5 at the trailing-edge lip-line and center-line for porous 80 PPI is greater than that

found for the solid trailing-edge. The porous 25 PPI, on the other hand, shows an even greater

degree of anisotropy compared to the other cases in the near wake. It is also worth noting that

the porous 25 PPI exhibits a nearly 1D turbulence state region downstream of the trailing-edge

lip-line due to the suppression of the wall normal stress components, as observed in Fig. 6.11.

The changes in the wake turbulent structure can also be attributed as a direct response to

the flow acceleration in the streamwise U and vertical V components of the Reynolds stress

anisotropy tensor. For the solid and porous 80 PPI cases in the near wake, a region of higher b11,

b12 and lower b22 is observed, which indicates the establishment of isotropic 2D turbulence.
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Figure 6.11: Ellipsoid shapes formed by Reynolds stress tensor, as described in Eq. 6.15 at several
wake locations downstream of the trailing-edge lip-line.
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Figure 6.12: Ellipsoid shapes formed by Reynolds stress tensor, as described in Eq. 6.15 at several
wake locations downstream of the trailing-edge center-line.
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Such flow regions do not exist in the case of porous 25 PPI. This is expected to be due to the

reorganization of the near-wall turbulence as a result of the flow acceleration near the trailing-

edge. On the contrary, a region of nearly 1D turbulence state subjected to a strong acceleration

region of the V -components (see Fig. 6.4) can be seen in the further downstream wake location,

especially for the porous 25 PPI trailing-edge case. The abrupt changes in the ellipsoid shapes

formed by Reynolds stress tensor for the porous cases can also be related to the delayed vortical

structures, i.e.delay in the formation of vortex shedding, as shown in Fig. 6.4.

6.2.4 Velocity power spectra in the boundary layer

The dominant turbulent structures within the boundary layer and their frequency-energy content

can be studied using the velocity power spectrum (φuu). Figure 6.13 presents the velocity power

spectral density (PSD) as a function of the Strouhal number (St= f h/ U∞) at different axial

locations upstream of the trailing-edge and provides a comparison between the three investigated

trailing-edge cases. In order to estimate the energy content at different frequencies, the Welch’s

power spectral density of velocity fluctuations (φuu) has been performed based on the time-domain

hotwire data using Hamming windowing for segments of equal length with 50 % overlap. The

frequency resolution (∆ f ) was set to 64 Hz and the frequency wavelength was equal to 1/5 of the

window length used in the windowing process. The velocity fluctuation energy power spectrum at

BP1 corresponds to the point near the surface (y′/h=0.025), while BP2−3, i.e. the top two rows,

show the results further away from the wall regions of the boundary layer at y′/h=0.075 and 0.33

(velocity overshoot location). The y′ axis is introduced on the top surface of the plate, defined as

y′ = y−h/2= 0.

Results have shown that in the vicinity of the wall the porous treatment, especially in the

case of 25 PPI, causes an increase in the energy content over the whole Strouhal range, which is

believed to be, to some extent, due to the increased level of frictional forces acting on the flow

near the surface (BP1), which is also in agreement with the rms velocity results presented in

Fig. 6.6. It can also be seen that the level of such frictional forces increases with the flow travelling

downstream over the porous section. The investigated spectra at the velocity overshoot location

(BP3,BL2−4) clearly show that the overall energy content of the boundary layer structures
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reduces significantly as a result of the boundary layer interaction with the porous surface.
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Figure 6.13: The velocity power spectral density at different locations in the boundary layer. Solid
trailing-edge ( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ).

The results for the solid trailing-edge also show a strong tonal behaviour at St ≈ 0.21, which

can be attributed to the presence of a strong hydrodynamic field travelling upstream from the

wake region, where flow recirculation occurs. The issue of the upstream travelling hydrodynamic
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field will be further discussed in § 6.2.7. This tonal peak energy has been detected at almost all

locations, which is also visible in the case of porous 80 PPI shown in Fig. 6.13, except for regions

far upstream of the trailing-edge and very close to the surface. Interestingly, in the vicinity of

the trailing-edge at BL3−4 results show that the use of 25 PPI porous material results in the

complete suppression of the tonal peak and the emergence of a small broadband hump between

St = 0.3 to 0.9 at BP3,BL4. The broadband hump region is shown in plots (g) and (h) with a thick

line.

While the near-the-wall frictional forces result in an overall increase in the energy content of

the flow over the entire frequency range, the increase over a small frequency band (St=0.3 to 0.9)

seems to be due to a different mechanism. This is believed to be due to the presence of a strong

hydrodynamic field inside the porous medium, which will be discussed further in § 6.2.7 and

proven using various pressure and velocity correlation and coherence studies. This phenomenon

can also be seen in the near-wake velocity frequency-energy content and the surface pressure

fluctuations (φpp) results in Figs. 6.14 and 6.23. From the velocity PSD results presented in

Fig. 6.13, it can, therefore, be concluded that the use of porous treatments can lead to significant

reduction of the energy content of the large turbulent structures within the boundary layer and

the suppression of the vortex shedding tonal peaks. Understanding of the mechanisms through

which the porous treatment causes such changes requires more in-depth analysis of the boundary

layer surface pressure fluctuations, which will be dealt with in § 6.2.7 and § 6.4.

6.2.5 Velocity power spectra in the wake

To properly understand the properties of the wake turbulence structures, one needs to study

their energy-frequency content, as well as the basic velocity and turbulent kinetic energy profiles.

The results of the power spectral density (PSD) analysis of the wake flow velocity (φuu) are

presented at several wake locations downstream of the trailing-edge, along the lip-line (y/h = 0.5)

and along the centreline (y/h = 0), see Fig. 6.14. The measurement locations are shown in Fig. 6.5.

The fundamental, first and second harmonics of the vortex shedding frequency can be clearly

seen from the results of the solid trailing-edge. The slope of the velocity spectra after the second

harmonic (St = 0.6) for all downstream locations appears close to f −5/3. The results show a
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significant and consistent reduction of the broadband content of φuu for both porous cases. In

the case of the porous 80 PPI, as mentioned before, the treatment is unable to change the tonal

characteristics of the flow structures. However, the reduction in the broadband content of the

energy spectra in the case of 80 PPI treatment, has made the tones to protrude well above the

broadband spectra, even more than that of the solid trailing-edge.
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Figure 6.14: The velocity power spectral density at different locations in the wake. Solid trailing-
edge ( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ).

In the case of the 25 PPI trailing-edge, results have shown that the use of a highly permeable

section can lead to the effective suppression of the vortex shedding peaks and also reduction of

the broadband content of the fluctuating velocity. Also, a broadband hump region is observed

at about 0.3 < St < 1.0 for the porous 25 PPI case in the near-wake region (P1,W1), which was

also seen in the boundary layer velocity PSD results (Fig. 6.13(BL4)). This broadband hump is,

however, local to the trailing-edge region, dissipates very quickly further downstream and is
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believed to be due to the internal hydrodynamic field of the porous section. This will be further

discussed in § 6.2.7 and § 6.4. Furthermore, the results along the centreline have shown that

the use of porous 25 PPI can lead to significant reduction of the energy content of the wake

flow structures in the near wake region. However, the recirculating vortical structures in the

25 PPI case gain more energy after x/h = 2.0, i.e. the location of the delayed weak vortex shedding,

followed by a significant reduction of the peak magnitude and the broadband energy content in

the far-wake region (x/h = 5.0).

6.2.5.1 Contour plots of the velocity power spectra in the wake

Figure 6.15 shows the power spectra contour plots of the U velocity components for solid trailing-

edge at different x/h locations in the wake. It can be seen that the energy is mainly confined

within the wake area, and the same tones can be found in these spectra as seen in Fig. 6.14. This

means that high energy content is experienced at St=0.2 and its harmonics. The hydrodynamic

energy at St=0.2 can be felt well beyond the wake region, i.e. y/h > 1.0.
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Figure 6.15: Contour plot of the solid blunt trailing-edge power spectra for the U velocity
component, (φuu).
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Figures 6.16 and 6.17 present the PSD contour plots for porous 80 PPI and porous 25 PPI φuu

components, normalized with the results obtained from the solid trailing-edge, i.e. (φuu)porous-

(φuu)solid. These figures help to identify the locations at which energy reduction or increase

occurs in the wake area. It is clearly visible that the energy is reduced mainly at higher frequency

region in the near wake by the 80 PPI material, and the energy is almost uniformly reduced at

all frequencies in the case of the 25 PPI material. The reduction about the y-axis at about St=0.2

and St=0.4 for both porous cases is due to the slight shift of the tonal peaks, as observed in the

power spectral density of the U velocity components in Fig. 6.14.
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Figure 6.16: Contour plot of the reduction in the power spectra for the U velocity component for
the 80 PPI porous material, (φuu)porous 80 PPI -(φuu)solid.

It is also visible that the energy content in Fig. 6.17 for the porous 25 PPI case, at x/h=0.1

increases significantly, which is in agreement with the spectral broadband hump appearing in

the case of porous 25 PPI, as observed at (P1,W1). However, this broadband hump is observed to

consistently reduce and dissipate very quickly in the downstream locations. The emergence of

this broadband hump, as stated before, is believed to be due to an internal hydrodynamic field in
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the porous medium, which will be further elaborated in § 6.2.7 and § 6.4. It is also apparent that

the hydrodynamic energy shows a significant reduction beyond the wake region, i.e. y/h > 1.0

of the trailing-edge width. It is clear that the energy is reduced significantly in the centerline

and the shear layer by the 25 PPI material at all locations. These suggest that the use of porous

trailing-edge has led to the suppression or delay of the vortex shedding from the near wake,

which is consistent with the findings observed in Fig. 6.4.
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Figure 6.17: Contour plot of the reduction in the power spectra for the U velocity component for
the 25 PPI porous material, (φuu)porous 25 PPI -(φuu)solid.

6.2.6 Velocity correlation and length-scale in the wake

The two-point velocity correlation is of importance in the study of turbulence fluid flows. The

correlation function is statistically related to the random velocity fluctuations at two points in the

flow field, which enables us to obtain information about the turbulent structure and the spectral

distribution of the turbulent energy in the flow field. The streamwise, f (r1), and spanwise (of the

streamwise instantaneous velocity), g(r1) correlations have been measured using two hotwire

probes. One of the hotwires has been fixed while the other one was traversed. The spanwise
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correlation measurements have been carried out at four different streamwise locations, x/h=0.5,

1.0, 2.0 and 3.0. The streamwise correlation tests, on the other hand, have been performed by

locating the fixed probe at x/h = 0.1, while the second probe was traversed up to 15h downstream

of the edge lip-line of the upper trailing-edge. The two-point velocity correlation (Rii(x, r)) of

the turbulent structures and their corresponding length scale (L11(x, t)) along the span of the

trailing-edge lip-line in the wake are calculated using Eqs. 6.16 and 6.17, respectively, as,

Rii(x, r)= u′
i(xi, t)u′

i(xi + r, t)

(u′
i)

2
, (6.16)

and

L11(x, t)≡ 1
R11(0, x, t)

∫ ∞

0
R11(e1r, x, t)dr, (6.17)

where u′
i is the fluctuating total velocity in the streamwise direction, r is the distance between

measurement locations, e1 is the unit vector in the x1-coordinate direction and Ri j is the two-

point autocovariance [224]. The spanwise and streamwise integral length scales have been plotted

as a function of the Strouhal number in Figs. 6.20 and 6.21, respectively.

In the near wake region (x/h = 0.5), it can be seen that the correlation coefficient (g(r1)) in the

case of the solid trailing-edge is the highest at smaller probes spacing (r1/h ≤ 1) and a negative

g(r1) region can be seen at higher probes spacing (r1/h > 1.5). In contrast, there appears to be

no significant difference in the g(r1) between the 80 PPI and 25 PPI trailing-edge cases. Note

that, the g(r1) for all the cases (solid and porous trailing-edges) is very small, with almost zero

correlation, which suggests that the flow has not been yet fully developed in this region.

At x/h = 1.0, a strong correlation coefficient can be clearly seen in the case of the solid

trailing-edge at about g(r1)≈ 0.8. Results have shown that the magnitude of g(r1) for the solid

trailing-edge initially decreases with distance along the trailing-edge span and then start to

increase thereafter. A negative g(r1) region is seen at 1.5≤ r1/h ≤ 4.5, indicating the existence of

low and high shear regions in the flow. It could be also said that the counter rotating spanwise

vortex pairs have been identified in the correlation and anti-correlation region. This results

are consistent with the results seen in Fig. 6.4(a), where the flow recirculation behind the solid

trailing-edge occurs within 0.05 . x/h . 1.04, which is in the region (x/h = 1.0) where the two-

point correlation was measured. A very similar observation can be made in the case of porous
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80 PPI, with a delay in the negative g(r1) region at about 2.5≤ r1/h ≤ 5. The result for the 80 PPI

material is consistent with the PIV result in Fig. 6.4(c), where a small shift in the location of the

recirculation region is observed within 0.15 . x/h . 1.06. On the contrary, it is evident that the

correlation length is reduced by the 25 PPI material at x/h = 1.0, and no negative g(r1) region is

seen along the trailing-edge span. This is believed to be due to the delayed vortex formation region

behind the trailing-edge, as shown in Fig. 6.4(e). At farther downstream locations (x/h=2.0 and

3.0), the g(r1) is the strongest for the 80 PPI case where the slight delay in the vortex formation

region compared to that of the solid case is more pronounced at this particular locations (x/h=2.0

and 3.0). It is of interest to note that the g(r1) of the 25 PPI case becomes increasingly more

stronger at x/h=2.0 and 3.0, due to the presence of a delayed vortical structure in this region, see

Fig. 6.4(e). The spanwise correlation results proposed that in the near wake, the Karman vortex

is in two-dimension, resulting in a strong correlation in the far wake.
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Figure 6.18: Spanwise correlation of the streamwise instantaneous velocity components at
different streamwise location. Solid trailing-edge ( ), Porous 80 PPI trailing-edge ( ), Porous
25 PPI trailing-edge ( ).
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The streamwise correlation results are shown in Fig. 6.19. The streamwise results indicate

that the shear layer near the wake location is thin and eventually becomes larger in farther

downstream locations. Similarly, as observed in the other figures, the use of the 25 PPI material

results in a reduction of the streamwise velocity correlation. The streamwise f (r1) is reduced

significantly within x/h=1.0 and 2.0 due to the large momentum deficit in the case of 25 PPI.

The lower magnitudes seen in the case of 25 PPI trailing-edge compared to that of the solid

trailing-edge is believed to be due to the elongation of the wake region and the attenuation of

vortex shedding in the near wake location, as indicated in § 6.2.2.4. It is evident here that the

porous trailing-edge can significantly modify the two-point correlation of the velocity fluctuations

in both the spanwise (g(r1)) and streamwise ( f (r1)) directions.
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Figure 6.19: Streamwise correlation at x/h = 0.1. Solid trailing-edge ( ), Porous 80 PPI trailing-
edge ( ), Porous 25 PPI trailing-edge ( ).

The integral length scales have been calculated using the velocity correlation data using

Eq. 6.17. In Fig. 6.20, it is obvious that the solid and porous 80 PPI cases exhibit a double peak

at the vortex shedding frequency in the near wake region (x/h = 0.5 and x/h = 1.0).
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Figure 6.20: Velocity spanwise integral length scales at different x/h locations. Solid trailing-edge
( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ).

The double peak for the solid case consists of a dominant peak at St= 0.22 (x/h = 0.5 and 1.0)

and a lower amplitude secondary dominant peak at a lower frequency, at St= 0.19 (x/h = 0.5)

and St= 0.2 (x/h = 1.0). The double peak for the case of porous 80 PPI consists of a dominant

peak at St= 0.22 (x/h = 0.5 and 1.0) and a lower amplitude secondary dominant peak at a lower

frequency, at St= 0.21 (x/h = 0.5 and 1.0). It can be seen that both the double peaks decrease in

amplitude and becomes a single peak in the further downstream locations. Moreau and Doolan

[225] revealed that the multiple dominant peaks in the spectra are because of the cellular

variation in spanwise vortex shedding frequency. The existence of the dominant tonal peak is

due to the regular Karman vortex shedding from the trailing-edge. The secondary dominant

peak, on the other hand, appeared due to a lower frequency shedding near the blunt trailing-

edge-wall junction. It is anticipated that the reduction in the shedding frequency is due to the
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interaction between the Karman vortices and the changes in the downwash flow originating

from the acceleration over the trailing-edge. On the contrary, the results for the porous 25 PPI

case does not exhibits any dominant double peak. Results have shown that the use of high

permeability porous case can lead to effective attenuation of the vortex shedding peaks and the

broadband content of the fluctuating velocity, especially in the near wake region (x/h = 0.5). The

recirculating vortical structures in the 25 PPI case gain more correlation after x/h = 1.0, i.e. the

location of the delayed weak vortex shedding. It also can be seen that the harmonics develop for

all cases at the further downstream.

10-1 100

Strouhal number

100

101

102

L
(f

)/
h

Figure 6.21: Streamwise integral length scales from x/h=0.1. Solid trailing-edge ( ), Porous
80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ).

The streamwise integral length scale results are presented in Fig. 6.21. It can be observed

that the 80 PPI material increases the size of the flow structures compared to that of the solid case

at St = 0.22. Note that, the vortex shedding frequency of the porous cases is slightly shifted to

higher Strouhal number compared to the solid case. The 25 PPI material introduces a broadband

increase of L( f ) while it decreases the main peak at St = 0.22, and eliminates all the harmonics.
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Comparing the amplitude of the dominant structures in the streamwise and spanwise directions

for the porous materials considered here, it can be deduced that for the solid case, the spanwise

length of the flow structures at the first peak (x/h = 1.0) is 3 times larger than in the streamwise

length. For the 80 PPI case, this number is slightly larger and finally for the 25 PPI material,

the ratio is roughly the half of the baseline case. One can, therefore, infer that the use of porous

materials has led to the elongation of the turbulent structures in the spanwise direction in the

near wake region, which also leads to the significant reduction in the energy content of the

velocity fluctuations in the near wake.

6.2.7 Boundary layer surface pressure fluctuations

In the previous section, we focussed our attention on the flow properties of the boundary layer

and the wake in the case of a solid blunt trailing-edge and the aerodynamic effects of using

porous trailing-edges. To gain a better our understanding of the effects of porous treatments

on the boundary layer structures through flow penetration in the porous medium and surface

scrubbing effects, the surface pressure fluctuations exerted on the on trailing-edge surface due to

the boundary layer structures convected downstream, or the hydrodynamic energy travelling

upstream from the vortex shedding region have been studied. The typical surface pressure time-

history measured at the trailing-edge, p1 (x/h =−0.35), where the flow acceleration was observed

for the solid trailing-edge is shown in Fig. 6.22. It can be seen that the solid trailing-edge exhibits

a square like waveform in the time domain, where the amplitudes are larger than that of the

porous cases. The peak-to-peak distance observed in the pressure time-history results for the

solid trailing-edge corresponds to the vortex shedding frequency ( fvs), as seen in figures 6.13

and 6.14. In the case of porous 80 PPI, the peaks in the time domain have reduced from that of

the solid case, while for the porous 25 PPI case, substantial changes in the magnitude and the

periodicity of the pressure fluctuations have been observed.

The power spectral density of the surface-pressure fluctuations (φpp) obtained from the

pressure transducers p1, p2, p4 and p6 are presented in Fig. 6.23. To demonstrate the validity

of the data, the single-point wall-pressure spectrum for the solid trailing-edge case at x/h=-

1.9, where the effects of the pressure gradient are minimum, is compared against the Goody
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Figure 6.22: Time-history of the surface pressure collected by transducers p1 at x/h =−0.35 for
solid, 80 PPI and 25 PPI porous treatments.

model [203]. The results from Goody’s model have been corrected for presentation in figure 6.23 by

taking into account the inner layer information of the boundary layer. The comparison shows an

overall good agreement, particularly for the broadband aspect of the spectra with a slope of ω−0.7

at low frequencies and ω−0.5 at higher frequencies, as shown by Goody [203]. The results, however,

show minor deviations at low frequencies, where the vortex shedding tonal peak is observed and

about ± 1.7 dB at the middle and high frequency regions The vortex shedding peak can be seen at

St ≈ 0.21 at all transducer locations for the solid case with the peak for the porous 80 PPI slightly

shifted to higher St numbers. Similar to the results obtained in Fig. 6.13, no tonal peak is seen

for the case of porous 25 PPI, which again confirms that the vortex shedding has been effectively

eliminated using the porous treatment in the near wake region. The tonal peak for the case of

solid trailing-edge protrudes by about 10 dB above the broadband energy content while that for

porous 80 PPI is in the order of 8 dB, and almost negligible for porous 25 PPI for the transducer

located at the trailing-edge (x/h=-0.35). Results have also shown that the porous treatment can

increase the broadband energy content in the whole frequency range due to (a) the frictional

forces between the flow and the rough porous surface and (b) the hypothesised hydrodynamic field

inside the porous medium. The comparison of the surface pressure fluctuations results for the

25 PPI surface and the velocity PSD results near the wall (Fig. 6.13 (BP1−3,BL4)) and near-wake

(Fig. 6.14) shows that development of a similar broadband hump at about St ≈ 0.5.
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Figure 6.23: Power spectral density of pressure measured by transducers p6 at x/h=-1.9 (a), p4
at x/h=-1.3 (b), p2 at x/h=-0.7 (c), p1 at x/h=-0.35 (d). Solid trailing-edge ( ), Porous 80 PPI
trailing-edge ( ), Porous 25 PPI trailing-edge ( ), Background noise ( ), Goody model (•).

6.2.8 On the source of the broadband hump

As discussed above, the rise in the surface pressure fluctuations and the velocity energy level near

the surface in the case of porous trailing-edges is believed to be partly due to the frictional forces

acting on the rough surface of the porous materials (Fig. 6.6). However, the roughness alone does

not seem to be the sole reason for the existence of a distinct broadband hump at around St ≈

0.5, which also only appears for the 25 PPI material and dissipates rapidly with distance. As

hypothesised earlier, the broadband hump can also be due to a hydrodynamic field inside the

porous medium. In order to only focus on the frictional forces and eliminate the possibility of the

emergence of any hydrodynamic field inside the porous medium, the porous medium was filled

with very fine grain sand. By filling the porous section with sand, at different heights (hs), as

shown in Fig. 6.24, the effect of surface roughness and the internal hydrodynamic field can be

examined independently.
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The effects of porous surface roughness has been examined by filling the porous 25 PPI

trailing-edge with different sand heights (hs), namely 0%, 50% (10 mm), 75% (15 mm), 90%

(18 mm), and 100% (20 mm) filled, relative to the porous section thickness (h=20 mm), as shown

in Fig. 6.24. Therefore, the hs/h = 0 and hs/h = 1.0 cases correspond to, respectively, a fully

permeable and fully blocked (i.e. no internal hydrodynamic field but with rough surface) porous

sections. In order to ensure there is no leakage of flow through the sand-porous medium and also

to avoid sand leaving the porous section during the wind tests, the sand was slightly dampened.

The surface pressure PSD results are presented for two locations x/h =−1.3 (p4) and −0.7 (p2)

upstream of the trailing-edge. The comparison of the fully-filled porous section hs/h = 1.0 with the

solid trailing-edge case shows that the surface roughness can generally increase the broadband

content of the surface pressure fluctuations over the entire frequency range. This confirms that

two different mechanisms are responsible for the increase in the surface pressure PSD and

that the broadband hump at around St ≈ 0.5 is not due to the surface scrubbing effects. The

emergence of the broadband hump at St ≈ 0.5 can only be seen for the configurations with

fully permeable (0% sand) or slightly filled (50 % sand) cases. It can also be observed that the

broadband hump gradually disappears as the sand level in the porous section increases, i.e. no

space left for the emergence of a strong hydrodynamic field. Also, results in Fig. 6.24 clearly

show that the fundamental vortex shedding tone at St = 0.21 disappears only for the partially

filled porous cases with hs/h < 0.5. Hence, it is anticipated that the emergence of the broadband

hump in the case of highly permeable porous media (25 PPI) is related to the emergence of a flow

recirculation zone inside the porous section. To further deepen our understanding of the nature of

this flow recirculation zone and its importance for flow control purposes, further pressure-velocity

correlation and coherence analysis have been carried out, which will be presented in § 6.3.

6.3 Flow velocity and pressure correlation analysis

The results in § 6.2 showed that the implementation of a porous trailing-edge can lead to

effective manipulation of the boundary layer, the wake flow-field and the possibility of elimination

of flow recirculation and vortex shedding. The results of the surface pressure and velocity
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Figure 6.24: Power spectral density of pressure measured by transducers p4 at x/h=-1.3 (a) and
p2 at x/h=-0.7 (b), with different thickness of porous 25 PPI trailing-edge filled with sand. Solid
trailing-edge (circle line); 100% Sand ( ); 90% Sand ( ); 75% Sand ( ); 50% Sand ( ); 0%
Sand ( ).

fluctuations also demonstrated that the energy content of the boundary layer and wake turbulence

structures can be effectively reduced. In this section, further investigation will be conducted on

the changes to the boundary layer flow structures by studying the correlation and coherence

of the surface pressure and velocity signals over the solid and porous surfaces and the spatio-

temporal characteristics of the boundary layer structures in streamwise and lateral directions.

These results will enable us to better understand the underlying physics of the flow-porous

surface interaction and the mechanisms leading to the stabilization of the flow over the blunt

trailing-edge and elimination of vortex shedding.

6.3.1 Surface pressure lateral coherence and length-scale

The interaction of the flow with porous medium will not only change the boundary layer and wake

flow velocity profiles, but also the coherence of the turbulent structures in the flow. To understand

these effects, the spanwise coherence of the turbulent structures and their corresponding length-

177



CHAPTER 6. BLUNTNESS FLOW AND NOISE CONTROL USING POROUS TREATMENTS

scale using the pressure transducers (p2, p7-p11), distributed along the span at x/h=-0.7 was

studied. The coherence between the spanwise transducers and the lateral length-scale can be

found from Eqs. 5.6 and 5.7.

Figure 6.25 presents the lateral coherence measured between the spanwise transducers

at x/h=-0.7 for a wide range of lateral spacings 0 < ξz/h < 4. The left column plots (a, c and e)

show the coherence for five spanwise distances between the selected transducers while the right

column plots (b, d and f) show the coherence contour plots for all 15 combinations of the spanwise

distances between the six transducers. The coherence (γ2
p′

i p′
j
) results are plotted as a function

of the Strouhal number ( f h/U∞). In the case of the solid trailing-edge, as expected, a strong

coherence can be observed at the vortex shedding frequency, St ≈ 0.21 between the pressure

signals. The results clearly show that different porous treatments have a significant and distinct

effect on the lateral coherence of the flow structures, depending on the mechanical properties of

the porous material. In the case of the porous 80 PPI trailing-edge, while a strong coherence can

be observed at the fundamental vortex shedding frequency St ≈ 0.21, the lateral coherence of

the turbulent structure decays quickly with ξz at other frequencies. On the contrary, the 25 PPI

material exhibits much lower coherence values and eliminates the vortex shedding peak entirely.

However, similar to the results in Figs. 6.13 (BP1−3,BL4), 6.14 and 6.23, an area of broadband

hump emerges at around St ≈ 0.5. As discussed in § 6.2.7 and § 6.2.8, this area is believed to be

due to the emergence of a strong hydrodynamic field inside the porous medium.

Figure 6.26 shows the effect of porous trailing-edge on the spanwise correlation length

(Λp,3) calculated using Eq. 5.7, based on the coherence of the pressure fluctuations between the

spanwise transducer. In the case of the solid trailing-edge, the spanwise correlation length peaks

at the fundamental vortex shedding frequency (St ≈ 0.2), reaching Λp,3 ≈ 3.3h. The results show

another peak at St ≈ 0.4 (Λp,3 ≈ 2.5h), followed by a gradual decay at higher frequencies. For

the porous 80 PPI case, while the results peak at St ≈ 0.2 and 0.4, reaching similar values of the

solid trailing-edge, the correlation length at other frequencies are much lower, consistent with

the results in Fig. 6.25. Finally, the results for the trailing-edge fitted with porous 25 PPI show a

very different behaviour. The spanwise length-scale over the entire frequency range of interest

is significantly smaller (Λp,3 < h) than the two other cases, with no evidence of strong vortex
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Figure 6.25: Lateral Coherence between spanwise transducers at x/h = −0.7, ξz/h=0.23 ( ),
ξz/h=0.67 ( ), ξz/h=1.37 ( ), ξz/h=2.33 ( ), ξz/h=4.07 ( ).

shedding. The length-scale curve in the case of the porous 25 PPI trailing-edge shows a mild peak

at about St ≈ 0.5, which is again consistent with the observations in Figs. 6.13(BP1−3,BL4), 6.14

and 6.23.

6.3.2 Surface pressure spatio-temporal correlation analysis

The spatial and temporal characteristics of the boundary layer structures can be acquired from

the space-time correlation of the wall pressure fluctuations from Eq. 5.8. Equation 5.8 reduces to

the temporal autocorrelation (Rp′
i p′

i
(τ)) when ξx = 0.
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Figure 6.26: Spanwise length-scales based on the wall surface pressure measurement along the
span at x/h= -0.7.

6.3.2.1 Longitudinal autocorrelation

Figure 6.27 shows the autocorrelations of the surface pressure fluctuations, Rp′
i p′

i
(τ), for transduc-

ers at different locations from the trailing-edge, i.e. x/h= -0.35 (p1), x/h= -0.7 (p2), x/h= -1.3 (p4)

and x/h= -1.9 (p6). The results are presented in terms of the normalized time-delay τ∗=τ U∞/h.

The autocorrelation result of a standard zero-pressure-gradient boundary layer at Reθ = 4.0×103

is also presented for comparison. For the solid trailing-edge, the autocorrelation results show a

slowly-decaying periodic behaviour, indicating the existence of a strong upstream-moving hydro-

dynamic field, that covers the entire trailing-edge area. This will be discussed in Fig. 6.28. The

peak-to-peak distance observed in the Rp′
i p′

i
(τ) results for the solid trailing edge (τ∗vs) corresponds

to the vortex shedding, occurring in the near-wake region.

The autocorrelation curves for the porous 80 PPI trailing-edge are suggestive of two simul-

taneous phenomena, namely an envelope of a strong periodic hydrodynamic field and a sharp

decay in the correlation that occurs at about τ∗=0. The periodic behaviour observed in the 80 PPI

case indicates that a strong upstream-travelling hydrodynamic field due to the vortex shedding
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Figure 6.27: Autocorrelation of wall pressure fluctuations as a function of τ∗= τ U∞/h for trans-
ducers (p6) at x/h=-1.9 (a), (p4) at x/h=-1.3 (b), (p2) at x/h=-0.7 (c), (p1) at x/h=-0.35 (d). Solid
trailing-edge ( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ), Standard
boundary layer ( ).

can still be observed, although its amplitude is lower than the solid trailing-edge and decays

faster in the upstream direction. The sharp decay observed at about τ∗=0, on the other hand, is

associated with the pressure exerted by the boundary layer turbulent structure at the transducer

location. It can be seen that for the porous 80 PPI trailing-edge case, at the furthest upstream

transducer location (Fig. 6.27 (a)), the strong upstream-travelling periodic hydrodynamic field

has, to a large extent, been eliminated and the autocorrelation is reduced to that of a short-lived

downstream-travelling boundary layer related fluctuations.

Finally, the autocorrelation results for the porous 25 PPI trailing-edge seem to indicate the

existence of two concurring mechanisms, a quasi-periodic hydrodynamic field with the periodicity

of τ∗hf and a fast-decaying event at around τ∗=0. As observed in Fig. 6.27(d) for the transducer
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near the trailing-edge (p1), the autocorrelation experiences a fast decay at τ∗=0, which is due to

pressure signature of the downstream moving boundary layer structures, similar to a standard

boundary layer. The autocorrelation results within |τ∗| < 3 also shows a periodic behaviour, whose

periodicity corresponds to the hump frequency previously observed in Fig. 6.23 for the surface

pressure fluctuations. This quasi-periodic structure, as discussed in Fig. 6.24, is believed to be due

to the internal hydrodynamic field within the porous medium. Moving further upstream to x/h=

-1.3 (p4) and x/h= -1.9 (p6), one can observe that the autocorrelation results and the hydrodynamic

field decays much faster over a smaller region of τ∗, similar to that of a standard boundary layer,

which again corresponds to the pressure exerted by the boundary layer structures travelling

over the transducers. The results also show that the fast decaying (spatially and temporally)

quasi-periodic hydrodynamic field in the case of highly permeable porous media can only be

observed within a certain distance from the trailing-edge (about Lpx=h). The critical porous

section length required to enable flow penetration and generation of the internal hydrodynamic

field will be discussed in § 6.4.

6.3.2.2 Longitudinal space-time correlation

Figure 6.28 shows the space-time correlations results obtained from the cross-correlation between

the reference transducer near the trailing-edge (p1) and the upstream pressure transducers, (p2

to p6). Results are presented for the separation distances ξx/h of 0.35, 0.65, 0.95, 1.25 and 1.55. In

the figure, the dashed line represents the autocorrelation information of the transducer p1 as the

reference probe, whereas the coloured curves show the cross-correlation between the reference

probe and the upstream probes for all the investigated cases. An envelope trend can be clearly

seen from the cross-correlations periodicity and the amplitude variations for the three trailing-

edge cases considered in this study. The cross-correlation Rp′
i p′

j
(ξx,τ) results for both the solid and

80 PPI cases show that the surface pressure correlations peak at negative time-delays, i.e. τ∗ ≤ 0

(τ∗= τ U∞/h), indicating the presence of an upstream-moving hydrodynamic field, travelling in

the opposite direction of the free-stream flow. The results for the solid trailing-edge show that

the correlation peaks shift very slowly in the negative time-delay direction, which indicates the

existence of a long-lasting energy field over the trailing-edge domain, as discussed in Fig. 6.27.

182



6.3. FLOW VELOCITY AND PRESSURE CORRELATION ANALYSIS

−1

−0.5

0

0.5

1

R
p
′ i
p
′ j
(ξ

x
,τ

)

(a)

Solid

−4 −2 0 2 4
−1

−0.5

0

0.5

1

τU∞/h

R
p
′ i
p
′ j
(ξ

x
,τ

)

(e)

25 PPI

−1

−0.5

0

0.5

1

R
p
′ i
p
′ j
(ξ

x
,τ

)

(c)

80 PPI

ξ
x
/
h

 

 

(b)

Solid

0

0.5

1

1.5

Rp′
i
p′
j
(ξx, τ )

−1

0

1

ξ
x
/
h

 

 

(d)

80 PPI

0

0.5

1

1.5

−1

0

1

ξ
x
/
h

τU∞/h

 

 

(f )

25 PPI

−4 −2 0 2 4
0

0.5

1

1.5

−1

0

1

Figure 6.28: Space-time correlation of wall pressure fluctuations for solid, porous 80 PPI and
porous 25 PPI trailing-edges. ξx/h=0 ( ), ξx/h=0.35 ( ), ξx/h=0.65 ( ), ξx/h=0.95 ( ),
ξx/h=1.25 ( ), ξx/h=1.55 ( ).

A similar, but less pronounced behaviour can also be observed for the 80 PPI trailing-edge case.

Finally, in the case of the 25 PPI trailing-edge, the Rp′
i p′

j
(ξx,τ) results show that the surface

pressure fluctuations have the highest correlation at τ∗ ≥ 0, which suggests that the generation of

the wall pressure fluctuations are primarily dominated by the downstream convected turbulence

structures in the boundary layer.

6.3.3 Boundary layer velocity-pressure correlation analysis

In characterizing the noise generated from the trailing-edge, it is essential to examine both the

flow-field and the pressure exerted on the surface. The correlation studies between the surface

pressure fluctuations and the velocity field within the boundary layer were conducted in order to
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identify the characteristics of the coherent turbulent structure and their role on the pressure field

exerted on the surface. Simultaneous boundary layer flow and surface pressure measurements

were performed at four locations, namely p1, p2, p4 and p6 for the flow velocity of 20 m/s. A

cross-wire probe was used and the data had been collected between y′ ≈ 0 mm and 50 mm at 49

locations above each transducer. Figure 6.29 presents the velocity-pressure correlation (Ru′p′ and

Rv′p′) results within the boundary layer at different distances from the trailing-edge. To identify

the pattern of the turbulent structures in space, the space-time correlation of the velocity and the

surface pressure fluctuations are analysed using Eq. 6.18 as,

Ru′
i p′(ξy′ ,τ)= u′

i(x,ξy′ , t+τ)p′(x,0, t)

u′
irms

p′
rms

, (6.18)

where p′ is the wall pressure fluctuations, u′
i corresponds to the u′ and v′ fluctuating velocities in

the streamwise and vertical directions, τ denotes the time-delay between the pressure signals

and ξy′ is the distance between the measurement locations normal to the plate (y) direction as

defined in § 6.1. The y-axis of the velocity-pressure correlation plots have been normalized by the

boundary layer thickness at BL1 (Fig. 6.5). Equation 6.18 reduces to the two-point correlation

function (Ru′
i p′(ξy′)) when ξy′ = 0.

Figure 6.29 presents the correlation between the streamwise (u′) and wall-normal (v′) veloc-

ities and the surface pressure fluctuations at different axial locations for the solid and porous

trailing-edges. In the case of the solid trailing-edge, at upstream locations (p6, x/h= -1.9), where

the flow acceleration is absent, an overall negative streamwise-pressure correlation (Ru′p′ ) can be

observed, which peaks at about the location of the flow velocity overshoot (y′/δBL1 = 1). Moving

closer to the trailing-edge (p1, x/h= -0.35), where the flow experiences strong acceleration, a much

stronger positive Ru′p′ correlation can be observed. In the case of the pressure and vertical veloc-

ity correlation (Rv′p′), a small negative correlation can be seen for the locations upstream of the

trailing-edge locations (x/h= -1.9, -1.3). In the vicinity of the trailing-edge (x/h= -0.35), the Rv′p′

correlation increases, with its peak at the boundary layer velocity overshoot point (y′/δBL1 = 1),

and negative correlation in the near wall region (y′/δBL1 . 1) and positive correlation above the

overshoot region. The increase in the correlation value in the trailing-edge area can be attributed

to the flow acceleration and strong contribution of the vertical flow velocity component to the
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exerted surface pressure, which is also in agreement with the observations made earlier in

Fig. 6.6 at x/h=-0.05. In the case of a flat plate fitted with a porous 80 PPI trailing-edge, for

locations immediately after the solid part (x/h= -1.9), the u′− p′ and v′− p′ correlations reduce

to nearly zero. However, at the further downstream locations, the porous 80 PPI trailing-edge

behaves very similarly to that of the solid case for both of the Ru′p′ and Rv′p′ components.

The correlation results obtained for the porous 25 PPI trailing-edge has shown some very

interesting features. Results have shown that, in general, the use of a highly permeable surface

significantly reduce both the Ru′p′ and Rv′p′ correlations compared to the solid and porous 80 PPI

trailing-edge cases. More importantly, the contribution from the velocity overshoot region has

completely vanished, which is consistent with the results presented in Fig. 6.6. For both the

Ru′p′ and Rv′p′ components, the correlation over the entire boundary layer region for the porous

25 PPI treatment always remains negative, but it increases in amplitude for locations near the

trailing-edge. Another interesting observation is that the Ru′p′ correlation in the near the wall

region (y′/h . 0), dominated by surface frictional forces, is nearly zero (see Fig. 6.13(i)). However,

the correlation peak value increases to almost Ru′p′ ≈ -0.2 at about ξy′ /δBL1 . 1, which is

believed to be associated with the large turbulent structures within the boundary layer. The Rv′p′

correlation results for the porous 25 PPI trailing-edge remains almost zero within the boundary

layer, particularly in the near the trailing-edge locations, which indicates the suppression of

the flow acceleration and flow vertical movement. This also shows that the surface pressure

at the trailing-edge location is mainly dominated by the flow boundary layer (i.e. Ru′p′ results)

and perhaps the hydrodynamic field developed inside the porous medium, which will be further

discussed in § 6.4. It is worth mentioning here that in all three cases considered here, particularly

for the rough porous surfaces, the correlation at the surface is zero. This shows that despite the

increase in the energy content of the velocity fluctuations in the near the wall region, as observed

in Fig. 6.13, these structures do not have a strong correlation with the surface pressure exerted

on the surface. Therefore, the overall broadband increase in the surface pressure fluctuations is

mainly due to (a) the changes to the boundary layer structures away from the surface and (b) the

emergence of the internal hydrodynamic field in the case of highly permeable porous media.

To better understand the velocity-pressure correlation results presented in Fig. 6.29, the
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Figure 6.29: Velocity-pressure correlation components, Ru′ p′ and Rv′ p′ at different streamwise
locations over the blunt trailing-edge. Solid trailing-edge ( ), Porous 80 PPI trailing-edge ( ),
Porous 25 PPI trailing-edge ( ).

space-time correlations between the velocity and the surface pressure fluctuations have been

investigated and the results are presented in Fig. 6.30. The Figs. illustrate the results acquired for

the transducers p1 (x/h=-0.35) near the trailing-edge where strong acceleration is expected and

p6 (x/h=-1.9) where the flow acceleration is absent. At the transducer p1, shown in Fig. 6.30, the

Ru′p′
1

cross-correlation for the solid trailing-edge shows the presence of a strong velocity-pressure

correlation, with the correlation profiles skewed to the negative correlation time-delay. This

signifies that the pressure fluctuations have the highest correlation with the upstream-moving

hydrodynamic field (see Fig. 6.28), which is in agreement with the longitudinal space-time

correlations of the transducers results presented in Fig. 6.28. The results also show that the

largest correlation occurs at ξy′ /δBL1 = 1, where the flow experiences strong acceleration over the
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trailing-edge, as observed in Fig. 6.6. The correlation profiles in Ru′p′
1

for the solid trailing-edge

case have a periodicity time of τ∗ ≈ 4.5, which correspond to St ≈ 0.2, indicating the presence of

long-lasting energy field travelling upstream due to vortex shedding. These results are similar to

the observations in Figs. 6.13 and 6.23. At a further upstream location, i.e. microphone p6 at x/h=-

1.9, the correlation results still show strong tonal behaviour but the profiles are more symmetric

and less skewed. In the case of the porous 80 PPI trailing-edge, the Ru′p′ cross-correlation results

observed for the transducer p1 are very similar to that of the solid trailing-edge case. However,

interestingly, further upstream of the trailing-edge at x/h=-1.9, it is noticed that the u′ and p′
6

signals only have a weak correlation in the near the wall region and almost zero correlation away

from the wall.

As discussed before, the pressure collected in the case of the porous 25 PPI trailing-edge is

purely due to the boundary layer structures travelling downstream. The Ru′p′ cross-correlation

results for the porous 25 PPI trailing-edge at upstream locations (x/h=-1.9) also show that the

pressure-velocity correlation is very weak and is confined within ξy′ /δBL1 . 1. Moving down-

stream, in the vicinity of the trailing-edge (x/h=-0.35), the level of pressure-velocity correlation

increases, but still remain very small compared to the solid or 80 PPI trailing-edges. The highest

correlation region seen for Ru′p′
1

is concentrated at about τ∗ ≈ 2 near the wall, with a periodicity

corresponding to St ≈ 0.5, which is similar to the development of the broadband hump observed

in the boundary layer velocity spectra in Fig. 6.13 at BL3−4 and wall pressure power spectra in

Figs. 6.23 and 6.24.

Figure 6.31 presents the coherence between the streamwise and vertical flow velocities and

the surface pressure fluctuations measured at p1, (x/h=-0.35), corresponding to the main region

where strong flow acceleration occurs (see Figs. 6.4 and 6.6). The coherence between the velocity

and surface pressure signals is analysed using Eq. 5.12. The left and right columns in Fig. 6.31

show the coherence of the u- and v-components of the flow velocity with the pressure signal

(γ2
u′p′ , γ2

v′p′), respectively. The results in Fig. 6.31 show a strong coherence at the vortex shedding

frequency, St ≈ 0.2 for the case of solid trailing-edge. The velocity-pressure coherence becomes

broader and covers a wider range of frequencies (0.15 . St . 0.3) at about the flow velocity

overshoot region (y′/δBL1 = 1), particularly for the coherence between the vertical flow velocity
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Figure 6.30: Longitudinal space-time correlations between the velocity and the surface pressure
fluctuations as a function of τ∗= τU∞/h, at two streamwise locations (p1 and p6) for solid, porous
80 PPI and porous 25 PPI trailing-edges.

188



6.3. FLOW VELOCITY AND PRESSURE CORRELATION ANALYSIS

Figure 6.31: Velocity-pressure coherence, γ2
u′p′ (left column) and γ2

v′p′ (right column) at location
p1, (x/h=-0.35) for solid, porous 80 PPI and porous 25 PPI trailing-edges.

component γ2
v′p′ . The γ2

v′p′ coherence results for the porous 80 PPI trailing-edge show a similar

strong coherence at the vortex shedding frequency, St ≈ 0.2, but with a narrower coherence

width (0.2 . St . 0.25) at ξy′ /δBL1 = 1, which indicates the reduction of the flow acceleration

over the trailing-edge, dominated mainly by the flow vertical movement, as observed in Fig. 6.29.

In contrast, a much weaker coherence can be seen at the vortex shedding frequency for the

case of the porous 25 PPI trailing-edge, which is consistent with the small peaks observed in

Fig. 6.23(x/h=-0.35). Note that, this spectral peak for the case of the 25 PPI material is not visible

in the near the wall velocity spectra results (Fig. 6.13(i)). However, at the locations farther from

the surface (Fig. 6.13(g)) and in the near wake (Fig. 6.14(x/h=0.1)), the peaks become slightly

more visible but strongly attenuated. These findings prove that the energy field due to vortex

shedding for the porous 25 PPI trailing-edge is weak, which also corresponds to the delayed
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vortical structures from the trailing-edge, as seen in Fig. 6.4. It can be seen that a relatively

large area of high velocity-pressure coherence broadband region emerges between St=0.3 to

St=0.9 and 0 . ξy′ /δBL1 . 2, similar to the results obtained in the boundary layer velocity spectra

profiles presented in Fig. 6.13(a, d and g) and 6.23. Unlike the behaviour observed for the

energy field from vortex shedding, this broadband region is confined within a spatial domain and

dissipates quickly with x and y. This again confirms that this is due to a localized flow circulation

hydrodynamic field inside the porous medium, which only occurs in the case of porous materials

with high permeability. As shown earlier in Fig. 6.27, the emergence of this hydrodynamic field

requires a long enough porous section for enabling flow-porous interaction and flow penetration

into the porous medium. In the next section, the effects of the porous section length on the

emergence of the internal hydrodynamic field and control of the flow will be examined.

6.4 Flow penetration critical length

The results in § 6.2 have demonstrated that the use of a highly permeable trailing-edge section for

a blunt flat plate can lead to the reduction of flow acceleration at the trailing-edge, delay of flow

recirculation, suppression of vortex shedding, and reduction of the energy-frequency content of

the turbulence structures within the boundary layer and wake. The velocity-pressure coherence

analysis in § 6.3, on the other hand, showed that a quasi-period hydrodynamic field may emerge

within the porous medium. It has also become clear from the results in the previous sections

that the boundary layer flow penetration into the porous medium and then discharges into the

near-wake region plays an important role in the above-mentioned effects. To enable a proper flow

penetration, the flow requires to remain in contact with the porous section over a long enough

surface. The results presented in the previous sections had been obtained for porous sections

with a streamwise length of Lpx = 2.5h. In order to find out the critical length required to achieve

effective flow control, further experiments have been carried out for porous trailing-edges (25

PPI) with different lengths, i.e. Lpx/h = 0.5,1.0,1.5,2.0 and 2.5.

Figure 6.32 compares the time-averaged normalized streamwise velocity (U) around the

trailing-edge of the flat plate fitted with different lengths of porous material. The solid trailing-
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edge result is also provided for comparison. The hypothesised internal recirculation field is also

drawn in the Figs. for illustration purposes only. The results in Fig. 6.32 show that the flow

recirculation after the porous trailing-edge shrinks with Lpx and detaches from the trailing edge

surface for Lpx > 1. The results also reveal that the amount of flow discharge from the whole

length of the blunt trailing-edge over −0.5< y< 0.5 increases with Lpx. One can, therefore, link

the axial shift in the flow recirculation to the amount of flow discharge from the porous medium,

which itself depends on the porous surface length and boundary layer flow penetration into the

porous medium. Another interesting observation is the effect of the porous section length on the

flow acceleration zone above the trailing-edge. It can be observed that in the case of long enough

porous sections, the uniform flow discharge from the blunt trailing-edge reduces the velocity

gradient in the vertical direction and weakens the flow acceleration.

The effect of the porous section length can be further analysed using the wall pressure power

spectral density results (φpp) at a point near the trailing-edge, x/h=-0.35 (p1), as presented

in Fig. 6.33(a). Results are presented for five porous section lengths (Lpx/h = 2.5,2,1.5,1 and

0.5) and also the solid trailing-edge. The localized broadband hump observed previously in the

surface pressure results (Fig. 6.23) is shown to be highly sensitive to the porous section length. It

can be seen apparently that the broadband hump appears only for the long porous treatments.

Results also show that the fundamental vortex shedding frequency at St = 0.21 become stronger

and approaches that of a solid trailing-edge for the shorter porous treatments. This shows that

the shorter porous treatments do not have a particularly strong internal hydrodynamic field

and are also unable to eliminate the vortex shedding. The influence of the porous trailing-edge

treatment length on the flow recirculation in the near-wake region was also investigated in this

study. Figure 6.33(b) shows the wake flow velocity PSD (φuu) at x/h = 0.5 and y/h = 0.5 obtained

using a single hotwire probe. The results evidently show that the use of shorter porous sections

(Lpx = 1.5h,1h and 0.5h) can barely change the tonal behaviour of the flow at the fundamental

(St = 0.21) and the first harmonic (St = 0.45) frequencies. The results show that the suppression

of the tonal peaks and the emergence of the broadband hump occurs only for the porous section

lengths of Lpx = 2.5h and 2h. This confirms that the suppression of the near-wake vortex shedding

can be attributed to the emergence of a quasi-periodic flow-recirculation field inside the porous
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Figure 6.32: Time-averaged streamline flow pattern and illustration of hypothesised flow recircu-
lation zone inside the porous medium with different porous section length (Lpx). Illustration of
the hypothesised internal recirculation field ( ).

medium.

Finally, to better understand the emergence of the internal hydrodynamic field and its

relationship with the porous treatment length (Lpx), detailed pressure autocorrelation and

velocity-pressure coherence studies have been carried out. Figure 6.34 summarizes the autocor-

relation and the velocity-pressure coherence (γ2
u′p′) results for the p1 transducer (x/h= -0.35),

where flow acceleration is expected. Results are presented for different porous treatment lengths.

The surface pressure autocorrelation result for a standard zero-pressure-gradient boundary

layer at Reθ = 4.0×103 (dotted-line) and the solid trailing-edge (circles) are also provided for

the sake of comparison. As expected, the autocorrelation for a standard boundary layer decays

quickly to nearly zero within |τ∗| < 3, while in the case of the solid trailing-edge Rp′
i p′

i
has a
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Figure 6.33: (a) Wall pressure fluctuations with different porous 25 PPI trailing-edge lengths at
x/h=-0.35 (p1), (b) The power spectral density of the streamwise velocity in the wake at x/h=0.5
and y/h=0.5.

strong periodic behaviour, due to the vortex shedding, and maintains its amplitude for a long

period of time (τ∗). The autocorrelation results for the porous trailing-edges confirm again that

there exists a critical length for the elimination of the vortex shedding and the emergence of

the quasi-periodic hydrodynamic field within the porous medium. The quasi-periodic internal

hydrodynamic field for the long porous treatments, particularly for the cases with Lpx > 1.5h,

manifests itself as a fast decaying oscillation within |τ∗| < 3 in the pressure autocorrelation

results and as a broadband high coherence region near the wall in the pressure-velocity coherence

figures. The velocity-pressure coherence results also confirm the suppression of vortex shedding

and emergence of a broadband hump for the long porous treatments. Finally, one can conclude

based on the pressure and velocity PSD and coherence results that (a) the suppression of flow

acceleration and the delay of flow recirculation depends on the level of flow discharged from the

porous medium into the wake, (b) to ensure enough flow discharge into the near-wake region, a

relatively long porous section of about Lpx = 2h is required, (c) the use of a relatively long porous

section can lead to the emergence of a quasi-periodic flow recirculation region in the porous
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section, which then results in a localized fast-decaying broadband hump.

Figure 6.34: Autocorrelation of the wall pressure fluctuations with different porous 25 PPI
trailing-edge lengths at x/h=-0.35 (p1). Solid trailing-edge (circle line); Lpx=2.5h( ); Lpx=2.0h
( ); Lpx=1.5h ( ); Lpx=1.0h ( ); Lpx=0.5h ( ), Standard boundary layer ( ).

6.5 Aeroacoustic results

This section is concerned with the far-field noise measurement from the blunt flat plate test rig

and the effect of the porous treatment on the radiated noise. The far-field noise measurements

are carried out in aeroacoustics facility of the University of Bristol. An array of 23 GRAS 40PL

free-field microphones, with a dynamic range of 142 dB, placed 1.75 m from the plate trailing

edge has been used, as shown in Fig. 6.35. The microphone array covers the polar angle range of

25◦ to 135◦, with a regular interval of 5◦. To enable near-field to far-field analysis a single FG-

23329-P07 transducer was placed at x/h=-0.35 from the plate trailing-edge. The surface pressure

transducer along with the far-field microphone was used simultaneously for the measurement

of the coherence between the near-field boundary layer pressure exerted on the plate trailing
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edge and the far-field noise. The noise data have been collected for the flow velocities of up to

U∞=60 m/s, corresponding to the plate thickness-based Reynolds number of 1.5 × 106.

Figure 6.35: Schematic of the setup used for the acoustic measurements (not to scale).

6.5.1 Near-field surface pressure noise results

Figure 6.36 shows the surface pressure level (SPL) obtained from the near-field surface pressure

transducer p1 (x/h = −0.35). The trend of the results presented in Fig. 6.36 is very similar

to the power spectral density of the surface pressure fluctuations results obtained from the

measurements conducted in the open jet wind tunnel (see Fig. 6.23). The vortex shedding peak

can be seen at St ≈ 0.18 for the solid case with the peak for the 80 PPI slightly shifted to higher

Strouhal number. Similar to the results obtained in Fig. 6.23, the tonal peak is almost completely

suppressed by the 25 PPI case, which confirms that the vortex shedding has been effectively

eliminated using the porous treatment in the near-field locations. Results have also shown that

the porous treatment leads to an increase in the broadband energy content in the whole frequency

range, especially for the 25 PPI case, which is believed to be due to (a) the frictional forces
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between the flow and the rough porous surface and (b) the hypothesised hydrodynamic field

inside the porous medium. The comparison of the sound pressure level results for the 25 PPI

surface, surface pressure fluctuations results (Fig. 6.23) and the velocity PSD results near the

wall (Fig. 6.13 (BP1−3,BL4)) and near-wake (Fig. 6.14) shows that development of a similar

broadband hump at about St ≈ 0.5.
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Figure 6.36: Sound pressure level spectra of the surface pressure fluctuations (reference to 20µPa)
measured at x/h =−0.35 and U∞=30 m/s. Solid trailing-edge ( ), Porous 80 PPI trailing-edge
( ), Porous 25 PPI trailing-edge ( ).

6.5.2 Far-field noise results

Figure 6.37 presents the contour plot of the far-field sound pressure level at polar angles of 45◦,

60◦, 90◦ and 120◦ as a function of velocity and frequency with and without the porous treatment.

The sound pressure level (SPL) spectrum can be calculated using,

SPL= 20 · log10
(

Prms

Pre f

)
, (6.19)

where Prms is the root-mean-square of the acoustic pressure and Pre f is the reference pressure

at 20 µPa. The power spectrum of the acoustic pressure signal is corrected to a reference distance
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of 1 m, as

SPL=SPL87.5h +20 · log10
(

Ri

RN

)
, (6.20)

where SPL87.5h is the measured sound pressure level, in decibels at the original far-field trans-

ducers location, Ri are the original distances from the plate position to the far-field microphones

and RN is the reference distance of 1 m from the plate position to the far-field microphones.

The results for the solid case (Fig. 6.37 (a,d,g,j)) show a clear slope that passes through the

Strouhal peaks. These Strouhal peaks correspond to the vortex shedding peak which can be seen

at all the microphones measured, at different polar angles. It can be seen that the sound pressure

level at the vortex shedding frequencies is relatively stronger at higher polar angles, especially

at the polar angle of 90◦, above the plate trailing-edge. The vortex shedding peak, however, is

not seen at the low velocities (U∞ ≤ 30 m/s). Results also shown that the first harmonics of

the vortex shedding frequency at different velocities can be clearly seen at the polar angles of

45◦, 60◦, 90◦ and 120◦, with weaker sound pressure level at the vortex shedding peak. In the

case of the porous 80 PPI trailing-edge, while a weak peak can be observed at the fundamental

vortex shedding frequency, the first harmonic (St = 0.4 line) of the vortex shedding frequency is

suppressed compared to that of the solid case. On the contrary, the 25 PPI material eliminates

the vortex shedding peak entirely and an area of high broadband sound pressure level emerges

at higher frequencies ( f > 1000 Hz), which is believed to be due to the frictional forces between

the flow and the rough porous surface.

In order to visualize the results presented in Fig. 6.37 more clearly, the changes in the sound

pressure level of the far-field noise measured between the solid trailing-edge and the 80 PPI and

25 PPI porous trailing-edges (∆SPL = SPLporous-SPLsolid) are presented in Fig. 6.38. The results

in Figs. 6.38(a) to 6.38(h) show the contour plots of ∆SPL as a function of the frequency and the

mean velocity at the polar angles of 45◦, 60◦, 90◦ and 120◦, respectively. As observed in Fig. 6.37,

a clear slope that passes through the Strouhal peaks at the vortex shedding frequency can be

seen at different flow velocities. In the case of ∆SPL80 PPI−Solid, it can be seen that there is a

reduction in the sound pressure level of about 15-20 dB along the Strouhal line at all microphones

locations, where vortex shedding is at its most prominent.

197



CHAPTER 6. BLUNTNESS FLOW AND NOISE CONTROL USING POROUS TREATMENTS

4
5

◦

U
∞

[m
/
s
]

Solid

(a)10

20

30

40

50

80 PPI

(b)

25 PPI

(c)
 

 
SPL [dB]

0

20

40

60

80

6
0

◦

U
∞

[m
/
s
]

(d)10

20

30

40

50

(e)
 

 

(f )
0

20

40

60

80

9
0

◦

U
∞

[m
/
s
]

(g)10

20

30

40

50

(h)
 

 

(i)

0

20

40

60

80

1
2
0

◦

U
∞

[m
/
s
]

Frequency [H z]

(j)

10
2

10
3

10

20

30

40

50

Frequency [H z]

(k)

10
2

10
3

Frequency [H z]

 

 

(l)

10
2

10
3

0

20

40

60

80

Figure 6.37: Sound pressure level (SPL [dB]) contour plots of the far-field noise with reference to
20µPa at polar angles of 45◦, 60◦, 90◦ and 120◦ as a function of velocity and frequency.
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Figure 6.38: Change in the sound pressure level (∆ SPL [dB]) of the far-field noise with reference
to 20µPa at polar angles of 45◦, 60◦, 90◦ and 120◦.

In the case of ∆SPL25 PPI−Solid, a significant vortex shedding tonal noise reduction in excess

of about 35 dB is observed at all microphones locations. However, the results have also shown

that the porous 25 PPI treatment can increase the broadband energy content of the radiated
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noise in the higher frequency range at all the microphones locations. The fundamental and the

first harmonics of the vortex shedding frequency can be clearly seen from the results obtained

at all the polar angles measured. The noise increase associated with the frictional forces at the

surface of plate seem to have a strong dependency on the radiation angle (θ), particularly at low

flow speeds.

In order to interpret the results presented in Fig. 6.38 clearly, the surface pressure level (SPL)

as a function of the Strouhal number obtained from the far-field microphones located at the polar

angles of 45◦, 60◦, 90◦ and 120◦, and flow velocity of U∞=30 m/s are shown in Fig. 6.39.
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Figure 6.39: Sound pressure level spectra of the far-field pressure fluctuations with reference
to 20µPa at polar angles of 45◦, 60◦, 90◦ and 120◦, measured at U∞=30 m/s. Solid trailing-edge
( ), Porous 80 PPI trailing-edge ( ), Porous 25 PPI trailing-edge ( ), Background noise ( ).

The vortex shedding peak can be seen at St ≈ 0.2 at all microphone locations for the solid

case, similar to the surface pressure results observed in Fig. 6.36. The results also have shown

the emergence of a double vortex shedding peak at around the fundamental shedding frequency
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(St ≈ 0.2) in the case of the solid trailing-edge, indicating the existence of two types of vortical

structures in the far-field measurement. This phenomena, however, is not seen in the near-field

surface presseure measurement (Fig. 6.36). This double peak consists of a dominant peak at

St ≈ 0.2 and a lower amplitude secondary dominant peak at a lower frequency at St ≈ 0.18 (at the

angle of 90◦). Note that the amplitude of the secondary dominant peak for the solid case is much

lower at other angles (45◦, 60◦ and 120◦). Moreau and Doolan [225] argued that the existence

of multiple dominant peaks in the noise spectra is due to the cellular variation in spanwise

vortex shedding frequency, i.e. the dominant peak is attributed to the strong regular vortex

shedding behind the plate trailing-edge, while the secondary dominant peak can be possibly

associated to the lower frequency shedding near the plate trailing-edge. This, however, needs

further experimental and numerical investigations. In the case of porous 80 PPI, the double peak

observed in the solid case becomes a single peak with a decreased amplitude at the shedding

frequency. It is also observed that there is a consistent reduction of the tonal peaks in the noise

spectra at all angles. Similar to the results obtained from Fig. 6.36, no tonal peak is seen for the

25 PPI case, which again confirms that the vortex shedding has been effectively eliminated using

the porous treatment, not only in the near-field locations but also in the far-field locations.

The tonal peak for the case of solid trailing-edge protrudes by about 25 dB above the broadband

energy content while that for porous 80 PPI is in the order of about 18 dB, and almost negligible

for porous 25 PPI case at all the microphones located at different polar angles. Unlike the results

observed in Figs. 6.36 and 6.23, the far-field noise spectra results have shown that the 25 PPI

treatment can increase the broadband energy content only in the high frequency range, which is

believed to be due to the frictional forces between the flow and the rough porous surface. Also,

the comparison of the sound pressure level results for the 25 PPI case and the surface pressure

fluctuations results (Fig. 6.36) show that the development of the broadband hump is only local

to the plate surface and not observed in the far-field noise spectra. Hence, the broadband hump

is seen to be local to the trailing-edge region and dissipates very quickly further downstream

(streamwise direction) and above (vertical direction) the plate trailing-edge.
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6.5.3 Far-field noise directivity

The measurements of the overall sound pressure level (OASPL) are obtained by integrating the

energy spectrum with respect to frequency using,

OASPL= 10 · log10
[∫

PSD( f ) d f
P2

re f

]
, (6.21)

where PSD is the power spectral density based on the unsteady pressure p
′
(where p

′ = p−pmean),

calculated using the Welch power spectral density method [175]. In the present work, the resolved

frequency f ranges from 100 Hz to 32 kHz.

Figure 6.40 shows the directivity of the overall acoustic waves for the solid and porous treated

cases at U∞=20 m/s, 30 m/s, 40 m/s and 50 m/s. The polar angle θ is defined with respect to the

flow direction, see Fig. 6.35.
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Figure 6.40: Overall sound pressure level (OASPL) of the acoustic waves generated by the trailing-
edge configurations with and without the porous treatments at U∞=20 m/s, 30 m/s, 40 m/s and
50 m/s.
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The results clearly show that the porous trailing-edges reduce the overall sound pressure

level (OASPL) over the polar angles for all the velocities measured, especially for the 25 PPI

material. The results have also shown that the directivity peaks at θ = 90◦ for all the cases at

high velocities (≥ 30 m/s), and a maximum reduction of about 25 dB can be seen for the 25 PPI

case relative to the solid case. In the downstream direction θ ≤ 45◦, the noise reduction by the

porous trailing-edges are much smaller at all the velocities.

The directivity plots at different frequencies with and without the porous treatments at a flow

speed of U∞=30 m/s are shown in Fig. 6.41. The results are presented with different scales for

the purpose of better visualization and clarity. The directivity results demonstrate a dipole-like

pattern, which is oriented perpendicular to the mean flow velocity. At St = 0.1, the amplitude of

the acoustic waves seems to remain almost similar for all the cases. At St = 0.2, the directivity

patterns for all the cases exhibit primary lobes which are more akin to a dipole at θ = 90◦ and

inclined in the downstream direction (θ = 50◦). It can be seen that the amplitude of the vortex

shedding tone decreases for the porous treated cases, especially for the 25 PPI case, with up to

35 dB reduction at θ = 90◦. The radiated sound directivity is more pronounced at St=0.3 and 0.4,

where multiple lobes can be seen in the directivity pattern for all the cases measured. It can

also be seen that the reduction in noise for all the treated cases at all the polar angles becomes

smaller as the frequencies increases, i.e. at higher Strouhal number (St=0.3, 0.4 and 0.5). Note

that, at St = 0.5, the directivity of the acoustic waves for the 25 PPI porous treatment remains

lower than that of the solid case, which is inconsistent with the appearance of a broadband

hump at the same St number observed in the near-field surface pressure results (Fig.6.36). The

results obtained in Fig.6.41, however, show a good agreement with the far-field results observed

in Figs. 6.37, 6.38 and 6.39, where no broadband hump is seen at the far-field locations. This

broadband hump is observed to be local to the trailing-edge region, and dissipates very quickly

above the plate trailing-edge locations. A noise increase can be seen in the case of the 25 PPI

treatment at St=1.0, 1.5 and 2.0 is, due to the roughness of the porous surface. In contrast, the

directivity of the acoustic waves generated by the lower permeability material (80 PPI) is almost

similar to that of the solid case at high frequencies, which is consistent with the results obtained

in Figs. 6.38 and 6.39.
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Figure 6.41: Directivity of the acoustic waves generated by the trailing-edge configurations with
and without the porous treatments at U∞=30 m/s for Strouhal number (a) St = 0.1, (b) St = 0.2,
(c) St = 0.3, (d) St = 0.4, (e) St = 0.5, (f) St = 1.0, (g) St = 1.5 and (h) St = 2.0.
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6.5.4 Near-field to far-field analysis

Figure 6.42 presents the coherence γ2
p′

1 p′
θ

between the surface pressure signals at p1, (x/h=-

0.35) and the far-field signals at θ = 45◦, 60◦, 90◦ and 120◦ at 30 m/s. The p1 surface pressure

transducer location corresponds to the main region where strong flow acceleration occurs (see

Figs. 6.4 and 6.6). The coherence between the surface pressure and the far-field pressure signals

can be found from,

γ2
p′

1 p′
θ
( f )= |Φ( f , p′

1, p′
θ
)|2

|Φ( f , p′
1, p′

1)||Φ( f , p′
θ
, p′

θ
)| , (6.22)

where Φ( f , p′
1, p′

θ
) denotes the cross-power spectral density function between the surface pressure

(p1) and the far-field pressure signals (pθ) at different polar angles.
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Figure 6.42: Near-field to far-field coherence between a surface pressure transducer at x/h =−0.35
(p1) and far-field microphones at θ = 45◦, θ = 60◦, θ = 90◦ and θ = 120◦. The measurements are
taken at U∞=30 m/s.Solid trailing edge ( ), Porous 80 PPI trailing edge ( ), Porous 25 PPI
trailing edge ( ).
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The coherence (γ2
p′

1 p′
θ

) results are plotted as a function of the Strouhal number. In the case

of solid trailing-edge, as expected, a strong coherence can be observed at the vortex shedding

frequency, about St =0.18 between the pressure signals at all the polar angles measured. The

fundamental, first and second harmonics of the coherence (γ2
p′

1 p′
θ

) at the vortex shedding frequency

can be clearly seen from the results of the solid trailing-edge. Interestingly, the γ2
p′

1 p′
θ

results for

the solid trailing-edge seem to indicate the existence of two different phenomena at the near- and

far-field regions, (a) the γ2
p′

1 p′
θ

results which peaks at St =0.18 is consistent with the near-field

surface pressure results (Fig. 6.36) and (b) the γ2
p′

1 p′
θ

results only occur at the lower amplitude

secondary dominant peak at St =0.18 observed in the sound pressure level spectra in the far-field

region (Fig. 6.39). In the case of porous 80 PPI trailing-edge, the treatment is unable to change

the tonal characteristics of the flow structures. However, as observed before in Figs. 6.25, 6.31,

the reduction of the broadband energy content has made the tones to protrude well above the

broadband spectra, more than that of the solid trailing-edge and eliminates the peak harmonics

seen in the case of the solid trailing-edge. On the contrary, the 25 PPI material eliminates the

vortex shedding peak entirely and exhibits almost zero-coherence level, indicating that the two

pressure signals are completely uncorrelated. Moreover, the area of broadband hump emerges at

around St ≈ 0.5 in Figs. 6.13 (BP1−3,BL4), 6.14, 6.23 and 6.36 is not seen in the results presented

in Fig. 6.42, which also indicates that the existence of the broadband hump is local to the plate

surface region.

Figure 6.43 presents the coherence γ2
p′

1 p′
90◦

between the surface pressure signals at p1, (x/h=-

0.35) and the far-field signals at θ = 90◦ for a wide range of velocities between 10 m/s to 60 m/s.

The left column plots (a, c and e) show the coherence between the pressure signals for all the

velocities while the right column plots (b, d and f) show the coherence contour plots presented

as a function of frequency and velocity. In the case of the solid trailing-edge, as expected, a

strong coherence can be observed at the vortex shedding frequencies between the pressure

signals. The pressure coherence becomes slightly broader and covers the low frequency region

(150 Hz to 350 Hz) at the flow velocity of U∞ = 10 m/s to 30 m/s. A weak coherence level can

also be seen at the fundamental, first and second harmonics of the vortex shedding frequency,

especially for higher flow speed (Fig. 6.43(b)). In the case of the porous 80 PPI trailing-edge, while
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a strong coherence can be observed at the fundamental vortex shedding frequency, the coherence

of the turbulent structure is much narrower in width and decays quickly with U∞ at other

frequencies. In contrast, a much weaker γ2
p′

1 p′
90◦

can be seen at the lower flow speed (U∞=10 m/s)

and completely eliminates the vortex shedding peak at higher flow speed (U∞ > 10m/s), which is

similar to the results observed in Figs. 6.36 and 6.39. Similar to the results observed in Fig. 6.42,

the area of broadband hump is not seen in Fig. 6.43, indicating that the existence of the broadband

hump is local to the plate surface region.
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Figure 6.43: Near-field to far-field coherence between a surface pressure transducer at x/h =−0.35
(p1) and far-field microphones at θ = 90◦. The measurements are taken at different velocities.
10 m/s ( ), 15 m/s ( ), 20 m/s ( ), 25 m/s ( ), 30 m/s ( ), 35 m/s ( ), 40 m/s ( ),
45 m/s ( ), 50 m/s ( ), 55 m/s ( ), 60 m/s ( ).
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6.5.5 Flow penetration critical length

It has been shown from the previous sections that the boundary layer flow penetration into the

porous medium and then discharges into the near-wake region can lead to the reduction of flow

acceleration and delay of vortex shedding (Figs. 6.4 and 6.6), reduction of the energy-frequency

content of the turbulent structures within the boundary layer and wake (Figs. 6.13 and 6.14),

emergence of a quasi-period hydrodynamic field within the porous medium (Figs. 6.24), etc. To

allow a proper flow penetration in the porous medium, the flow requires to remain in contact

with the porous section over a long enough surface. The results in Fig. 6.33 have shown that the

the use of shorter porous sections (Lpx/h=1.5, 1 and 0.5) can barely change the tonal behaviour of

the flow at the fundamental (St=0.21) and harmonic frequencies (St=0.45). However, the use of a

longer porous section lengths (Lpx/h=2.5 and 2) can lead to the suppression of the tonal peaks

and the emergence of the broadband hump. The far-field results (Figs. 6.39) obtained for the

porous sections with Lpx/h = 2.5 show that the 25 PPI material is able to suppress the vortex

shedding tonal peak significantly, with up to 35 dB reduction at θ= 90◦. In order to find out the

relationship between the porous section length and the far-field noise, further experiments have

been conducted using the 25 PPI material with different lengths, i.e. Lpx/h = 2.5,2,1.5,1 and 0.5.

6.5.5.1 Far-field noise results

The effect of the porous section length can be further analyzed using the far-field microphones

located at the polar angles of 45◦, 60◦, 90◦ and 120◦ at flow velocity of U∞=30 m/s, as presented

in Fig. 6.44. Results are presented for porous section lengths with streamwise lengths of Lpx/h =
2.5,2,1.5,1 and 0.5. The far-field results trend between all the measured cases are similar at all

the polar angles, with a slight difference in the amplitude of the fundamental vortex shedding

peaks and its harmonics. The results in Fig. 6.44 show that a high amplitude double vortex

shedding peak can be observed in the shorter porous section lengths spectra (Lpx/h = 2,1.5,1.0

and 0.5), indicating the presence of two types of vortical structures in the far-field measurements.

This double peak consists of a dominant peak at St=0.21 for Lpx/h = 0.5 and at St=0.23 for

Lpx/h = 2,1.5 and 1.0. A lower amplitude of the secondary dominant peak can be seen at lower

frequency at St=0.19 for Lpx/h= 2 and 1.5, while in the case with Lpx/h = 1.0, a higher amplitude
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of the secondary dominant peak is observed at St=0.21. The amplitude of the both the dominant

and secondary dominant peaks for all the cases is much higher at higher angles. As mentioned

in § 6.5.2, the multiple dominant peaks can be attributed to the cellular variation in the spanwise

vortex shedding frequency [225]. In the case of the longer porous section (Lpx/h= 2.5), as expected,

the vortex shedding tonal peaks and its harmonics have been effectively eliminated. Moreover,

the broadband hump observed previously in the surface pressure results Fig. 6.33 for the longer

porous section lengths (Lpx/h=2.5 and 2) is not seen in the far-field noise spectra, which shows

that the emergence of the broadband hump is local to the plate surface.
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Figure 6.44: Sound pressure level spectra of the far-field pressure fluctuations for different porous
25 PPI section length with reference to 20µPa at polar angles of 45◦, 60◦, 90◦ and 120◦, measured
at U∞=30 m/s. Lpx = 2.5h ( ), Lpx = 2.0h ( ), Lpx = 1.5h ( ), Lpx = 1.0h( ), Lpx = 0.5h
( ), Background noise ( ).
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6.5.5.2 Near-field to far-field analysis

Figure 6.45 shows the effects of the porous section length on the coherence, γ2
p′

1 p′
θ

between the

surface pressure at a point near the trailing-edge, x/h=-0.35 (p1) and far-field pressure signals at

θ = 45◦, 60◦, 90◦ and 120◦ at U∞=30 m/s. Results are presented for five porous 25 PPI section

lengths (Lpx/h = 2.5,2,1.5,1 and 0.5).
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Figure 6.45: Near-field to far-field coherence between a surface pressure transducer at x/h =−0.35
(p1) and far-field microphones for different porous section lengths at θ = 45◦, θ = 60◦, θ = 90◦ and
θ = 120◦. The measurements are taken at U∞=30 m/s.

The localized broadband hump observed previously in the surface pressure results (Fig. 6.23)

is shown to be highly sensitive to the porous section length, however, it can be seen that the

broadband hump is absent in the coherence γ2
p′

1 p′
θ

results involving the far-field pressure signals

for all the porous 25 PPI section lengths (Lpx/h). In the case of 25 PPI trailing-edge with

Lpx/h = 2.5, the vortex shedding peak has been eliminated entirely. The tonal behaviour of the flow
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is seen to be more pronounced for the shorter porous trailing-edge sections (Lpx = 2.0h,1.5h,1h

and 0.5h). Interestingly, a double peak tonal behaviour can be seen at the fundamental vortex

shedding peak for the 25 PPI trailing-edge sections with Lpx= 1h and 0.5h. The double peak

consists of a dominant peak at St=0.2 and St=0.22 and a lower amplitude secondary peak at a

higher frequency (St=0.25 and St=0.27), for the Lpx= 1h and 0.5h configurations, respectively. In

addition, the fundamental, first, second, third and fourth harmonics frequencies can be observed

for the shortest porous treatment with a streamwise length of Lpx= 0.5h. The results trend

between all the measured cases are quite similar at all the angles (θ = 45◦, 60◦, 90◦ and 120◦),

with a slight difference in the amplitude of the γ2
p′

1 p′
θ

peaks.

Figure 6.46 shows the effects of the porous section length on the coherence, γ2
p′

1 p′
90◦

between

the surface pressure at a point near the trailing-edge, x/h=-0.35 (p1) and a far-field point at

θ = 90◦. Results are present at different flow speeds of U∞=10 m/s to 60 m/s. Figure 6.46 clearly

shows that the fundamental vortex shedding frequency at different flow speeds becomes stronger

and approaches that of a solid trailing-edge (Fig. 6.43(b)) for the shorter porous treatments

(Fig. 6.46(d-j)). It can also be observed that a high amplitude double vortex shedding peak is

observed for the shorter porous treatments coherence spectra. The results clearly show that the

use of short porous sections (Lpx = 2.0h,1.5h,1h and 0.5h) can barely change the tonal behaviour

of the flow at the vortex shedding fundamental frequency or the first four harmonics. The results

also show that the suppression of the tonal peaks occurs only for the porous section lengths of

Lpx ≥ 2.0h. This confirms that the suppression of the vortex shedding peak can be attributed to

the emergence of a quasi-periodic flow-recirculation field inside the porous medium, established

from the results obtained in Fig. 6.33. Hence, it can be summarized that the boundary layer

flow penetration into the porous medium with enough porous section length can lead to the

suppression of the vortex shedding tonal peak. This phenomena is consistent with the findings

obtained from the previous sections ( § 6.2, § 6.3, § 6.4 and § 6.5), where the porous 25 PPI

treatment can lead to the reduction of flow acceleration, delay of vortex shedding, reduction of

the energy-frequency content of the turbulent structures within the boundary layer and wake,

the emergence of a quasi-period hydrodynamic field within the porous medium and reduction of

far-field noise, etc.
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Figure 6.46: Near-field to far-field coherence between a surface pressure transducer at x/h =−0.35
(p1) and far-field microphones for different porous section lengths at θ = 90◦. The measurements
are taken at U∞=30 m/s. 10 m/s ( ), 20 m/s ( ), 30 m/s ( ), 40 m/s ( ), 50 m/s ( ), 60 m/s
( ).

6.6 Summary

A series of experiments were conducted with two different type of porous materials to determine

the effect of porous trailing-edge on the aerodynamic and aeroacoustic of a blunt trailing-edge

body. The main conclusions of this chapter are given below.

i. Results have shown that the use of the porous materials with high PPI and low permeability

behave more or less like the solid case, which can be explained by the fact that for the
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porous medium with low permeability, a longer flow and porous-surface interaction is

needed to enable flow penetration into the porous medium. In contrast, the use of the

highly permeable porous treatments (porous 25 PPI) can significantly reduce the drag

force. The significant reduction obtained for the case of 25 PPI can be attributed to the

flow penetration into the pores, flow discharge into the wake and attenuation of the vortex

shedding from the trailing-edge.

ii. Results have shown that the flow penetration into the porous trailing-edge section and then

discharge into the near wake can lead to some complex phenomena, such as the reduction

of flow acceleration over the trailing-edge, delay and weakening of the vortex shedding

and break-up of large coherent wake structures. A significant delay in the formation of the

vortex shedding due to interaction of the flow with the porous treatment, particularly for

the 25 PPI treatment case, which also results in the reduction of drag.

iii. The boundary layer results have also revealed that the 25 PPI treatment case exhibits flow

which is more streamline over the trailing-edge and experiences much less acceleration in

the trailing-edge region. Results also have shown that the energy content of the large low-

frequency boundary layer structures can be significantly reduced using a highly permeable

surface. The use of the 25 PPI material is shown to increase the energy content of the

velocity fluctuations over a small region in the vicinity of the porous surface, which can be

attributed to the frictional forces at the surface of the porous material.

iv. The spanwise coherence of the structures has also been shown to reduce considerably, which

shows the break-up of these coherent structures. While using permeable surfaces leads to

the suppression of the fundamental vortex shedding frequency (St = 0.2), the emergence

of a broadband hump at higher frequencies (St = 0.5) indicated the presence of a weak

recirculating flow zone inside the porous medium.

v. Results have shown that the emergence of the internal hydrodynamic field and suppression

of the vortex shedding in the near-wake are related and that both depend on the length of

the flow porous section interacting with the flow. Based on the experimental observation, a

long enough porous section is needed to enable flow penetration into the porous medium

and discharge into the wake.
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vi. The far-field results have shown that the porous treatments can effectively eliminate the

vortex shedding tonal peak, leading to a maximum noise reduction of about 8 dB and

35 dB by the 80 PPI and 25 PPI trailing-edges, respectively compared to that of the solid

trailing-edge. The results also have indicated that the development of the broadband hump

seen in the near-field noise spectra for the highly permeable surface is only local to the

plate surface and not observed in the far-field noise spectra. This shows that the broadband

hump dissipates very quickly above (vertical direction) the plate trailing-edge.

The results in this chapter provide the impetus for further experimental and numerical studies

on the use of porous treatment and development of tailored porous material for aerodynamic and

aeroacoustic applications.
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7
CONCLUSIONS AND FUTURE WORKS

T
his chapter summarizes the main conclusions from the present work of the applications

of porous treatments for aerodynamic and aeroacoustic purposes. The use of porous

materials for aerodynamic and aeroacoustic purposes has been the subject of many

numerical investigations and a limited number of experimental studies in the past. The present

work is an experimental attempt to shed some light on the underlying physics of some of the

phenomena observed previously in other studies and provides an evidence-based discussion on

other potential candidates responsible for flow and noise control using porous media. To do so,

the flow interaction and the aerodynamic noise characteristics have been thoroughly investigated

using a long zero-pressure gradient flat-plate and an elongated flat-plate with blunt trailing-edge,

with and without the porous treatments. Despite its simplicity, the experimental test-rig used in

this study enables a large variety of different flow-porous interaction studies, such as the flow

scrubbing, surface roughness, flow penetration, porous-flow viscous interaction, hydrodynamic

absorption effects, flow acceleration, vortex shedding and noise generation of the porous media.

The use of porous treatments for flow control and suppression of aerodynamic noise at source has

been the subject of many studies in the past. With regard to the noise abatement applications,

while most recent attention has focused on the reduction of the far-field noise from bluff-bodies

and aerofoils using porous treatments, the near-field studies have shown that the changes to the
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boundary layer and wake flow structures by the porous media are pivotal to the success of the

porous treatment as a passive method. The porosity, permeability and surface roughness of the

porous, as well as its geometrical characteristics, has been observed to be the key. also related to

the sources of the radiated noise.

The flow and noise generation mechanisms studied have been that relevance to noise from the

zero pressure gradient turbulent boundary layer flow with a rough permeable surface and the

vortex shedding interaction from a blunt trailing-edge. These complex mechanisms have been

comprehensively and systematically investigated experimentally by studying various aspects

of flow-porous interaction, such as the scrubbing effects, break-up of boundary layer coherent

structures, flow penetration, internal hydrodynamic field, flow discharge and vortex shedding

attenuation. The effects of the porous substrate on the flow characteristics have been examined

by performing various detailed measurements in the boundary layer and wake using the force

balance, hotwire Anemometry, Particle Image Velocimetry (PIV), steady and unsteady surface

pressure transducers and far-field microphones. In order to better understand the effects of

porous surfaces on the noise generation, simultaneous measurements between the unsteady

surface pressure fluctuations and the turbulent boundary layer and wake flow field have been

carried out. This provides us with an in-depth understanding of the relationship between the

wall pressure fields and the flow field structures responsible for the wall pressure generation,

which is also related to the sources of the radiated noise.

The main conclusions for the two experimental campaigns are given below.

i. Boundary Layer Flow Interaction with a Permeable Wall

The interaction of the boundary layer with a porous surface with finite depth can bring

about significant changes to the boundary layer structure and the energy cascade within

the boundary layer and the frequency-energy content of the large coherent structures

within the boundary layer, mainly responsible for the generation of aerodynamic noise. The

surface pressure PSD results have shown that the porous surface treatment causes an

increase in the overall pressure exerted on the surface. The results also show a reduction of

the surface pressure PSD over the high frequency range at the locations downstream of
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the porous section. The near-field studies have shown that the penetration of the boundary

layer flow into the highly permeable porous media can generate an internal hydrodynamic

field, which can, in turn, significantly reduce the frequency-energy content of the large

boundary layer coherent structures and their spanwise correlation length. This again can

reduce the noise generation efficiency. Results have also shown that a relatively long porous

section is required to enable flow penetration inside the porous substrate. Moreover, it has

been observed that the existence of a quasi-periodic hydrodynamic field inside the porous

medium and the reduction in the velocity-pressure coherence over the porous surface are

inter-related and dependent on the effective length of the porous section. In addition to

the direct application of the outcomes of this study to the field of aeroacoustics and for

development of bespoke aerodynamic-noise control techniques, the data can also be useful

in other fields, such as aerodynamics of low drag surfaces, heat transfer of porous media,

etc.

ii. Bluntness Flow and Noise Control Using Porous Treatments

Employing porous treatments for a plate with blunt edge has shown to delay the flow

recirculation in the wake, which can then lead to significant reduction of the unsteady

aerodynamic forces acting on the body and consequently reduction of the far-field noise. This

is found to be mainly due to the flow penetration into the porous medium and re-ejection of

a low momentum fluid into the wake. Results have also shown that the flow penetration

into the porous trailing-edge section and then discharge into the near wake can lead to

some complex phenomena, such as the reduction of flow acceleration over the trailing-

edge, delay and weakening of the vortex shedding and break-up of large coherent wake

structures. Moreover, the boundary layer results have revealed that the energy content

of the large low-frequency boundary layer structures can be significantly reduced using

highly permeable surfaces. The spanwise coherence of the structures has also been shown

to reduce considerably, which shows the break-up of these coherent structures. While using

permeable surfaces leads to the suppression of the fundamental vortex shedding tonal

frequency (St = 0.2), the emergence of a broadband hump at higher frequencies (St = 0.5)

indicated the presence of a weak recirculating flow zone inside the porous medium. The
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mechanism of flow penetration and re-injection depends heavily on the hydrodynamic

field generated within the porous medium, which itself can depend on the structure and

geometrical characteristic of the porous treatment, as defined in Chapter 4. Results have

shown that the emergence of the internal hydrodynamic field and attenuation of the vortex

shedding in the near-wake are related and that both depend on the length of the flow

porous section interacting with the flow. Based on the experimental observations, a long

enough porous section is needed to enable flow penetration into the porous medium and

discharge into the wake. Finally, the far-field noise results have shown that the porous

treatments can effectively eliminate the vortex shedding tonal peak (i.e. at St=0.2), leading

to a maximum noise reduction of about 8 dB and 35 dB by the 80 PPI and 25 PPI trailing-

edges, respectively compared to that of the solid trailing-edge. The results obtained in

this work provide the impetus for further experimental and numerical studies on the use

of porous treatments and development of tailored porous materials for aerodynamic and

aeroacoustic applications.

7.0.1 Future Works

Based on the results in this thesis the porous treatments have been identified as an effective

means for the control of flow and aerodynamic noise. The findings in this thesis have answered the

majority of the research questions identified in Chapter 2. While the results in this thesis have

provided an evidence-based discussion and have shown the great potentials of the technique for

flow and noise control purposes, the complexity of the flow-porous interaction problems demands

for further high-quality research. The suggestions and recommendations for the future work are

listed below.

i. In order to further understand the vortical structures generated in the vicinity of the blunt

trailing-edge and in the wake domain, a wavelet analysis could be performed. For instance,

the Gaussian and/or the Mexican hat wavelets can be used to analyze the evolution of the

vortex shedding frequencies and the quasi-periodic hydrodynamic field generated inside the

porous medium. Moreover, the bi-variate continuous wavelet transform technique can be

used to characterize the pressure fluctuations from the transducers employed at the vicinity
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of the trailing-edge, which is capable in analyzing the pressure fluctuation signals based

on the localized wavelet functions. This method enables the decomposition of the original

time-history data into various detail components that allow us to observe the different

frequencies as a function of time separately, which could provide more high-quality results

than the contemporary signal processing method, i.e. Fourier method.

ii. The results in Chapter 6 have shown that a high amplitude double vortex shedding peak

is observed in the solid trailing-edge velocity correlation and noise spectra, indicating the

existence of two types of vortical structures in the near wake and far-field measurement.

The existence of multiple dominant peaks in the near wake velocity correlation results and

noise spectra are believed to be due to the cellular variation in spanwise vortex shedding

frequency. Further high-quality experimental and numerical investigations are needed to

reveal the underlying physics of each of the peak separately, and to understand how these

vortical structures influence the noise signature in whole.

iii. The boundary layer and hydrodynamic results in most studies in the areas of aerodynamic

noise generation and control are presented in terms of the overall boundary layer thickness

quantities, such as the boundary layer, displacement or momentum thickness, particularly

when the low frequency aspect of the noise generation is of concern. Further processing

of the boundary layer flow data could be carried out in wall units format, i.e. normalized

by quantities such as y+,u+,uτ, etc. This is relevant in studying the context of ’bursting

frequency’, which will give more insights in understanding the turbulence production

near-the-wall, including the violent eruptions near the wall fluid, violent break-up of a low

speed streak and shear-layer interface, which is useful for different applications, such as

low drag surfaces, flow laminarization, etc.

iv. The present study paves the way for further investigation into the interaction of the porous

media with different flow fields and development of tailored porous treatments for improv-

ing the aerodynamic and aeroacoustic performance of different aero- and hydro-components.

The results from the present work clearly show that the porosity and permeability, as well

as its geometrical characteristics, play an important role in the fluid-porous interaction
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and its associated noise generation. The porous material used in this study are of a rigid

structure with regular pores, and it has been shown that the flow and noise behaviour

is dependent on the porous material properties. Further studies will be directed towards

investigating the use of isotropic and functionally graded anisotropic porous treatments to

control the generation of aerodynamic noise from different configurations.

v. Although various numerical and mathematical models have been developed to better under-

stand the flow and porous medium interaction, in the case of aerodynamic noise generation,

the problem with blunt trailing-edge involves several different physical processes and no

modelling technique can yet fully capture all aspects of the flow-porous interaction, i.e.

flow penetration and discharge, roughness effects, hydrodynamic and sound absorption

effects, scattering effects, etc. Considering the complexity of the flow-porous interaction

problems, as demonstrated in this study, further high-fidelity numerical studies, such as

the Lattice Boltzmann Method (LBM) or Large Eddie Simulation (LES), with realistic

micro-to-macro-scale modelling can provide more insight into the underlying physics of the

phenomena observed in this work.
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