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Abstract

Suppression of undesirable vibrations is critical to ensure good dynamic performance of engi-
neering structures. Vibration suppression problems can be categorised in terms of vibration
behaviour, such as transient, self-excited or steady-state vibrations. Passive vibration sup-
pression methods are widely adopted due to their inherent advantages, such as simplicity
and reliability. Additionally, the introduction of the inerter has fundamentally expanded the
achievable performance of passive vibration suppressors. Appropriate methodologies for the
design of optimal passive vibration suppressors are needed to tackle particular problems.

This thesis develops systematic methodologies to design both configurations and physical
arrangements of passive vibration suppression devices, solving a variety of vibration problems.
Also, this work demonstrates the effectiveness of inerter-based devices in each case.

A transient vibration suppression problem is studied first, and considers stable shimmy os-
cillations in an aircraft main landing gear (MLG). Both frequency-domain and time-domain
approaches are adopted with the frequency-domain method considered less effective since the
system mode shapes vary significantly when certain devices are added. Several beneficial
inerter-based configurations are identified with the proposed time-domain methodology.

A second example of a transient vibration problem includes an initial impact excitation; here
the aircraft landing touch-down process. Following the approach established, beneficial shock
strut configurations have been identified. However, it has been found that the amount of energy
dissipated is unsatisfactory. To address this, an additional constraint on energy dissipation is
considered, leading to an absorber with double-stage stiffness being proposed.

The instability of self-excited vibrations can be avoided with suitable vibration suppressors.
To this end, a design methodology of selecting the device parameter values is proposed. The
nonlinear MLG shimmy phenomenon is studied here. A bifurcation study is performed to
investigate the effects of the shimmy-suppression devices on the MLG dynamics. It shows that
the utilisation of a specific proposed spring-damper configuration results in improved robustness
against varying aircraft operation conditions over a traditional shimmy damper. The benefits
of two inerter-based configurations are also demonstrated by enhanced device robustness.

The steady-state vibration suppression of a hydraulic engine mount has also been analysed, and
a design approach for determining the optimal physical device arrangement has been developed.
It enables optimisations of all possible networks with predetermined number and types of fluid
passageways, through which the fluid can pass between two chambers in the engine mount. To
improve the performances over a wide range of frequencies, linear optimal designs are identified
whilst the manufacturing limitations are also considered. Furthermore, optimal parametric
design is conducted considering nonlinear behaviour in fluid passageways.
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Chapter 1

Introduction

The problems of suppressing unwanted vibrations has attracted considerable attention
across engineering fields such as aerospace, automotive and civil engineering. Due to
the current drive for high-performance and lightweight structures, they become more
flexible and potentially prone to vibrations. Therefore the design of satisfactory vibration
suppression mechanisms is increasingly becoming an important task for engineers while
the design requirements vary from application to application and are dependent upon
the problem nature.

There are numerous vibration suppression problems and can be classified in terms of
vibration behaviour, for example, transient, steady-state and self-excited vibrations.
Transient vibrations caused by deterministic but aperiodic excitations are a typical type
of vibration problems. Although such vibrations will die away after a period of time,
the resulted damage to the structures, such as extreme loads due to large oscillation
amplitude, will compromise the structure performance and operation life. One notable
example of transient vibrations is that resulting from an initial impact, such as aircraft
touch-down process. Effective suppression of landing impact will alleviate the damage to
the aircraft frame and passenger/crew discomfort. Another typical problem is steady-state
vibrations, which can lead to fatigue failure. It is critical to design suitable mechanisms
with frequency-dependent behaviour to mitigate the steady-state vibrations over all
operating regions. In addition, self-excited vibrations can occur in certain systems, such
as shimmy of landing gear and aeroelastic flutter in aircraft wings. Periodic oscillations
with bounded amplitudes, namely limit cycle oscillations (LCOs), are typically produced
by self-excited systems. The onset and stability of such periodic oscillations are of
practical importance with the need to protect the structures against dynamic instability.
These three vibration suppression types are notable in engineering practice and can
involve complex, sometimes conflicting design requirements. To design effective vibration
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suppression mechanisms, appropriate optimum design methodologies must be adopted
for dealing with different vibration problems.

A number of vibration suppression techniques have been adopted and the strategies can
be divided into three categories: passive, active and semi-active. Extensive studies have
shown that the active and semi-active methods can be superior to passive methods in
terms of performance enhancement. However, passive methods are still widely used in
engineering applications because they require no power input, hence are unconditional
stable, low cost and have high durability. Structural modifications are the simplest
passive way to mitigate vibrations but provide limited effectiveness. One of the most
effective passive methods is to attach external vibration suppression devices to the
primary structures, for example, using viscous damper or a tuned mass damper (TMD).

Whilst numerous efforts have been made in developing passive vibrations suppression,
the devices are mainly designed based on conventional layouts or via a ‘trail and error’
approach. However, there are countless possible structures which have not been considered
yet. Therefore, there is a need to establish a systematic optimum design methodology
which can fully explore all possible passive structures. This can be constructed with
electrical catalogue circuit designs which utilises network synthesis to devise the most
effective circuits since 1950s. A comparison of the two has led to a newly-introduced
passive mechanical element, the inerter.

The inerter was firstly proposed as a passive mechanical element in 2002 and completes
the analogy between the mechanical and electrical systems. Before the introduction
of inerter, the standard mechanical-electrical analogy mapped spring and damper to
inductor and resistor, while mapping mass to grounded capacitor. This analogy has a
shortcoming since the capacitor is a two-terminal element and so is not fully mapped
to the mechanical domain. This shortcoming has been addressed by the mechanical
inerter which possesses full analogous properties to a capacitor. With this all positive-
real transfer functions can be realised by a passive mechanical network consisting of
springs, dampers and inerters. Therefore, the range of dynamic behaviour achieved by
linear passive absorbers, e.g. to enhance vibration suppression performance, can be
fundamentally enlarged. The applications of inerters start in the field of automotive
engineering, in designing a superior suspension strut, which has been used in Formula
One racing. Performance advantages have also been identified for various engineering
structures, such as on railway vehicles, motocycle, tall building and suspension bridge.
The studies of exploring new applications of inerters and implementing inerters to real
industry use are being developed recently.
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Not limited to mechanical and electrical fields, the analogy can be extended to other
systems, such as the hydraulics. Via the mechanical-electrical-hydraulic analogy, a
unifying means to model and design both single-disciplinary and interdisciplinary systems,
such as a rubber-hydraulic engine mount, is possible. This is of particular importance
for forming a systematic approach to identify the optimum physical device arrangement.

This thesis aims to develop systematic optimal design methodologies for passive vibration
suppression devices, in order to tackle different types of vibration problems. The design
approaches will focus on two levels, one is to identify the ideal optimal configuration
consisting of springs, dampers and inerters while the other one to look into the physical
realisations of the device. These approaches will be developed using a series of case studies
and are applicable to many other suppression problems. Using these case studies, this
thesis also provides preliminary results of applying inerter-based vibration suppression
methods to new application areas, such as to aircraft landing gear, and by doing so
forming a basis for further academic and industrial exploration.

3





Chapter 2

Literature review and thesis outline

Suppressing unwanted vibrations is crucial to maintain and improve the performances of
engineering systems, such as aerospace, automotive and civil structures. Currently, the
increasing trend toward lighter and more flexible structures gives rise to more vibration
issues. Hence, the need of enhancing the capability of vibration suppression systems is
becoming more pressing.

Previous research efforts have been made on design of various vibration suppression
systems for different applications. This section begins a review of several notable
vibration suppression problems in terms of vibration behaviour and suppression techniques.
Subsequently, we highlight inerter-based vibration suppression in the context of passive
field. The research motivations and objectives of this thesis are then introduced and the
thesis outline is presented.

2.1 Applications for vibration suppression

Vibrations in general are oscillatory motions of an object or a set of objects relative to a
stationary frame of reference or an equilibrium point [9]. Vibration phenomenon occurs
in a wide range of engineering structures and can be desirable and undesirable. It is of
significance to reduce the undesirable vibrations since they may deteriorate the system
operation performances, produce fatigue load and extremely lead to structure failure.
Design of vibration suppression mechanisms depends on the performance requirements
for specific applications, which are determined by the nature of the problems [10]. In
this section, we explore three notable types of vibration behaviour subject to different
excitations, along with typical examples corresponding to each type. This will be followed,
in Section 2.2, by considering the types of vibration suppression methods available to
limit such undesirable responses.
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2.1.1 Transient vibrations

Transient responses are normally referred to the motion of a system which is suddenly
disturbed by a deterministic but aperiodic excitation [11]. Such excitations may have
short or long durations and the generated transient responses are expected to vanish after
a period of time [12]. The transient vibrations are normally measured by time-domain
technique. Different time-domain criteria can be proposed to measure such motion,
including the peak vibration amplitude and decay rate. The overload caused by large
amplitude of oscillations may damage the structure, or extremely lead to failure.

The motion generated by the initial shock or impact is one typical type of transient
vibrations, for example, during aircraft touch-down. During this process, the loads of the
landing impact will most be lessened through the landing gear dynamics to avoid damage
to the airframe structure, passenger/crew discomfort, and also damage to the runway
[13]. Mulwitzky et al. investigated the dynamics of a given aircraft landing gear with
a conventional oleo-pneumatic shock absorber in [7]. The authors analysed the effects
of various factors, such as nonlinear hydraulic orifice resistance and tyre characteristics,
on landing behaviour. In addition, they concluded that with a large landing velocity,
the impact may result in the tyre bottoming leading to damage to tyre and wheel rim.
So for landing gear design complex requirements need to be satisfied, and Currey [14]
and Young [15] gave a detailed presentation of these requirements. Numerical studies of
analysing landing behaviour can also be found in [16–18]. Machine vibrations caused by
impact loads, such as forge hammer, punching, start-up and shut-down processes, are
also typically transient vibrations. It is important to design a reliable machine foundation
to reduce such disturbance to the device and the surrounding environment [19]. Rather
than an initial shock or impact, transient responses can also be excited by an initial
perturbation, such as a sudden disturbance to one DOF to cause a non-zero initial state
condition.

Apart from the short period of initial excitations, transient responses can also be triggered
by a duration of inputs. A notable example is the motion of vehicles travelling over road
irregularities such as bumps, hollows and speed humps etc. The resulting peak acceleration
of vehicle body needs to be sufficiently reduced considering passenger discomfort [20].
Another example is the airfoil vibrations caused by sudden wind gusts and the resulting
severe loading may cause passenger discomfort and structural damage to the aircraft [21].
The aircraft needs to satisfy the gust load design criterion, for example, withstand the
‘worst-case’ gust loads which is identified in time domain based on discrete gust profiles
(one-cosine) [22].
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2.1.2 Steady-state vibrations

There are numerous engineering structures which are prone to steady-state forced vi-
brations, leading to fatigue failure [23]. In order to ensure the durability and safety
of the structure, suppressing steady-state vibrations has also attracted great research
attention [24]. For steady-state motion, although it can be simulated with time-domain
method, it may be time consuming if the system needs a long time to achieve the steady
state. Then frequency-domain method is always employed to analyse steady-state motion,
which transfers the responses from time domain to frequency domain (e.g. by the Fourier
Transformation) and present the motion state with respect to frequency.

One typical example of steady-state forced vibrations is that induced by internal forcing,
such as in combustion engines [25]. In [26], the authors summarised two typical types
of engine disturbances, including the firing pulse and engine inertia force and torque.
These internal excitations are periodic [25] and generally refer to two specific types of
inputs over different frequency ranges. For modern passenger vehicles, the design and
implementation of engine mounting system is vital to improve the performance in terms
of ride comfort, vibration isolation and noise reduction. Due to the strong trend toward
lighter and more flexible car bodies and the fuel efficiency requirement, engines that are
smaller and lighter but do not compromise its power are required, as stated in [27]. This
gives rise to more vibration and noise issues so enhancing the capability of engine mounts
becomes even more important.

Base excitation, such as harmonic uneven road inputs, is also a source of disturbances
generating steady-state forced vibrations. Many research studies have dealt with the
vehicle vibrations induced by harmonic road profile, see [28] as an example. Another
typical type of steady-state responses are excited by periodic external forcing. For
example, Van der Tempel [29] analysed the fatigue damage of a monopile offshore wind
turbine due to regular wave loading. The support structure needs to be carefully designed
to withstand such loading.

2.1.3 Self-excited vibrations

In Sections 2.1.1 and 2.1.2, the transient and steady-state vibrations are explored, along
with some typical examples. Self-excited oscillations are regarded as a special class of
vibrations frequently occurred in a broad class of engineering structures, also known
as self-oscillations or self-sustained oscillations. As introduced by Den Hartog [25], the
self-excited systems are sustained by the alternating force or feedback mechanism which
is dependent on the system motion (displacement, velocity or acceleration) and will
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disappear once the motion cease. Den Hartog also presented that for a linear system,
the self-excited vibrations can be described as free vibrations with negative damping.
In contrast with the conventional positive damping, the negative damping amplifies
the vibration amplitude without any bound. For a nonlinear dissipative system, the
equilibrium between the input and dissipated energy will produce periodic oscillations
with bounded amplitudes, which typically results in a LCO [30]. The local stability of
LCOs, which depends on the interaction between the input and dissipated energy, is of
significance for self-excited vibration analysis and suppression. For example, the stability
of LCOs determines the extent to which the structures are damaged: catastrophic failure
can be caused by unstable LCOs and structural fatigue by stable LCOs [31]. Quasi-
periodic oscillations are also treated as a typical type of self-excited oscillations, which
corresponds to limit torus surface in the phase plane [32].

Wing flutter is one typical example of self-excited vibrations in aerospace systems. When
this phenomenon occurs, the wings experience excessive oscillations, which may lead to
fatigue or catastrophic failure of the structure [31]. The source energy feeding into the
system is from the air flow over the wing surface and is transferred to vibration modes
[25]. In the classical linear flutter analysis, the flutter instability boundary is identified
using eigenvalue analysis [33]. Above this boundary, the system becomes unstable and
the amplitude increases exponentially with respect to time. In [34], Dowell presented
that aeroelastic systems experience inherent nonlinearities, from both structural and
aerodynamic mechanisms, such as freeplay and shock wave motion. The associated
nonlinearities affect the flutter boundary but also result in LCOs, i.e., the response is
bounded due to the presence of the nonlinearities. The nonlinear structural effects on
wing flutter were investigated firstly by Woolston et al. in [35]. Numerical research
efforts have been made to identify the nonlinear flutter speed, analyse the stability and
predict the amplitudes of LCOs, see [36, 37] as examples. Outside the aerospace systems,
the flutter phenomenon is also noticed in other structures; for example in suspension
bridges [38], turbo machines [39] and flexible pipes [40].

Another notable example of self-excited vibrations is wheel shimmy. The earliest work
on shimmy phenomenon was conducted on automotive industry by Broulhiet [41] who
included the tyre dynamics in shimmy analysis. He also argued that the energy source is
the forward kinetic energy and the self-excited mechanism is caused by the energy transfer
from the lateral tyre-ground contact force to the vibration modes of the structures. The
similarities between shimmy in cars and aircraft were observed by Fromm [42], who
investigated shimmy analysis in the aerospace field. Aircraft landing gear shimmy may
take place during take-off, landing or taxiing, leading to undesirable discomfort and
annoyance to crew and passengers or even catastrophic failure of the gear and/or the
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attachment structure [43]. Even though shimmy oscillations are more oftenly observed
on nose landing gears [44], the main landing gears (MLGs) of some types of aircraft,
such as Douglas DC-9, Fokker 28, BAC 1-11 and Boeing 737, still suffered from shimmy
oscillations [13]. Examples of shimmy events in MLGs can also be found in [43, 6].

Machining chatter, an instability during the machine cutting process, is also regarded as a
common type of self-excited oscillations [45]. Initially triggered by cutting forces, chatter
vibrations may lead to excessive vibrations of the workpiece and tool. Consequently, this
will deteriorate the product surface finish, reduce the machine’s service life and operation
reliability and safety [46]. The most common type of machining chatter is regenerative
chatter, which was firstly analysed by Tobias [47] and Tlusty [48] in the late 1950s. The
method of producing stability lobes to predict the free cutting depth and speed was
firstly presented in [47] and still widely accepted in this field. A review of other types
of chatter, such as frictional chatter, and the research about predicting, analysing and
controlling chatter is given by Quintana et al. [49].

2.2 Vibration suppression methods

Several suppression strategies, which are broadly classified into three types: passive,
active and semi-active, have been proposed and employed for vibration suppression. Each
technique has a reasonable range of applications. Rather than to provide a comprehensive
review, this section will present a brief introduction of these techniques, along with some
notable applications.

2.2.1 Passive vibration suppression

The simplest passive way to suppress vibrations is structural modifications, such as
choosing proper structure mass, stiffness and damping [10]. However, the effectiveness of
structural modifications are often limited because complex performance criteria can not
be all satisfied and practical constraints of structure parameters need to be considered.
A common alternative approach is to add passive vibration suppression devices, such as
absorbers or isolators, to the primary oscillatory structures.

A common device is the resonant absorber. An undamped resonant absorber was
firstly introduced by Frahm [50] as a spring-mass system. The essential function of this
device is to avoid resonance vibrations of the primary system, via tuning the frequency
of the device to match that of the primary resonance frequency of the main structure.
Detailed theoretical study of tuned resonant absorbers was attributed to Den Hartog, who
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introduced damping to resonant absorber to give the TMD, and provided an analytical
optimum design criterion, see [25]. TMDs have been successfully proposed for structural
vibration suppression in civil engineering, such as buildings [51, 52] and chimneys [53].
A review of these civil engineering applications is given in [54].

Another notable type of passive vibration suppression devices is a parallel spring-damper
system, such as suspension system for road vehicle and shock absorber of aircraft landing
gear. For example, for aircraft system, the shock absorber unit is often regarded as the
critical component in the aircraft landing gear [55]. Among all the design operation
conditions, such as landing and taxiing, the landing touch-down case determines the
greatest energy dissipation requirement for the shock absorber and governs its general
performance accordingly [56]. At present, most aircraft uses a passive oleo-pneumatic
shock absorber due to its high strut efficiency compared to other shock absorbers,
alongside considerable energy dissipation ability and good rebound control [14]. A
conventional shimmy damper [6] also has a parallel spring-damper arrangement and has
shown its effectiveness in stabilising shimmy-prone gears [6].

A conventional hydraulic engine mount is also regarded as a passive vibration suppression
device. Typically two fluid channels, the inertia track and the decoupler, are configured
between the upper and lower chambers and govern the dynamic behaviour under low-
frequency and high-frequency excitations, respectively. Work on optimum tuning of
a passive engine mount has been progressed [57–59]. For example, Ahn et al. [58]
reported the work to improve the mount transmissibility, i.e., to deepen the notch and
shorten the peak height of mount dynamic stiffness, optimising over the rubber stiffness,
piston area, fluid inertia, volumetric stiffness and damping. However, most efforts on
designing interior fluid passageways in a mount were via a ‘trial and error’ approach.
The improvement is limited due to the fact that there are countless possible designs that
have not been covered by these studies.

2.2.2 Active vibration suppression

Active method is also a popular way to suppress vibrations, with significant research
starting in the 1970s. Different from passive suppression technique, active method reduces
vibrations using an active force in the form of an actuator. Such system requires an
added power supply to the system to generate a motion, rather than absorbing power to
resist a motion as does the case in passive devices. These active forces will vary with
respect to the current states of the system, which are normally measured by sensors,
and are designed to operate for a wide range of excitation and operation conditions. A
control law is used to determine the appropriate actuator force based on sensor signals.
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If control laws are carefully designed, such a system outperforms passive devices, see
[60] as an example comparison using a multi-storey building model. However, more
expensive hardware and power requirements lead to a high cost. In addition, active
vibration suppression carries a risk of instability due to the injection of activation power
[10]. Therefore, active vibration suppression techniques are often avoided if possible in
most industrial applications [61].

Active suspension system designs have drawn great attention in recent years with
numerous demonstrations of their performance superiority over passive systems in different
applications. For example, active control methods have also been proposed for aircraft
shock absorbers. Theoretical analysis and experimental validations have been carried out
to investigate the advantages of the actively controlled landing gears, such as in [62, 63].
Active methods are also employed to sustain the system stability. For example, studies
have proposed active shimmy-suppression strategies, such as using fuzzy adaptive control
[64] and sliding mode control [65]. To suppress steady-state vibrations, for example,
in combustion engines, active engine mounts have also been proposed, see [66] as an
example.

2.2.3 Semi-active vibration suppression

An alternative to passive and active suppression techniques is semi-active suppression,
which combine some of the features of both passive and active ones. Basically semi-
active techniques incorporate adjustable passive devices which incorporate the tunable
parameters that are dependent on system motion [61]. Generally semi-active suppression
systems only require a low level of external power. They does not generate a motion, but
resist a motion as passive devices hence facilitate the system stability [67].

The study of semi-active vibration suppression was firstly carried out by Karnopp
et al. in [68], which proposed a ‘skyhook’ damper system for automotive suspension
systems and similar performance advantages were achieved as fully active systems. After
[68], many research efforts have been made on semi-active suppression for engineering
applications. For example, Krüger [69] investigated a semi-active landing gear to improve
passenger ride quality during taxiing and landing with the consideration of rough runway
models. Choi et al. [70] analysed the feasibility and effectiveness of smart fluids,
electrorheological and magnetorheological fluids, in landing gear systems to attenuate the
landing load to aircraft and vibration due to landing impact. In [71], the superiority of
semi-active magnetorheological dampers on suppressing landing gear shimmy instability
was demonstrated, when compared with a conventional passive shimmy damper. It is
also potentially advantageous to adjust the interior design of suppression device using
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semi-active ways; for example, controllable cross-section area [72] and length [73] of
inertia track of hydraulic engine mount are achieved via semi-active means, as well as
improved performance.

In summary, although active or semi-active vibration suppressions outperform passive ones
in terms of performance enhancement, passive devices do have some advantages. They
are typically simpler, more reliable, requiring no power source, and are unconditionally
stable. For example, active systems require build-up power generation, however, under
some circumstance such as earthquake, the device is needed while the power often fails.
Hence, this thesis will focus on passive devices.

Generally, conventional passive devices are normally identified via a ‘trail and error’
approach hence their dynamic performance is not maximised. This is due to lack of
symmetric approach to fully explore all possible designs. This can be potentially addressed
with the help of a newly-introduced passive mechanical element, named ‘inerter’, as
discussed in Section 2.3.

2.3 Passive inerter-based vibration suppression

The inerter is a commercially-available component, firstly introduced by Smith [74]. Re-
cently, significant performance advantages of passive inerter-based vibration suppression
have been successfully identified for multiple engineering structures. In this section,
the concept and physical realisations of inerter are reviewed, along with a mechanical-
electrical-hydraulic analogy. We also explore three available design approaches for passive
vibration absorbers and a number of notable example applications.

2.3.1 The inerter

The Concept

The inerter was firstly proposed as a passive mechanical circuit element by Smith [74],
to achieve a complete analogy between mechanical and electrical systems. The standard
mechanical-electrical force-current analogy introduced by Firestone [75], and sets the
mechanical force F analogous to electrical current i and mechanical velocity difference
∆v to electrical voltage V . With the force-current analogy, the electrical inductor and
resistor can be mapped to the mechanical spring and damper, respectively. Since the
mass must have one terminal fixed to earth [75] due to the applied Newton’s second law,

12
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it is analogous to the capacitor with one terminal as electrical ground. This analogy is
obviously incomplete as the capacitor is not necessarily to have a grounded terminal.

Given the ideal property of a capacitor that the current through the element is proportional
to the derivative of voltage, it can be expressed as

i = CV̇ , (2.1)

where C is capacitance. Equivalent to a capacitor, the proposed inerter, which is a
two-terminal device and neither terminal needs to be grounded, has the property that
the reaction force is proportional to the relative acceleration between its terminals. The
property of an ideal inerter can be expressed as

F = b(v̇1 − v̇2), (2.2)

where b is called ‘inertance’ and has the unit as mass, (v̇1 − v̇2) is the relative accelerations.
Thus the electrical circuits will be directly analogous to mechanical elements, which are
typically springs, dampers and inerters for vibration suppression field, details as given in
Section 2.3.2.

In [74], Smith proposed four conditions to be satisfied as a useful inerter , which are,
namely, that the device should have a small mass without reference to the required
inertance and there is no need to have a grounded terminal, should have a designable but
limited size, and be able to work regardless of the spatial orientation and motion. These
conditions also work for spring and damper elements. Built on these, more mechanical
networks consisting of springs, dampers and inerters are achievable, and more importantly
any one-port mechanical positive-real impedances can be synthesised passively using the
classical electrical network synthesis theory [74]. For the purpose of vibration suppression,
a wide range of passive structures with enhancing vibration suppression performance can
be realised by mechanical networks.

Physical realisations

Inerter realisations can be classified into two typical types: flywheel-based and fluid-based.

Flywheel-based inerter mainly refer to rack-and-pinion [74, 1] and ball-screw inerters
[1], both of which satisfy all the four conditions Smith proposed in [74] and are illustrated
schematically in Figs. 2.1 (a) and (b), respectively. For the rack-and-pinion inerter, a
sufficiently large inertance comparing with the device mass is realisable by adjusting
the gear ratios or introducing extra gearing. Investigations have been made to model
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(a) (b)

Fig. 2.1 Schematic views of (a) rack-and-pinion inerter; (b) ball-screw inerter. The figures are
reproduced from [1].

the dynamics of rack-and-pinion inerter and the effects of nonlinearities, such as the
backlash in the device and friction [1, 76]. Due to these effects, deficiencies inevitably
exist, including the excessive wear of the gear mechanism caused by high friction and the
phase lag due to the backlash [77]. To overcome these issues, the ball-screw inerter was
proposed and currently commercially-available. The inertance is determined by the ratio
between the flywheel inertia and the pitch of the screw. For example, Gonzalez-Buelga
et al. reported a commercially available ball-screw inerter, which weighs 2 kg and has 75
kg of inertance [78]. The experimental testing of ball-screw inerter [79] demonstrated
that the backlash can be eliminated in the ball-screw device due to the preloading in
the manufacturing process, while the friction and elastic effects of the gear still influence
significantly the ideal inerter properties, see [1, 79]. Therefore, for both rack-and-pinion
and ball-screw devices, excessive wear of the mechanisms may not be avoided after certain
number of operation cycles and to maintain the precise functions, high manufacture
and maintenance cost is required. The industrial applications of inerter-based vibration
absorbers incorporating flywheel-based inerter realisations are limited [2].

Fluid-based inerter has been shown as an attractive alternative of a flywheel-based
one, using low-cost, more durable and simple designs [2, 80, 81]. From the application
point of view, it is also beneficial because the damping effects are easily to be integrated
via incorporating flow restrictions. For the hydraulic inerter proposed in [80], the device
consists of a hydraulic cylinder, a piston with a shaft configured inside the cylinder
and a hydraulic motor connected to the cylinder with pipes. The piston separates the
cylinder into two parts, one of which is connected to the inlet or outlet of the hydraulic
motor. During operation, the translational motion of the piston pushes the fluid in
the cylinder and generates the pressure difference between the the inlet and outlet of
the hydraulic motor. Such pressure difference will push the fluid flowing through the
motor to generate an inertia force. The dynamics and model of such inerter were also
verified experimentally in [80]. Different from the fluid-based inerter proposed in [80],
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Fig. 2.2 Schematic view of a typical helical-tube fluid-based inerter, reproduced from [2].

of which the inertance makes use of hydraulic motor inertia, the helical-tube inerter
introduced in [2, 81] provides the inertia in terms of the fluid itself. As illustrated in
Fig. 2.2 [2], in operation, the piston rod moves to push the working fluid and the mass of
fluid flowing through the channel gives rise to an inertia force. The device inertance can
be approximately calculated by

b = ρl
A2

1
A2
, (2.3)

where ρ is the fluid density, l is the channel length, and A1 and A2 are the piston area
and the channel cross-section area, respectively. The inherent damping encountered in
the device is studied and modelled in [2, 81] and in particular [2] proposed a lumped
parameter hydraulic model in both hydraulic and mechanical domains, which considered
the damping, inertance and stiffness effects.

Except the aforementioned inerter realisations which always incorporate a translational
travel, rotational inerter which is ideal for torsional vibration suppression is also proposed.
A planetary-gear inerter [82] is a typical example and during the operation the relative
rotation between two terminals drives the rotations of both the sun and planetary gears,
generating the inertia force.

2.3.2 A mechanical-electrical-hydraulic analogy

An analogy between the electrical and other systems, such as mechanical, hydraulic,
acoustic and thermal systems, allows the well-developed circuit theory in electrical field to
be applied directly to the other fields [75]. There are several analogies between mechanical
and electrical systems, among which the force-current analogy is more practically useful
and widely accepted comparing with others. This analogy is based on the concepts of
through- and across-variables to achieve a perfect correspondence of connection types
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Electrical Mechanical Hydraulic

Y (s) ĩ
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Basic
elements

Fig. 2.3 A mechanical-electrical-hydraulic analogy. The notation˜represents the variable in
Laplace domain.

(series or parallel). A through-variable is, by definition, one that has the same value at
both terminals of the element, and an across-variable represents the relative property
across the element [83]. Force (or torque) and current are regarded as through-variables,
and velocity (translational or angular) difference and voltage as across-variables for
mechanical and electrical systems, respectively [75].

Apart from mechanical, electrical or the combined devices, hydraulic vibration suppression
devices are also commonly employed into various mechanical structures, such as rubber-
hydraulic engine mounts [84] and bushings [85]. Such hydraulic vibration suppression
device typically incorporates one (equivalent) piston mechanism, of which the pressure
difference ∆P within the device will balance the mechanical force F and the relative
velocity ∆v is proportional to the flow rate Q. This allows the translation from hydraulic
to mechanical domains.

Fig. 2.3 summarises the force-current mechanical-electrical analogy and the translation
from hydraulic impedances to mechanical ones for basic elements. Via the mechanical-
electrical-hydraulic analogy, a linear physical system can be represented by a network as
an electrical circuit then the electrical network analysis and synthesis can be applied to
explore the dynamic characteristics systematically. Furthermore, it provides a unifying
means to model and analyse an interdisciplinary system, such as a rubber-hydraulic
engine mount system [84] or a mechatronic device [86]. Modelling of the fluid-based
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inerter also takes advantages of such an analogy [2]. A review of employing network
analysis and synthesis to passive vibration absorber design is given in Section 2.3.3.

2.3.3 Passive vibration absorber design approaches

In Section 2.3.1, it was shown that the introduction of inerter completes the mechanical-
electrical-hydraulic analogy. Consequently, the range of passive vibration absorbers,
which can be realised by passive networks, is fundamentally enlarged to provide enhanced
dynamic performances. To identify the beneficial passive vibration absorber configurations
depends on the way the candidate layouts are proposed and optimal parameter tuning is
carried out via either analytical analysis or optimisation algorithms. Note that here the
term configuration represents the network topological arrangement (layout) of components
that are ideal passive springs, dampers and inerters, as well as their parameter values.
Two approaches, which are structure-based and immittance-based, are commonly used to
design the optimal passive vibration absorber configurations. A notable design approach,
namely structure-immitance based approach, is newly introduced in [87]. This section
provides an overview of these three approaches. Note that optimisation algorithms
themselves are not discussed here as standard optimisation techniques are applied here.

Structure-based approach

With the structure-based approach, candidate passive networks are proposed using
predetermined components with fixed network topology. Element values of the candidate
layouts are selected through the optimisation, using the performance criteria as the cost
function and considering sensible element constraints .

A number of passive vibration absorber layouts, which manifest their benefits for different
applications, can be proposed as structure-based candidates. For example, before the
introduction of inerter, passive vibration absorber normally consists of spring, damper and
mass elements, such as TMD for building suspension. Alternatively, beneficial inerter-
based vibration absorbers are proposed with structure-based approach for building
suspensions. In [3], three structures were investigated, which are the parallel spring-
damper, parallel spring-damper-inerter and a spring in parallel with a series damper-
inerter layouts (the latter two are illustrated in Figs. 2.4 (a) and (b)). Tuned viscous
mass damper (TVMD), which incorporates an inertia-like component, was proposed and
analysed for building seismic vibration control by Ikago et al. [4]. A new configuration
in which the mass of TMD is replaced by inerter was introduced by Lazar et al. [5],
named as tuned inerter damper (TID). Schematic views of TVMD and TID layouts are
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(a) (b) (c) (d)

Fig. 2.4 Schematic views of four typical inerter-based vibration absorbers, (a) parallel spring-
damper-inerter layout [3], (b) a spring in parallel with a series damper-inerter layout [3], (c)
TVMD [4], (d) TID [5].

illustrated in Figs. 2.4 (c) and (d). All these proposed devices function as suspension
systems, which have two terminals connected to two points on the structures. The
applications of the aforementioned layouts are introduced in detail in Section 2.3.4.

The structure-based approach allows an investigation of the potential performance
advantages of layouts with the lowest complexity, with the additional benefits of setting
parameter constraints to components directly. This is crucial in terms of weight and
space limit, manufacture and cost. However, the achieved improvement is limited due
to the fact that there are many possible designs that have not been covered by this
approach. In contrast, the immittance-based approach can systematically consider more
complex mechanical structures with a wide range of possibilities.

Immittance-based approach

The immittance-based approach is associated with network synthesis of positive-real
system immittance (or impedance) Y (s), which can be defined as

Y (s) = F̃

∆̃v
, (2.4)

where F̃ and ∆̃v represent the force and the relative velocity in the Laplace domain,
respectively. The expressions of Y (s) for basic components are summarised in Fig. 2.3.
To be specific, a positive-real Y (s) will be employed and then its parameters be optimised
to achieve the optimum performances. Then network synthesis theory can then be used
to identify the specific layout which can realise the optimised Y (s) [88, 89].
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In the context of electrical network synthesis, Bott and Duffin [90] introduced a the-
orem that any positive-real immittance function can be realised by a network layout
only consisting of inductors, resistors and capacitors. With the analogy introduced in
Section 2.3.2, this theorem can be extended to other contexts, such as mechanical and
hydraulic systems. To ensure relatively less complexity, the immittance Y (s) can be set
to be a bilinear or biquadratic function, in which the numerator and denominator are
first-order or second-order functions of the Laplace variable, respectively. The benefits of
using such transfer functions have been identified for various mechanical structures, such
as automotive [86], motorcycle [91] and building [92]. Higher-order immittance functions
are also investigated using linear matrix inequality approaches for vehicle suspension in
[93, 94] and has been shown to be more beneficial than bilinear and biquadratic functions.
For vibration absorbers of mechanical structures, minimising network complexity is
crucial due to space and weight limit, so minimal realisations of the optimal immittance
functions draw the researchers’ attention. A series of network synthesis results have
recently been obtained on efficient realisations of the positive-real biquadratic impedances
[95–97], for example, by networks consisting of three resistive and two reactive elements
[95].

A wide range of positive-real immittance functions are allowed to be explored using the
immittance-based approach. However, in this approach, it is not possible to predetermine
the number and types of elements and the network topology. There are still some
positive-real immittances which need to be realised with a large number of elements,
such as nine elements for biquadratic functions with Bott-Duffin realisations [90]. Con-
sidering the difficulty of manufacture and space and weight limit, the network with a
large number of elements or complex topology is not preferable. Also regarding such
physical considerations, another drawback of immittance-based approach, comparing
with structure-based one, is that the element values can not be restricted in advance.

Structure-immittance approach

As previously discussed, both the commonly-used design approaches for passive vibration
absorbers, structure-based and immittance-based, have their own advantages and inherent
disadvantages. To retain the advantages associated with both approaches while avoid
their limitations, a newly-introduced design approach, namely, the structure-immittance
approach was proposed in [87]. The transfer functions proposed by this approach not
only cover all networks with a predetermined number of each element but also contain
explicit information of network topology and element values. Based on the series-parallel
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network theory, a general procedure to formulate the structural immittance with any
arbitrary number and type of elements is introduced, see [87] in detail.

In [87], two case studies regarding vibration suppression for vehicle and building structures
are carried out to demonstrate the feasibility of this approach. Considering the structures
with specified complexity in terms of the numbers of each element used, optimisation
results with this approach outperform the ones obtained with structure and immittance
based approaches. The applicability of such technique is not limited to the context
of mechanical device while can be extended to hydraulic, electrical or the compound
systems.

2.3.4 Inerter applications

In [74], Smith introduced three initial ideas for inerter applications, to function as an
enhanced vibration absorber, help design a superior suspension strut and replace a mass
element. These ideas have been developed and extended to a wide range of engineering
structures by extensive studies, with identified significant performance improvements.

Vehicle systems

The inerter, codenamed the ‘J-damper’, was initially applied for the suspension of Formula
One racing by McLaren Mercedes since 2005, where a parallel spring-damper-inerter
layout, as illustrated in Fig. 2.4 (a), is used [98] to retain a better handling and grip.
McLaren invented the name of ‘J-damper’ for the inerter to protect the technology
from its rivals, while until 2008, the secret was disclosed and the inerter was becoming
commercially available [99].

Although the advantages of the ‘J-damper’ on Formula One were hidden, studies of
inerter-based suspension for road vehicle are still developed in the open literature. In [100],
Smith and Wang introduced eight simple inerter-based suspension layouts which only
contain no more than one inerter and one damper. For both quarter- and full-car models,
around 10% or greater improvements were identified for the performances of ride comfort,
type grip and dynamic load carrying, individually, comparing with the conventional strut.
Multi-objective optimisation considering both ride comfort and dynamic load carrying was
also carried out to demonstrate the benefits. The optimisation results obtained in [100]
were consolidated by [93] and [101]. In [93] the authors proposed a procedure to allow
the optimisation over any positive-real admittances. By allowing high-order immittances
to be optimised, better improvements in vehicle dynamic performances were identified in
[93]. In [101], the global optima of ride comfort and tyre grip performances measures
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were determined analytically for six simple layouts, several of which are proposed in [100].
The effects of inerter-based vehicle suspensions on the trade-off between different vehicle
performance criteria were investigated in [102] and the benefits were highlighted. In [86],
a mechatronic strut was proposed to realise an optimal high-order system immittance,
which was demonstrated to enhance system performance. Optimisations of inerter-based
vehicle suspensions have also been demonstrated in [103, 104]. Experimental efforts
were made to present the dynamics of the inerter-based struts in [100, 93, 101, 104].
The effects of nonlinearities encountered in ball-screw and fluid-based inerter devices on
vehicle suspension performance were investigated in [79] and [105], respectively.

Research into the use of inerters in railway vehicle suspension systems is ongoing. The
first significant contribution towards this topic were made by Wang et al. in [94, 106].
In [94], the improvements of two simple inerter-based layouts in passenger comfort
and system damping ratio along vertical deflection were achieved, in comparison with
the conventional layout. Further benefits of inerter-based railway suspensions were
identified with high-order immittances. The experimental testing illustrated that while
the performance advantages are lessened due to inerter nonlinearties, they are still
significant. The inerter was also shown to be effective to increase the critical speed to
maintain the lateral stability [107]. Such studies were extended to improve the ride
comfort performance in [108]. Jiang et al. [108] demonstrated the benefits of the inerter
inclusion in the secondary vertical and lateral suspensions to improve ride comfort. The
effects of track irregularities were emphasised in [109]. For a more thorough review of
this topic, see [110].

Moreover, applications of the inerter have been also explored in the steering compensator
of the high-performance motorcycles [91, 111], to improve the stability of the ‘wobble’
and ‘weave’ modes.

Civil engineering systems

Applications of inerter-based suspension have been extended to civil engineering systems
with extensive research, most of which are focused on buildings. The earliest work on
inerter-based building suspension was conducted by Wang et al. with the publications
[3, 112]. In [3], two simple inerter-based layouts which are shown in Figs. 2.4 (a) and (b)
were proposed to locate between the primary structure base and the ground. Comparing
with the conventional passive suspension, the benefits due to the inclusion of inerter
were investigated in suppressing the traffic- and earthquake-induced vibrations, with
different building models. Built on these results, a more comprehensive study was
presented in [112] with an additional more complex inerter-based suspension layout
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considered. Experimental verification was conducted with a ball-screw inerter prototype.
Subsequently, significant contributions to this field were made in Japan, which were
motivated mostly by earthquake engineering. In [113], an inerer-like device, named
as ‘inertia mass damper’ (or dynamic mass in [114]), was proposed to function as a
negative stiffness in parallel with the conventional suspension. The aforementioned
TVMD device was another application using the inerter concept [4] and took advantage
of the mass amplification effect through a ball-screw mechanism with a suitable gearing.
Comparing with other damper devices, the effectiveness of TVMD to suppress ground-
excited vibrations was illustrated theoretically and experimentally using a building model
with single DOF. Extended work using a multiple degree-of-freedom (DOF) building
model was reported in [115] to demonstrate the effectiveness of TVMD in enhancing the
building modal responses. Further, Lazar et al. [5] suggested the TID as an attractive
alternative to a conventional TMD. Contrast to the TMD which only acts on one single
storey, the two-terminal TID can be connected between two storeys or the storey and the
ground. Lazar et al. suggested that the TID can provide an enhanced seismic control
responses with a much smaller device mass added to the primary structure. Considering
a single TID, authors concluded the best position of the TID was at the bottom level
connected to the ground, and offers the potential to suppress both the targeted mode and
the responses at higher frequencies. Another notable inerter-based building suspension
that also utilizes the mass amplification effect is tuned mass-damper-inerter (TMDI)
described in [116, 117], of which [117] focused on the wind-induced vibrations. Employing
the network synthesis method, Zhang et al. proposed a series layouts with fixed sized
inerter and four beneficial configurations were identified with respect to the inertance
and brace stiffness. More published work related with this topic are also presented in
[118, 119].

Other applications of using inerter for structural control are also developed, such as for
structural cables [120–122], wind turbines [123, 124] and historical objects [125], etc. In
[120], the authors demonstrated the beneficial use of TID for suppressing cable vibrations,
with greater modal damping ratios over the traditional dampers for the first model. Luo
et al. [121] proposed two beneficial inerter-based layouts to multi-mode cable vibration
suppression.

Aerospace engineering structures

Inerter application to aerospace structures is a relatively new topic. Given the nature of
the inerter that the inertance can be much smaller than the device’s own mass, inerter-
based devices potentially have inherent advantages when applied to aerospace structures
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[126]. The application of inerters to landing gear shimmy was investigated in [127]. Xin
et al. concluded that the application of inerter may destabilise the system if the gear
geometry parameters were not chosen appropriately. Furthermore, they also investigated
the effects of inerter on the shimmy performance considering different linear landing
gear models. This work was expanded by Liu et al. [128]. They studied the influence of
inerter on the responses of the nonlinear and its linearised models under different initial
conditions. Szczyglowski et al. studied the effectiveness of TID in a truss-braced wing to
reduce gust loading. In comparison with a pure damper, 25% and 5% reduction of root
bending moment and root torque were obtained by TID, respectively.

Note that the aforementioned review of inerter applications is within the context of
passive vibration suppression. Semi-active and active inerter-based vibration suppression
are also being studied while it’s not within the scope of this thesis. Interesting results
can be found in [129–133].

2.4 Research motivations and objectives

In Section 2.1, three different types of undesirable vibration behaviour were explored:
transient, steady-state and self-excited vibrations. A number of typical examples were
reviewed. It is crucial to design effective suppression mechanisms to mitigate these
types of vibrations. However, in most cases, it is a difficult task to satisfy complex, and
sometimes conflicting, design requirements, which are determined by the problem nature.

To suppress the unwanted vibrations of engineering systems, three strategies, passive,
active and semi-active, were employed in vibration suppression, as discussed in Section 2.2.
It was discussed that active and semi-active methods were extensively studied and the
promising performance enhancement has been obtained. Passive vibration suppression
devices are still widely adopted by industry due to their inherent advantages, such as
simple design, low cost, unconditional stability and high reliability. Additionally due to
the introduction of inerters, the range of the dynamic behaviour that can be realised by
passive absorbers is fundamentally enlarged. Thus, this thesis focuses on passive devices
design, for application to industrial problems.

The conventional design of the passive devices commonly uses a few simple traditional
structures. However, the potential performance of the devices, employing each fixed
structure, is determined by physical constraints of the elements. To achieve more
enhanced vibration suppression performance, it is essential to explore more complex
structures and identify optimal configurations consisting of springs, dampers and inerters
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in a systematic manner with respect to different criterion. This is the primary motivation
of this thesis.

Additionally, a mechanical (or hydraulic or electrical) structure, which is not actively con-
trolled, can be regarded as a passive device. Thus, a systematic optimisation methodology
for passive devices might contribute to mechanical design, such as the physical device
arrangement, in certain circumstances. The possibility of a systematic methodology
is beneficial for mechanical optimum design procedure, which is currently significantly
based on practical experience or trial-and-error approaches.

In Section 2.3.3, a single inerter shows an improved vibration suppression performance
comparing with a conventional TMD design. Additionally, it was shown that with the
help of inerters, a wide range of passive structures with enhanced performances can be
realised. Thus, it is valuable to explore the potential benefits of exploiting inerters for
suppressing the three types of vibration problems discussed in Section 2.1.

Motivated by the aforementioned observations, there are three objectives in this thesis.
The first one is to propose systematic design approaches to identify the optimal con-
figurations consisting of linear passive elements for vibration suppressors. The second
objective is to apply a systematic optimum design approach on optimising the mechani-
cal/hydraulic/electrical design, e.g. physical device arrangement. A particular example
is the hydraulic engine mount design in this thesis. Typical vibration problems are
considered with three examples, each representing one of these problems, investigated.
These are landing gear shimmy, aircraft landing impact and combustion engine vibrations.
With respect to these three example problems, the third objective is to exploit the
potential benefits of passive inerter-based suppression.

2.5 Thesis outline

Chapter 3 concentrates on suppressing transient oscillation using a linear passive suppres-
sion device. Landing gear shimmy problem of a Fokker 100 aircraft MLG is examined in
this chapter. A linear model of the MLG equipped with a default shimmy-suppression
device, i.e. shimmy damper, is presented. Apart from such default device layout, two
additional layouts incorporating inerter are proposed for optimum design. Eigenvalue
optimisation is carried out while the results demonstrate the limitation of frequency-
domain analysis for this problem. Then time-domain optimisation is proposed, using
cost functions of the maximum amplitude and the settling time of torsional-yaw motion.
Applying two types of excitations which trigger the shimmy oscillations, performance
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advantages of inerter-based configurations for suppressing MLG shimmy, together with
corresponding parameter values, are identified.

Suppressing the transient vibrations caused by an initial impact is investigated in Chapter
4, which explores the aircraft touch-down process. A simplified landing gear model is
presented and the baseline performance of a conventional oleo-pneumatic shock absorber
is established. Candidate layouts with linear mechanical components, which are springs,
dampers and inerters, are considered. Guaranteeing that the optimum shock struts absorb
at least the same level of kinetic energy as the baseline system, the optimisations are
carried out using three different objective functions, i.e. the strut efficiency, the maximum
strut load and the maximum strut stroke. It is demonstrated that improved touch-down
performance can be achieved with a linear inerter-based configuration. However it is also
observed that the potential energy stored in the gear at the end of the first compression
stroke exceeds that of the baseline nonlinear system. This suggests a poorer elongation
stage might be observed. To address this, an additional constraint on energy dissipation
is then implemented in the optimisation process to maximise the strut efficiency and
minimise the maximum strut load. To achieve a reduced potential energy, the absorber
with a double-stage compression spring is introduced. Then inerter-based configurations
that provide improvements for the performance indices of interest are identified and
presented.

In Chapter 5, it is shown that passive devices are capable to prevent the instability
of self-excited oscillations, correspondingly a method of selecting the device parameter
values is proposed. This is demonstrated with the application of MLG shimmy problem
via continuation analysis. A nonlinear mathematical model for a dual-wheel MLG is
developed to represent the gear dynamics. The effects of the shimmy-suppression devices
on the MLG system are investigated with a bifurcation study using the continuation
software AUTO. The aircraft forward velocity and the device damping are used as
continuation parameters, allowing us to identify the device parameter region in which no
sustained shimmy oscillations occur over the entire operating speed range. It is found
that, such parameter region for the conventional shimmy damper is narrow and hence a
tight tolerance. It needs to be enlarged to provide a larger parametric operating range
for the damping device, then increased device robustness. By adding an additional spring
in series with the shimmy damper layout, a spring-damper layout is proposed and its
ability in expanding the zero-shimmy region are assessed. Based on this layout, two
inerter-combined devices are then proposed. Their effects on the bifurcation diagrams
are then studied and and yield further benefits on expanding the zero-shimmy regions in
the two-parameter bifurcation diagrams.
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The optimal design approaches proposed in Chapters 3, 4 and 5 focus on the device
configurations with ideal springs, dampers and inerters while do not take their physical re-
alisations into consideration. In Chapter 6, a study of optimising the mechanical/hydraulic
design, e.g. the physical device arrangements, is presented with a systematic design
approach. It is demonstrated by improving the performance of a hydraulic engine mount
through interior fluid passageway design. A systematic design approach to identify
optimal fluid passageway configurations is proposed. The nonlinear mathematical model
of a conventional hydraulic mount for a full range of concerned frequency is presented.
The low-frequency maximum displacement transmissibility is used as the cost function to
be minimised. Two types of fluid passageways, the inertia track and the flow restriction,
are considered. First a linearised low-frequency model which does not consider the
effects of decoupler is used. By optimising over all possible networks with up to four
fluid passageways while considering geometry constraints, linear beneficial configura-
tions are identified. It is then shown that the low-frequency responses obtained with
linearly optimised solutions are affected notably by the decoupler mechanism and the
high-frequency performances deteriorate slightly comparing with the default system.
To address these, optimisations are extended using a nonlinear model, and by limiting
high-frequency dynamic stiffness. From the results it is shown that the improvement in
terms of low-frequency cost function is reduced if the high-frequency constraint is applied.
A sensitivity analysis of low-frequency performances to high-frequency constraint is then
carried out and it is shown that if the high-frequency constraint is relaxed slightly, the
maximum low-frequency displacement transmissibility can be improved significantly.
One notable configuration, in which an inertia track and a restriction flow meter are
configured in parallel, is able to provide considerable improvement for low frequency and
also significantly reduced high-frequency dynamic stiffness.

Finally, in Chapter 7, the conclusions in this thesis are summarised, along with some
potential future research directions.
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Chapter 3

Time-domain optimisation of damper for shimmy tran-
sient performance

3.1 Introduction

The work reported in this chapter concentrates on suppressing transient vibrations
triggered by initial perturbations using linear passive suppression devices and the optimal
configurations are obtained. Landing gear shimmy transient vibration is chosen as an
example problem here. Time-domain optimisations are carried out using cost functions
of the maximum amplitude and the settling time of the gear torsional-yaw motion.
Performance advantages of inerter-based configurations for suppressing MLG shimmy
transient vibration, together with corresponding parameter values, are identified.

When an aircraft is operating on the ground, the landing gear may experience oscillatory
motion, which is well known as shimmy. As discussed in Section 2.1.3, shimmy is often
regarded as self-excited oscillations. We note that in the literature shimmy often refers
to instability phenomenon, which will be discussed in Chapter 5. While here the shimmy
transient vibrations for the system that will not suffer from any instability are explored.
In this case, severe transient response can still cause component degradation or passenger
discomfort. Such vibrations are termed as ‘stable shimmy transient vibrations’ here and
are the main interest of this chapter.

In the design process, the demand for suppressing shimmy may impose several design
constraints on the structural stiffness and geometry of landing gear [134]. However, if
modifications to geometry, stiffness or weight are infeasible or undesirable, a shimmy
damper is often introduced to alter the response [13]. Normally passive dampers are
used, however, alternatives have been proposed in the literature. For example, it has
been proposed that that the control orifice, present in some nose-gear hydraulic steering
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Time-domain optimisation of damper for shimmy transient performance

actuators, can be used to suppress shimmy [135]. Typically the shimmy damper, which
is modelled as a damping coefficient in parallel with the gear torsional stiffness [136], is
used to suppress shimmy oscillations [6, 137–139]. In [6], it has been shown that a torque
link apex shimmy damper can increase the yaw damping to avoid shimmy instability.
The damping effect is shown to be of particular significance in the shimmy damper design
[138, 139]. Recently, studies have proposed semi-active or active shimmy-suppression
strategies, such as using fuzzy adaptive control [64], sliding mode control [65], and
magnetorheological damping [140]. However, while such semi-active or active controllers
outperform passive ones, passive devices do have some advantages as introduced in
Section 2.2. So current shimmy-suppression methods are typically still passive shimmy
dampers [65].

For landing gear shimmy analysis, although the real landing gear systems exhibit many
nonlinear characteristics, there are still some linear or quasilinear methods, especially
efficient on small amplitude of shimmy case. In [6], Van der Valk et al. carried out
an eigenvalue analysis to predict the shimmy dynamics of the Fokker 100 MLG. Such
examples can also be found in [141, 142]. However, Somieski still pointed out that the
importance of nonlinearities in shimmy vibration analysis should be emphasised [142]. In
this Chapter, linear shimmy analysis is carried out to explore the gear dynamics, while it
will be extended to nonlinear field in Chapter 5.

In this chapter, we first review a linearised model of the Fokker 100 MLG equipped with
a shimmy-suppression device in Section 3.2, which is used to capture the the effects of
suppression devices on MLG dynamics. In addition, three low-complexity layouts of
shimmy-suppression devices are proposed, one of which is the layout of conventional
shimmy damper while the rest two incorporate inerters. In Section 3.3, eigenvalue
optimisation is carried out to maximise the least damping ratio. It is shown that the
frequency domain analysis is limited for this problem. Then time-domain analysis is
performed in Section 3.4. In order to determine the effectiveness of shimmy-suppression
device, the case in which the MLG operates over a rough runway is considered. Two
types of tyre perturbations are considered to trigger the shimmy oscillations. Using two
cost functions of the maximum amplitude and the settling time of torsional-yaw motion,
time-domain optimisation is carried out. It is shown that the performance advantages
achieved with the beneficial shimmy-suppression devices exceed those obtained by making
significant changes to the gear geometry. The benefits due to the inclusion of an inerter
are also discussed. It is examined that the two beneficial configurations also provide
performance advantages when the other non-optimised input is applied. Furthermore, it
is shown that these beneficial devices will not influence the tyre motion significantly.
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Publications resulting from this work
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Publishing, 2016.

3.2 Main-landing-gear model and optimisation procedure

In this section, a model of the Fokker 100 MLG equipped with a shimmy-suppression
device is presented based on the work by Van der Valk and Pacejka [6]. The model
characterises the motion of the system in terms of several oscillatory DOFs of MLG,
shimmy-suppression device and tyre dynamics. Moreover, three candidate layouts of
shimmy-suppression devices are also introduced.

3.2.1 Description of the dynamic system

The geometry of the Fokker 100 MLG is illustrated in Fig. 3.1 through different views.
The structure consists of a main fitting, side-stay, sliding member, axle assembly, etc.
The side-stay laterally supports the main fitting and is fixed on the pintle. The sliding
member allows both translational and rotational motions with respect to the main fitting.
The two wheels are connected by the wheel axle which is offset from the main fitting axis
via a mechanical trail bar of length e. The shimmy-suppression device, conventionally
the shimmy damper, is installed at the torque link apex point, as shown in Fig. 3.1(b).
A global coordinate frame (XYZ) is considered and its origin is fixed to the pintle axle.
The X axis points in the direction of aircraft forward direction, the Z axis vertically
downwards, and the Y axis completes the right-handed coordinate system. The wheel
axle of the MLG is allowed to rotate torsionally about the centre line of the main fitting
by the angle ψ (torsional-yaw DOF) and to deflect laterally by the displacement y. Modal
coordinate η is used to indicate the MLG lateral DOF and will be discussed later. In
addition, the wheel axle is allowed to rotate about an axis fixed along the trail bar by
the angle φ (torsional-roll DOF). These three DOFs represent the MLG motions and are
coupled via the tyre lateral deformation. Figure 3.2 illustrates the sign conventions of
these DOFs and the tyre lateral deformation. In Fig. 3.2(a) the two wheels are collapsed
into one plane with respect to the point A. Note that in this model, the fuselage dynamics

29



Time-domain optimisation of damper for shimmy transient performance

(a) (b) (c)

Fig. 3.1 Schematic view of the dual-wheel Fokker 100 MLG geometry.

are ignored and a tyre-ground contact constraint is assumed. The interaction between the
landing gear shimmy modes and the fuselage dynamics is considered in [143]. Moreover,
no axial compression of the strut is considered in this analysis.

In this model, cψ,φ, kψ,φ are introduced to represent the damping and stiffness of the ψ
and φ DOFs. Note that here we use the conventional notification k for spring and c for
damper, different from the ones used in [6] (c for spring and k for damper). The total
effective torsional-yaw moment of inertia of the landing gear around the strut axis is

Iψtot = Iψ +m1e
2 + 1

2Iyb(
l

r
)

2
, (3.1)

where the lengths of l and r are defined in Fig. 3.1, Iψ is the moment of inertia of the
wheels, axle and brake assembly about Z axis passing through their centre of gravity, m1

the unsprung mass and the contribution of the term m1e
2 is due to the offset between

the strut axis and the wheel axle. Iyb is the polar moment of inertia of the wheels, axle
and brake and the gyroscopic effects caused by the rolling wheels also add the extra term
1
2Iyb(

l
r
)2 to the total effective torsional-yaw moment of inertia.

As for the MLG lateral motion, the gear lateral bending deflection is expressed by

y(z, t) = f(z)η(t), (3.2)
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3.2 Main-landing-gear model and optimisation procedure

(a) (b)

Fig. 3.2 (a) Torsional-yaw ψ DOF, (b) lateral deflection of A ya and roll φ DOF (a modified
version of Figs. 2 and 3 in [6]).

where f(z) denotes the approximate mode shape belonging to the first mode of the freely
hanging landing gear. The landing gear is regarded as a beam with two concentrated
masses: unsprung mass m1 and the main fitting m2, see Fig. 3.2(b) with their mode
shapes, f(z1) and f(z2), respectively. Thus from Rayleigh’s method, the energy terms
representing the lateral mode can be expressed in terms of the corresponding modal mass
mf , which can be written as

mf = m1f
2(z1) +m2f

2(z2). (3.3)

The lateral deflection and slope at the shock strut bottom point A, ya and ya
′ , are

specified by the following equations:

ya = f(z1)η, (3.4)
ya

′ = f
′(z1)η, (3.5)

where f ′(z1) is the modal slope of A. For the purpose of comparison, it is convenient to
consider ya to represent the MLG physical lateral deflection, instead of η DOF. Moreover,
as shown in Fig. 3.2(b), both φ and ya

′ contribute to the overall roll deflection angle of
A, φ′ , giving

φ
′ = φ+ f

′(z1)η. (3.6)
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Fig. 3.3 Schematic of the straight tangent tyre model where a represents half of the contact
patch length.

To illustrate the physical effects of this angle, the roll stroke δ at the ground level is
considered, as given by

δ = r tanφ
′
. (3.7)

The wheel rolling effects are considered in this model. With the assumption of zero tyre
longitudinal slip, the angular velocity of the wheel Ω is given by the expression

Ω = V

Re

, (3.8)

where Re is the effective radius of the tyre and V is the aircraft forward speed. For the
expression of Re, the empirical equation

Re = R − 1
3d (3.9)

can be used, where R is the tyre unloaded radius, d = R − r is the tyre deflection,
see Currey [14]. In this study, the straight tangent tyre model is used to describe the
tyre-ground contact dynamics as shown in Fig. 3.3. The reaction forces produced by the
tyres can be modelled by the tyre lateral deformation. These forces are the lateral force
Fy and the tyre self-aligning moment Mz, as shown in Fig. 3.2(a), and may be expressed
as

Fy = CFαα
′
, (3.10)

Mz = −CMαα
′
, (3.11)

where α′ is the lateral deflection angle of the leading point of tyre-ground contact edge.
The lateral displacement of the leading point of contact edge, v1, is considered to represent
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3.2 Main-landing-gear model and optimisation procedure

Fig. 3.4 View of ψ, ε DOFs and kψ, where at equilibrium, ε = ψ = 0 and Td = 0 (inspired by
[6]).

the tyre lateral deformation when investigating the physical shimmy motion. It can be
expressed as

v1 = α
′
σ, (3.12)

where σ is the tyre relaxation length, as illustrated in Fig. 3.3. Note that if the MLG is
in its undisturbed state, the tyre slip angle α is equal to α′ .

The shimmy-suppression device is fitted in the apex location which is between the upper
and lower torque link. To capture both the structural stiffness of these two parts, an
effective torsional-yaw stiffness kψ is considered connecting the shimmy-suppression device
and the unsprung mass as shown in Fig. 3.2(a). Note that the conventional shimmy
damper is a translational device which generates force to control the relative movement
of the two torque links. Such characteristics of the shimmy damper can be converted
into equivalent torsional characteristics about the strut center line. All the following
shimmy-suppression devices discussed have equivalent torsional properties. The DOF
‘ε’ across the device is introduced to represent the equivalent torsional motion of the
shimmy-suppression device. The overall equivalent torque Tψ generated by torsional
damping, torque link stiffnesses and shimmy-suppression device is illustrated in Fig. 3.4.
The torque generated by the shimmy-suppression device Td is balanced by the torsional
spring torque kψ(ψ − ε). The expression for Td is dependent on the device layout. It is
the dynamics of the device, which are captured by the relationship between Td and ε,
and their effects on shimmy oscillations are of primary interest here.
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3.2.2 Equations of motion

Similar to [6], using Lagrange’s method, the corresponding equations of motion for the
MLG can be written as

Eψ
11ψ̈ + Eψ

12η̈ + Eψ
21ψ̇ + Eψ

22η̇ + Eψ
23φ̇+ Eψ

31ψ + Eψ
32α

′ + Eψ
33ε = 0, (3.13)

Eη
11ψ̈ + Eη

12η̈ + Eη
13φ̈+ Eη

21ψ̇ + Eη
22η̇ + Eη

31η + Eη
32φ+ Eη

33α
′ = 0, (3.14)

Eφ
11η̈ + Eφ

12φ̈+ Eφ
21ψ̇ + Eφ

22φ̇+ Eφ
31η + Eφ

32φ+ Eφ
33α

′ = 0, (3.15)

Eα
′

11 ψ̇ + Eα
′

12 η̇ + Eα
′

13 φ̇+ Eα
′

14 α̇
′ + Eα

′

21ψ + Eα
′

22α
′ = 0, (3.16)

Td − kψ(ψ − ε) = 0. (3.17)

Here, Eqs. (3.13-3.15) govern the MLG dynamics and (3.16) the tyre dynamics. Eq. (3.17)
represents the fact that the torque across kψ equals the torque across the shimmy-
suppression device. The mathematical expression for Td depends on the layout of
shimmy-suppression device and will be presented in Section 3.2.3. The coefficients Eb

aa

for the equations of motion are given as follows. For Eq. (3.13),

Eψ
11 = Iψtot, Eψ

12 = −m1ef(z1),
Eψ

21 = cψ, Eψ
22 = 2IybΩf

′(z1), Eψ
23 = 2IybΩ,

Eψ
31 = kψ, Eψ

32 = −2(eCFα + CMα), Eψ
33 = −kψ.

For Eq. (3.14),

Eη
11 = −m1ef(z1), Eη

12 = mf + Iφf
′2(z1), Eη

13 = Iφf
′(z1),

Eη
21 = −2IybΩf

′(z1), Eη
22 = 2mfζnfη,

Eη
31 = fη

2mf + 1
2kvl

2f
′2(z1), Eη

32 = 1
2kvl

2f
′(z1), Eη

33 = 2CFα(f(z1) + rf
′(z1)).

For Eq. (3.15),

Eφ
11 = Iφf

′(z1), Eφ
12 = Iφ,

Eφ
21 = −2IybΩ, Eφ

22 = cφ,

Eφ
31 = 1

2kvl
2f

′(z1), Eφ
32 = 1

2kvl
2 + kφ, Eφ

33 = 2rCFα.
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For Eq. (3.16),

Eα
′

11 = e− a, Eα
′

12 = −(f(z1) + rf
′(z1)), Eα

′

13 = −r, Eα
′

14 = σ,

Eα
′

21 = V, Eα
′

22 = V.

Table 3.1 Some system parameter values used in the analysis

Parameter Name Value
cψ Torsional-yaw damping for the gear 1.06 × 103 N·m·s/rad
cφ Torsional-roll damping for the gear 5.4× 102 N·m·s/rad
kv Tyre vertical stiffness 8.64× 105 N·m/rad
kψ Overall torsional-yaw structural stiffness for the gear 6.45× 105 N·m/rad
kφ Torsional-roll structural stiffness for the gear 2.15 × 106 N·m/rad
fη First natural frequency of hanging landing gear 72.0 Hz
ζn First relative damping coefficient for 0.05

the lateral mode

In summary, there are 5 DOFs in the equations of motion, which are ψ for the MLG
torsional-yaw motion, η for the gear lateral motion, φ for the torsional-roll motion, α′

for the tyre dynamics and ε for the shimmy-suppression device motion. The states
we actually consider as physical shimmy motions are ψ, ya, δ and v1, which are the
torsional-yaw deflection, the lateral bending deflection of the point A, the roll stroke of A
on the ground and the tyre lateral deformation, respectively. The parameter values used
in this study are consistent with [6] (with a 0.25 m shock absorber deflection). Several
parameters that are not specified in [6] are summarised in Table 3.1. Note that the
aircraft operation condition considered in this study is V = 50 m/s. The model presented
here has been validated with [6], for example, the calculated system natural frequencies,
the damping ratios and mode shapes are close to those presented in Table 5 of [6].

3.2.3 Optimisation procedure and candidate shimmy suppression layouts

As introduced in Section 2.3, the introduction of an inerter alongside the conventional
spring and damper guarantees that any positive-real frequency transfer function can
be realised by a network layout consisting of springs, dampers and inerters [90]. The
dynamics of the candidate shimmy-suppression devices can be represented by general

35



Time-domain optimisation of damper for shimmy transient performance

positive-real functions, Y (s), satisfying

T̃d(s) = sY (s)ε̃(s), (3.18)

where s is the Laplace variable and T̃d(s) and ε̃(s) represent the torque and the relative
deflection of the device in Laplace domain respectively. For example, the transfer function
of the default shimmy damper in the Laplace domain may be written as

Y (s) = T̃d(s)
sε̃(s) = k

s
+ c. (3.19)

First we use immittance-based approach to select Y (s) as introduced in Section 2.3.3,
i.e. to select a general transfer function then optimise its parameters. Network synthesis
theory [88, 89] can then be used to identify the specific layout which can realise the
optimised Y (s).

Since low-complexity networks are more preferable due to the weight and space limit
of the landing gear system, a biquadratic function (where both the numerator and
denominator are second-order functions of the Laplace operator)

Y (s) = As2 +Bs+ C

Ds2 + Es+ F
(3.20)

is considered. For this biquadratic Y (s), the positive-real condition is given by

θ = BE − (
√
AF −

√
CD)2 ≥ 0, (3.21)

which needs to be satisfied [89]. Applying relevant network synthesis techniques, such
as the results presented in [95, 96], beneficial layouts can be identified. In this way, we
guarantee that a wide range of low-complexity layouts is considered. For most cases, the
optimum parameter values (A, B, · · · , F ) do not equal zero. The corresponding network
normally contains at least five elements. A simplification procedure is then used, to
check whether reducing the number of elements results in significant deterioration of
performance. A similar procedure can be found in, for example, [92]. A simpler hence
more realistic structure can possibly be obtained through this process. A second round
optimisation of the element values is then performed for the simplified network layout.
Note that during the optimisation process, no restriction due to practical implementation
consideration is placed on the parameter values. Instead we consider whether the
parameter values are practical after the optimisation stage.
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3.3 Limitation of eigenvalue optimisation

Based on the aforementioned optimisation procedure, three candidate layouts are proposed
as illustrated in Fig. 3.5. Layout L1 in Fig. 3.5 represents the conventional shimmy
damper layout. Layout L2 shown in Fig. 3.5 is capable of providing promising performance
advantages which are demonstrated with the aforementioned optimisation. Even though
other more complicated layouts can provide slightly better performances, we take the
view that this does not justify the extra complexity of the device. Layout L3 is the layout
obtained through the eigenvalue optimisation of Eq. (3.20), which will be discussed in
Section 3.3. It will be shown that while this layout can significantly increase the least
damping ratio, the overall physical response is not significantly improved. Consequently,
discussions will focus on layout L2 in Section 3.4.

For all the optimisations carried out in the present work, we used the Matlab command
patternsearch first and then fminsearch for fine-tuning of the parameters. In the
following discussion, we use the notation ‘L’ to specify the mechanical network layout
and ‘C’ to specify the configurations (configuration represents the network topological
arrangement (layout) of components that are ideal passive springs, dampers and inerters,
as well as their parameter values).

L1 L2 L3

Fig. 3.5 Three low-complexity layouts of the shimmy-suppression device: L1 is the conventional
parallel spring-damper layout, L2 and L3 are obtained via the general biquadratic functions
and the simplification procedure.

3.3 Limitation of eigenvalue optimisation

As the dynamic model is linear, eigenvalue analysis can be carried out. The equations of
motion shown in Eqs. (3.13-3.17) can be expressed in the following state-space form,

Ẋ = TX, (3.22)
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where X = (ψ̇ η̇ φ̇ ψ η φ α′
ε)T and T is a 8 × 8 matrix. Applying the Laplace transfor-

mation to Eq. (3.22), the system characteristic equation can be written in terms of the
Laplace variable.

It can be checked that using the default shimmy damper parameters taken from [6],
with V = 50 m/s, the least damping ratio ζmin amongst all the modes equals 4.4%.
Optimisation is carried out to maximise the least damping ratio ζmin with Eq. (3.20)
representing the shimmy-suppression device. The optimisation results are given in Table
3.2. Configuration C3 in Fig. 3.5, with parameter values in row 2 of Table 3.2, is obtained
via network synthesis to realise the specific biquadratic function identified by optimisation.
It can be seen that that a 77.3% improvement on ζmin can be achieved.

Table 3.2 Optimisation results for maximising ζmin

Configurations ζmin, % Improvement, % Parameter values
(N·m/rad, N·m·s/rad, kg)

Default 4.4 - k = 1.9 × 105, c = 7.4 × 103

C3 7.8 77.3 k = 1.5 × 105, c1 = 4.9 × 103, c2 = 1.0 × 103

b = 13.3

Fig. 3.6 Comparison of time-domain oscillations achieved by the default and C3 configurations
(φ(t = 0) = 0.1 rad).
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It is worth to check the physical behaviour employing the two configurations in Table 3.2.
An initial perturbation to the torsional-roll DOF (φ(t = 0) = 0.1 rad) is used to excite the
transient response of the gear. Fig. 3.6 illustrates the response in torsional-yaw deflection
ψ, lateral bending displacement ya, torsional-roll deflection δ and tyre lateral deflection
v1. It can be observed that while the frequency-based optimisation suggests a significant
improvement in the least damping ratio with C3, this does not result in an improved
transient response due to a larger response to a lower-frequency mode. This suggests
that the convenience of the frequency-domain analysis is limited for this problem, as the
mode shapes are significantly altered when certain suppression devices are added.

3.4 Time-domain optimisation results

In this section, time-domain optimisation results relating to the performance benefits
of shimmy-suppression devices incorporating inerters are presented. Two perturbations,
which are applied to the tyre and can trigger shimmy oscillations, are used to excite
the transient response. There are a wide range of cost functions that could be used in
the optimisation. To demonstrate the potential of an inerter-based device we select the
peak amplitude and settling time of the torsional-yaw response as the cost functions.
However we recognise that for a full design study a more complex optimisation with
multiple performance criteria would be used.

3.4.1 Initial operation conditions and time-domain performance criteria

Two types of initial conditions are considered in this study. Firstly, we assume the tyre
travelling direction is disturbed suddenly, causing a corresponding initial input to the
tyre slip angle α. As presented in Section 3.2, α = α

′ when the MLG is in undisturbed
state. Hence, α(t = 0) = α

′(t = 0) = 0.1 rad is used as the first type of excitations to
the system. This input will be referred to as the ‘slip input’. The second input, the ‘side
force input’, is an initial side force Fy

′ = 1.0 × 107 N applied in the Y direction to the
wheel axle for 1 ms. Note that all the states, except for the excited one, are set to zero
initially.

The torsional-yaw motion is oftenly regarded as of significant importance for the gear
fatigue life [144]. Therefore, the time-domain optimisation focuses on investigating the
effectiveness of the proposed device on the torsional-yaw motion. The performance
measures are defined as i) the peak magnitude and ii) the settling time of the torsional-
yaw motion. As the transient response to a perturbation is considered, the maximum
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amplitude of the torsional-yaw response, ψpeak, is an important measure of the response.
Also the time during which the vibration is above a certain threshold, the settling time
tsettle, gives a measure of the duration of undesirable behaviour following a perturbation.
In this paper, tsettle is defined as the time duration spent when the amplitude of the
response exceeds ±10% of ψpeak1,2

∗, where ψpeak1,2
∗ is the peak response amplitude for

the system with the default shimmy damper under the initial tyre slip angle input and
side force input, respectively. It can be calculated that ψpeak1

∗ = ψpeak2
∗ = 1.5 × 10−3

rad. Note there are a number of ways in which such performance could be addressed
such as setting an acceptable threshold amplitude of vibration. However such a criterion
would be perturbation amplitude dependent, giving rise to the challenge of selecting a
“reasonable” size of perturbation. Instead we adopt the more general, and amplitude
independent, settling time criterion which can be regarded as a measure of effective
damping in the linear system analysis. Each of these two measures, peak amplitude and
settling time, will be used as a cost function with the constraint that the other measure
must be no worse than the value achieved with the default shimmy damper.

3.4.2 Baseline improvement by geometric modifications

From the existing literature, the gear geometry plays an important role in stabilising
shimmy-prone gears (see [145] for example). In order to have a benchmark with which
the improvement of inerter-based shimmy-suppression device can be compared, two
key MLG geometry parameters, wheel distance l and mechanical trail e, are varied.
Default shimmy-suppression device and its parameter values are used. The two geometry
parameters are varied by ±30% from their nominal values.

(a) (b)

Fig. 3.7 Comparison of ψ time series varying (a) wheel distance l and (b) mechanical trail e for
the system with a default shimmy damper configuration.
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The slip input is considered. The time-histories of the torsional-yaw motion are plotted for
the off-nominal wheel distance and mechanical trail cases in Fig. 3.7. It is observed that
the variation of corresponding transient responses is very limited even when large changes
in l are applied. Decreasing the wheel distance results in marginally smaller magnitudes
of torsional-yaw motion and the response decays more quickly. The biggest improvements
on ψpeak and tsettle obtained are 2.0% and 14.5%, respectively. Similar trends can be
observed for the case that the mechanical trail is varied. With a 30% reduction of e
leading to improvements in both performance measures – 11.3% for ψpeak and 14.4% for
tsettle. This suggests that improvements obtained by modifying the shimmy-suppression
device in the order of 10% or more for either performance measure may be thought of as
significant.

3.4.3 Optimisation results and beneficial shimmy suppression configurations

By using the optimisation and simplification procedures discussed in Section 3.2.3, layout
L2 has been identified as with promising benefits. For clarity, the subscripts α and F are
used to specify the optimisation results obtained for the slip input and side force input,
respectively. Also, the subscript p (s) is used to represent the optimisation results using
the peak amplitude (the settling time) as cost function.

Slip input

Rows 2 and 3 of Table 3.3 summarise the optimal results for improving ψpeak. It can be
seen that taking the traditional layout L1, and optimising the spring and damper for
this performance criteria results in a 16.7% reduction of ψpeak over the default shimmy
damper. With the layout L2, the improvement increases to 28.0%. This significant
improvement can be observed from the time series responses illustrated in Fig. 3.8(a).

However, note that the second peak magnitude of the yaw response is increased signifi-
cantly compared with the default response, especially with the C2αp. Hence, an extra
restriction is included where the second peak amplitude should be no bigger than that for
the default shimmy damper. Here a subscript p∗ is used to denote this new optimisation.
The p∗ optimisation cases are presented in rows 4 and 5 of Table 3.3 and the improved
responses are illustrated in Fig. 3.8(b). It can be seen that the second peak amplitude is
noticeably smaller than that in Fig. 3.8(a). As expected, the trade-off between ψpeak and
the second peak amplitude leads to slightly smaller improvement in ψpeak. However, the
improvement by the inerter-based scheme C2αp∗ , 26.7% over the default system, is still
significant. Note again that the peak amplitude optimisation problem can be refined in
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Table 3.3 Optimisation results and involved parameter values for the slip input case§

Configurations Performance Optimum parameter values
ψpeak tsettle k c b

× 10−2 rad × 10−1 s × 105 N·m/rad × 103 N·m·s/rad kg
Default 1.5 1.1 1.9 7.4 -
C1αp 1.25(16.7%) 1.08 1.1 14.4 -
C2αp 1.08(28.0%) 0.96 3.1 1.5 341
C1αp∗ 1.3(13.3%) 1.01 1.4 11.8 -
C2αp∗ 1.1(26.7%) 1.04 7.2 13.0 145
C1αs 1.5 0.93(15.5%) 1.1 8.2 -
C2αs 1.25 0.47(57.3%) 2.4 8.2 50

§ % improvements are given in bracket for the criteria being optimised.

different ways, while maintaining the emphasis on minimising the peak amplitude. Here
we choose to limit the second peak so that it is no larger than that for the default response,
an alternative approach could be to look at the peak-to-peak amplitude, although this
would not necessarily result in a maintained or reduced second peak.

(a)

(b)

(c)

Fig. 3.8 Comparison of ψ time series for the default and beneficial schemes excited by the slip
input.
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3.4 Time-domain optimisation results

Rows 6 and 7 of Table 3.3 present the settling time improvements provided by C1αs
and C2αs. A considerable improvement in tsettle, 57.3%, is achieved with C2αs scheme
while C1αs can only achieve 15.5% improvement. The time series for the torsional-yaw
response are shown in Fig. 3.8(c). Note that the response achieved with C2αs decays
more quickly and at the same time has a good ψpeak performance. It can be noticed that
C2αs can lead to a 16.7% improvement of ψpeak. Taking this into consideration, it could
be argued that C2αs is more beneficial over other schemes in Table 3.3.

Side force input

Similar to the slip input case, the optimisation will be performed for the two cost functions
separately when the system is excited by an impulsive side force. The optimisation
results when minimising ψpeak are summarised in rows 2 and 3 of Table 3.4. Arguably the
configuration with a parallel inerter-spring-damper layout is beneficial when compared
with the optimal S1 configuration, with a 32.0% improvement over the default device.
The responses provided by two optimised schemes are shown in Fig. 3.9(a). As before,
an increased second peak is observed when optimising the layout L2. To address this,
further optimisation is performed in which the second peak of the response is restricted
to be no greater than that for the default system. The results have been shown in rows
4 and 5 of Table 3.4 and the torsional-yaw response is shown in Fig. 3.9(b). Here, by
limiting the second peak of ψ response the improvement of ψpeak is reduced, but still
significant – 16.7% by C2Fp∗ .

Table 3.4 Optimisation results and involved parameter values for the side force input case¶

Configurations Performance Optimum parameter values
ψpeak tsettle k c b

× 10−2 rad × 10−1 s × 105 N·m/rad × 103 N·m·s/rad kg
Default 1.5 1.22 1.9 7.4 -
C1Fp 1.4(6.7%) 1.22 3.5 8.6 -
C2Fp 1.02(32.0%) 1.22 3.9 16.2 388
C1Fp∗ 1.4(6.7%) 1.22 2.5 9.4 -
C2Fp∗ 1.25(16.7%) 0.97 4.5 10.0 84
C1Fs 1.4 1.22(0.2%) 1.2 10.3 -
C2Fs 1.5 0.85(30.3%) 1.6 62.8 19

¶ % improvements are given in bracket for the criteria being optimised.
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The improvements of tsettle achieved by C1Fs and C2Fs are summarised in rows 6 and
7 of Table 3.4, along with the optimised parameter values and the response illustrated
in Fig. 3.9(c). It can be seen that the tsettle achieved using the optimal S1 is close
to that for the default system with only 0.2% improvement. For the parallel inerter-
spring-damper configuration, C2Fs, a 30.3% improvement is obtained. On the other
hand, it can be observed that C2Fs does not provide any improvement of ψpeak, while
both performance measures are improved with C2Fp∗ , 16.7% improvement on ψpeak and
20.5% improvement on tsettle. Arguably, here the C2Fp∗ is the most beneficial preferable
suppression configuration in Table 3.4.

(a)

(b)

(c)

Fig. 3.9 Comparison of ψ time series for the default and beneficial schemes excited by the side
force input

3.4.4 Overall beneficial configurations

Based on the results presented in Section 3.4.3, C2αs and C2Fp∗ are proposed as the
beneficial configurations for the slip input and the side force input, respectively. It is
still worth to check the performance with both inputs for C2αs and C2Fp∗ , respectively.
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3.4 Time-domain optimisation results

Table 3.5 Improvement achieved by four optimal configurations under two initial inputs

Configurations Slip input Side force input
Impro. of ψpeak Impro. of tsettle Impro. of ψpeak Impro. of tsettle

(%) (%) (%) (%)
C1αs 0.7 14.9 0 0
C2αs 16.7 57.3 9.1 1.0
C1Fp∗ 8.7 0.36 6.7 0.08
C2Fp∗ 24.5 33.8 16.7 20.5

(a)

(b)

Fig. 3.10 Comparison of ψ time series excited by (a) the slip input and (b) the side force input.

Table 3.5 summarises the improvements of the two performance measures provided by
C2αs and C2Fp∗ along with the two optimal spring-damper configurations, C1αs and
C1Fp∗ . The percentage improvements are compared with the default shimmy damper
and both initial conditions are considered. The table shows that the inerter-based
configurations provide larger benefits over the two optimal spring-damper configurations.
Moreover, when applying the other input, both schemes still provide benefits using either
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performance measure. Figure 3.10 illustrates the comparison of ψ time series produced by
the four beneficial schemes when the system is excited by the slip input and the side force
input. From the time-domain response, it can be seen that with both kinds of inputs,
C2αs and C2Fp∗ are always capable of providing performance advantages: experiencing
smaller peak amplitudes and quicker setting.

(a)

(b)

Fig. 3.11 Comparison of v1 time series excited by (a) the slip input and (b) the side force input.

Since the tyre motion plays an importance role on tyre-ground contact dynamics, it
is worth to check the effect of the proposed configuration on the tyre lateral motion.
Figure 3.11 illustrates the comparison of the tyre lateral response v1 for the default and
the beneficial configuration (using C2αs as an example). It can be seen that the responses
are almost the same compared with the default shimmy damper, which reflects the fact
that the torsional-yaw motion is to a large extent decoupled from the tyre lateral motion
in this model. Hence, the modification of the shimmy-suppression device has minimal
impact on this motion.
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3.5 Concluding remarks

For an engineering structure disturbed by external perturbations, the transient responses
are of significant interest to be suppressed. In this chapter, we concentrated on suppressing
MLG stable shimmy transient oscillations using linear passive suppression devices and
investigating the potential benefits of the obtained optimal configurations. Based on
time-domain optimisations, it was seen that the identified inerter-based configurations
were more beneficial than the geometric modification and the optimised traditional
damper design.

Throughout this chapter we considered a linear model of a Fokker 100 aircraft MLG
equipped with a shimmy-suppression device. The model characterised the motion of the
system in terms of MLG three oscillatory DOFs, namely, the torsional-yaw ψ, lateral
η and torsional-roll φ motions. The dynamics of the shimmy-suppression devices and
elastic tyres were also captured using this model, in terms of ε and α

′ , respectively. It
should be noted that this linear model works for small amplitude of shimmy motion.
Three candidate layouts for a shimmy-suppression devices were also introduced. One was
the conventional shimmy damper layout, i.e. parallel spring-damper layout, the other
two layouts incorporated inerters. These two inerter-based layouts were obtained via
immittance-based design approach as introduced in Section 2.3.3 and have been shown
to be beneficial in this chapter.

Using the linear model, eigenvalue analysis was then carried out, along with the optimi-
sation to maximise the least damping ratio. It was shown that the least damping ratio
can be increased significantly with a beneficial inerter-based shimmy suppression device,
i.e. 77.3%, comparing with the default shimmy damper. However, by applying an initial
perturbation to the torsional-roll DOF, it was shown such beneficial device did not result
in an improved transient response, due to a larger response to a lower-frequency mode.
This suggested that the convenience of the frequency-domain analysis was limited for
this problem, as the mode shapes were significantly altered when certain suppression
devices were added.

Based on this observation, time-domain analysis was then adopted for the rest of the
work. Since the torsional-yaw motion is oftenly regarded as of significant importance
considering the gear fatigue life, the time-domain optimisation focused on investigating
the effectiveness of the proposed device on limiting the torsional-yaw motion. Two
perturbations, which were applied to the tyre, were used to excite the transient response,
namely, the slip input and side force input. The maximum amplitude and the settling
time of the torsional-yaw motion were chosen as the cost functions. It was shown that,
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when the slip input was applied, a 16.7% improvement on the peak amplitude and 57.3%
improvement on the settling time were obtained using a parallel inerter-spring-damper
configuration, comparing with the default shimmy damper. If the system was excited by
the side force input, the parallel inerter-spring-damper layout with optimised parameter
values provided 16.7% improvement on the peak amplitude and 20.5% improvement on
the settling time. These benefits exceeded those obtained by making significant changes
to the gear geometry, and also optimised parallel spring-damper configurations. It
needs to be emphasised that the two beneficial configurations also provided performance
advantages when the other non-optimised input was applied. Moreover, these beneficial
devices have been shown to have minimal effects on tyre dynamics.

In this chapter, the stable transient responses were investigated and the suppression
device performance has been assessed in conjunction with a linear gear model. However,
if the system is highly likely to be unstable, the two performance criteria proposed in
this chapter will be no long applicable and it gives rise to a stability issue. In Chapter
5, we investigate the shimmy-suppression device configuration design considering MLG
stability and extend the study to a nonlinear MLG system.

In general, the aim of this chapter was to show how to design a passive vibration
suppression device configuration to suppress stable transient responses disturbed by
a sudden perturbation. Another typical type of transient vibration is the one excited
by an initial impact. As introduced in Section 2.1.1, such vibrations cause overload
to the structure, which may damage the structure, or extremely lead to failure, and
their suppression needs to be paid attention to. In the next chapter, we investigate the
suppression of transient vibrations caused by an initial impact, with passive suspension
designs.
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Chapter 4

Optimisation of shock strut design with energy con-
sideration

4.1 Introduction

This chapter focuses on suppressing transient vibrations excited by an initial impact and
an optimal design methodology for the absorber configuration considering the energy
dissipation requirements is proposed. The landing gear touch-down process is analysed.
It is demonstrated that comparing with the conventional oleo-pneumatic shock strut, the
inerter-based shock strut configurations can provide considerable benefits on touch-down
performances, i.e. the strut efficiency, the maximum strut load and the maximum stroke.
The energy distribution of each beneficial strut configuration is analysed and to achieve a
reduced potential energy at the end of the compression stroke, a double-stage compression
spring is introduced. With this, inerter-based suppression device configurations that
provide improvements in the performance indices of interest are identified and presented.

The shock absorber unit, together with other parts of landing gear such as the tyres,
is designed to absorb landing impacts and any immoderate shocks transmitted to the
fuselage as the aircraft taxis over uneven surfaces [146]. As introduced in Section 2.2.1,
the shock absorber performance is mostly governed by the landing touch-down process,
which also poses the greatest energy dissipation requirement for the suspension [56].
Specifically, the design requirement is to dissipate all the impact energy without causing
the aircraft to rebound, while considering the greatest energy absorption efficiency and
the minimum gear load which represents passenger/crew comfort [13].

In practice, a passive oleo-pneumatic shock absorber is typically used, as introduced in
Section 2.2. Apart from passive devices, active and semi-active control methods have also
been proposed as aircraft shock absorbers [62, 63, 69, 70]. Despite the potential benefits
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of actively or semi-actively controlled shock struts, potential issues remain regarding
reliability and maintenance cost.

In this paper we consider improving aircraft touch-down performance using a passive
shock strut consisting of linear spring, damper and inerter elements. In Section 4.2, we
review a simplified landing gear touch-down model, together with a brief introduction of
a conventional oleo-pneumatic shock absorber. Several landing touch-down performance
criteria are then proposed, namely the strut efficiency, the maximum strut load, the
maximum stroke and the reduction of aircraft kinetic energy. Baseline performances
are identified by considering a landing gear with a conventional oleo-pneumatic shock
absorber. In Section 4.3, four candidate shock-strut layouts are introduced. Optimisations
are carried out using three different objective functions, the strut efficiency, the maximum
strut load and the maximum stroke while setting the reduction of kinetic energy as a
constraint. It is shown that improved touch-down performance can be achieved with a
linear inerter-based configuration, comparing with the conventional strut. However it is
also observed from an energy analysis that the potential energy stored in the gear at the
end of the first compression stroke exceeds that of the baseline nonlinear system. This
suggests a poorer elongation stage might be observed.

To address this, an additional constraint on energy dissipation is then implemented in
the optimisation process in Section 4.4, to maximise the strut efficiency and minimise
the maximum strut load. It is shown that the energy dissipated by a shock strut with a
linear supporting spring is limited comparing with one with a nonlinear air spring. We
therefore propose a double-stage supporting spring. It is demonstrated that the beneficial
shock strut configuration with this spring can provide significant performance advantages
and at the same time dissipate the same amount energy as the conventional shock strut.

Publications resulting from this work

Y. Li, J. Z. Jiang, S. A. Neild, and H. L. Wang, “Optimal inerter-based shock–strut
configurations for landing-gear touchdown performance,” Journal of Aircraft, vol. 54, no.
5, pp. 1–9, 2017.

Y. Li, J. Z. Jiang, P. Sartor, S. A. Neild, and H. L. Wang, “Including inerters in aircraft
landing gear shock strut to improve the touch-down performance,” in X International
Conference on Structural Dynamics, EURODYN 2017, Procedia Engineering, vol. 199,
pp. 1689–1694, 2017.
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4.2 Landing gear touch-down model and performance criteria

In this section, a landing gear model and the dynamics of a conventional oleo-pneumatic
shock absorber are summarised. In the modelling process, the assumptions regarding
some factors are made for the purpose of simplification: the effects of wheel spin-up
drag loads and flexibility of the aircraft structure are ignored; a constant damping orifice
discharge coefficient and air-compression exponent are assumed in the nonlinear shock
absorber model. Further, detailed analyses of such factors are available in the existing
literature [16–18, 147]. The model validity was demonstrated via the comparison between
the calculated results and drop-test data in [7]. Four performance criteria are then
proposed according to the design requirements.

4.2.1 Landing gear model

To model the touch-down behaviour of the landing gear and aircraft, a 2DOF model
shown in Fig. 4.1(a) (a modified version of Fig. 1(a) in [7]) is used. Note that this
model is designed to capture the first compressive stroke of the shock strut, i.e., from
initial contact with the ground to the first point at which the relative velocity of the
shock strut is slowed to zero. We define this point as the end of the touch-down process.
Angle φ represents the rake angle of the strut. The mass of the gear is split into that
above the strut and that below it. M1 denotes the total of the upper gear mass and the
fuselage mass acting on the gear and M2 represents the lower gear mass. The vertical
deflections of the two masses are represented by the two DOFs z1 and z2, respectively.
These deflections are zero just prior to contact being made with the runway. The strut
stroke ss measures the deflection of the shock strut and is expressed by

ss = z1 − z2

cosφ . (4.1)

Fig. 4.1(b) gives the free-body diagram of the touch-down model. The weight of masses
M1 and M2 is denoted as W1 and W2. The aerodynamic lifting force L and the tyre force
Ft are applied to the two masses respectively. Specifically, the total aircraft weight is
assumed to be fully balanced by lifting force during the full touch-down process, i.e.

L = W1 +W2. (4.2)

The constant lifting force assumption is based on the fact that the compression stroke
is sufficiently quick that the aircraft speed and lift may be considered constant over its
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(a) (b)
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Fig. 4.1 View of (a) the dynamic system, (b) free-body diagram of the model.

duration. This assumption is also used in [14]. Linear force-deflection characteristic of
the tyre is given by

Ft = ktz2, (4.3)

where kt is the linear tyre stiffness in vertical direction. The vertical force generated by
the shock strut is represented by Fsv, which is

Fsv = Fscosφ, (4.4)

where Fs is the strut force along the strut axis. The exact expression of Fs will be
discussed in Section 4.2.2. Balancing the forces acting on the two masses, the equations
of motion for this system are written as follows:

W1

g
z̈1 + Fsv + L−W1 = 0, (4.5)

W2

g
z̈2 − Fsv + Ft −W2 = 0, (4.6)

where g denotes the gravitational constant. Eliminating Fsv gives

W1

g
z̈1 + W2

g
z̈2 + Ft = W1 +W2 − L = 0, (4.7)
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where the right-hand side of the equality makes use of the assumption given in Eq. (4.2).
Note that a normal impact condition is considered in this work and a descent velocity
V0 = 8.86 ft/s is used at the instant the wheels first touch the ground [7].

4.2.2 A conventional oleo-pneumatic shock absorber

Fig. 4.2 illustrates the schematic view of a conventional oleo-pneumatic shock absorber.
The hydraulic fluid is within the lower chamber of the strut and the pressurised gas
is contained in the upper chamber. When the strut is compressed, the fluid is forced
through the orifice producing a damping force. Meanwhile, the air is compressed by the
piston and provides a gas spring force [148]. The internal friction forces between the
bearing and cylinder walls are ignored in this work. Then the total strut force can be
expressed by

Fs = Fh + Fa, (4.8)

where Fh and Fa denote the hydraulic damping force and air spring force, respectively.

The hydraulic resistance in the shock strut results from the pressure difference associated
with flow through the orifice and provides a velocity-squared damping force, governed by

Fh = Adṡs|ṡs|, (4.9)

where the damping factor Ad can be expressed as

Ad = ρAh
3

2CdAn2 . (4.10)

Here ρ is the mass density of the fluid, Ah is the hydraulic area, Cd is the orifice
discharge coefficient and An is the net orifice area. According to the polytropic law for
the compression of gas, the air spring force is expressed as

Fa = pa0Aa(
v0

v0 − Aass
)n, (4.11)

where pa0 is the initial strut air pressure, Aa is the pneumatic area, v0 is the initial
air volume and n is the effective polytropic exponent for the air-compression process.
Further details of the shock absorber model can be found in [7].
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Fig. 4.2 Schematic view of the oleo-pneumatic shock strut (inspired by [7]).

The parameter values of the landing gear touch-down model and the conventional shock
absorber used in [7] and in this paper are summarised in Table 4.1. By matching the
responses shown in [7], for example, the load-stroke curve shown in Figure 4 of [7], the
presented model used in this work has been validated. A few values (noted by *) were
not given in [7] but have been provided in Table 4.1 by matching up.

Table 4.1 The parameter values used in the analysis

Parameter Name Value Unit
Aa Pneumatic area 0.05761 ft2

Ad
∗ Damping factor of oil damping 339.5 lbF · s2/ft2

g Gravitational constant 32.18 ft/s2

kt
∗ Vertical tyre stiffness 18500.0 lbF/ft

n Polytropic exponent for air-compression process 1.12 -
pa0 Initial air pressure 6264 lbF/ft2

v0 Initial air volume 0.03545 ft3

V0 Descent velocity 8.86 ft/s
W1 Weight of upper mass 2411 lbF

W2 Weight of lower mass 131 lbF

φ∗ Rake angle 12.0 ◦

4.2.3 Performance criteria

Based on the design requirements, namely, to dissipate all the impact energy with the
greatest energy absorption efficiency while minimising gear load, four performance criteria
are considered in this work. Firstly, the shock-strut efficiency, ηs, is of significant interest
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because it indicates the energy absorption ability of the shock strut. Following [14], ηs is
defined as

ηs =
∫ ssmax

0 Fsdss
ssmaxFsmax

(4.12)

where Fsmax and ssmax are the maximum strut load and stroke during the touch-down
process, as shown in Fig. 4.3. The second criterion is the maximum load transmitted by
the shock strut to the fuselage, Fsmax. This is of significance when considering passenger
discomfort and the potential for structural damage. Considering the space limit of a
landing gear, the maximum strut stroke ssmax is used as the third criterion. In addition,
the kinetic energy of the aircraft at the end of touch-down process is treated as the last
performance criterion. Specifically, the absolute value of the aircraft vertical velocity at
the end of touch-down process, |Vend|, is used to represent such criterion, which is given
by

|Vend| =
∣∣ż1(tend)

∣∣ , (4.13)

where tend marks the end of the compression stroke, when ż1 − ż2 = 0 for the first time
after the wheels touch the ground. Each of the first three performance criteria will
be used as the optimisation objective function. Specifically, it is desirable for ηs to be
maximised while Fsmax and ssmax should be minimised.

✘✘✾
Fsmax

ssmax
PPq

Fig. 4.3 Load-stroke curve obtained by the conventional oleo-pneumatic shock absorber.
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4.3 Optimisation results and energy analysis

In this section, four candidate shock-strut layouts are proposed. The response of the
landing gear with the conventional nonlinear oleo-pneumatic shock absorber is treated as
the baseline. Optimisations are carried out using three different objective functions, the
strut efficiency, the maximum strut load and the maximum stroke while the reduction of
aircraft kinetic energy is set as a constraint. The beneficial shock-strut configurations
and the corresponding performance benefits are identified. Similar with the previous
chapter, we use the notation ‘L’ to specify the mechanical network layout and ‘C’ to
specify the configurations.

4.3.1 Optimisation procedure and candidate layouts

For the default conventional nonlinear shock strut, using the values in Table 4.1, it can be
calculated that ηsd = 81.5%, Fsmaxd = 6380.3 lbF, ssmaxd = 0.53 ft and |Vendd| = 2.09 ft/s
(the additional subscript ‘d’ stands for ‘default’). Amongst the four performance criteria
introduced in Section 4.2.3, ηs, Fsmax and ssmax will each be used as the optimisation
objective function with the constraint that the remaining three performance criteria
must be no worse than that with the default configuration. For all the optimisations
carried out in the present work, we used the Matlab command patternsearch first and
then fminsearch for fine-tuning of the parameters. Note that during the optimisation
process, no restriction due to practical implementation consideration is placed on the
parameter values. Instead we consider whether the parameter values are practical after
the optimisation stage.

Fig. 4.4 illustrates the four candidate shock-strut layouts: L1 is the conventional parallel
spring-damper layout; L2 is a parallel spring-damper-inerter layout; L3 is the layout of
a series inerter-damper arrangement in parallel with a spring; LY represents a general
shock-strut layout with a spring in parallel. Note that for each layout, the spring in
parallel, ks, ensures that the landing gear is capable of supporting the aircraft at the rest
position. The lower bound for the stiffness of this spring is set such that the deflection
of the gear matches that of the default gear when statically supporting the aircraft
(ss = 0.50 ft for a force of 2464.9 lbF), giving

ks = 4884.2 lbF/ft. (4.14)

For each layout, optimisations will be conducted for the case where ks = ks and for
ks > ks.
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L1 L2 L3 LY

Fig. 4.4 Four candidate shock-strut layouts.

Amongst the four layouts, layouts L1–L3 are proposed based on a structure-based design
approach (see Section 2.3.3) to allow an investigation of the potential performance
advantages of layouts with the lowest complexity. Layout LY is proposed using the
immittance-based approach, allowing for a more complex mechanical structure to be used
for improving the touch-down performance. It is represented by a general positive-real
frequency function Y (s), which can be realised by a network consisting of springs, dampers
and inerters using the network synthesis method [90]. The force-velocity relationship of
this layout is given by

F̃s(s) = (Y (s)s+ ks)s̃s(s), (4.15)

where s is the Laplace variable, F̃s(s) and s̃s(s) represent the force and the relative
displacement of the strut in the Laplace domain, respectively. Similar to the approach
used in Chapter 3, in order to obtain relatively low-complexity layouts while covering a
reasonable range of possibilities, Y (s) is set to be a biquadratic function, which is

Y (s) = As2 +Bs+ C

Ds2 + Es+ F
. (4.16)

The parameter values (A, B, · · · , F ) are selected through the optimisation with the
condition that they are all non-negative and satisfy the positive-real conditions (Eq.
(3.21) of Chapter 3). For the case where ks is fixed to ks, the constraint F > 0 is included
to ensure that Y (s) does not require an additional parallel spring to supplement ks. We
use the same procedure as the one introduced in Section 3.2.3 to obtain the optimal
configuration in this work.
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4.3.2 Identified beneficial configurations

The optimisation results are summarised in Tables 4.2 and 4.4. Note that the subscripts
η, F and s are used to indicate the results using ηs, Fsmax and ssmax as the objective
function, respectively; v is used to specify the case when ks is allowed to be variable (the
ks > ks case).

Considering layouts L1–L3, no improvement over the default system was identified for
the case where ks = ks. Hence Table 4.2 only summarised the results for the ks > ks case.
The configuration C1ηv can provide a 3.9% improvement in ηs, which is not significant
compared with configurations C2ηv and C3ηv, where up to 10.4% and 13.9% performance
improvements can be obtained, respectively. The benefits of including an inerter can be
seen by comparing the performance obtained with C2ηv and C3ηv to that of the inerter-
free C1ηv. Improvements in ηs performance of 6.3% and 9.6%, respectively, are achieved,
which can be attributed to the inclusion of an inerter. However, it should be noted that in
C3ηv a much higher damping value is required, which is likely to be impractical. Further
optimisation has been carried out to investigate the sensitivity of the performance to
reduced levels of damping in L3 and the results have been summarised in Table 4.3
shown below. It is shown that the benefits are still considerable if a reduced damping is
used. However, comparing with configuration C2ηv of Table 4.2, it can be found that
the performance improvement obtained by the optimal C3ηv will be reduced when the
damping is constrained to a smaller value; to achieve the same level of improvement as
C2ηv, i.e. 10% in ηs, the damping required for the optimal C3ηv is nearly triple that
of C2ηv and the inertance is doubled. Therefore, we take the view that C2ηv is more
beneficial than C3ηv from the design and manufacture perspective.

Results with Fsmax as the objective function indicate that C1Fv can reduce Fsmax by
12.5% compared with the default performance, and 21.4% and 20.7% improvements can
be obtained respectively by the optimum configurations C2Fv and C3Fv. Similar to the
efficiency optimisation case, it can be seen that a large damping is required for C3Fv and
a reduced damping leads to a reduced performance improvement. For the optimisation
over ssmax, it can be seen that C1sv helps reduce ssmax by 18.9% compared with the
default configuration. In addition, for C2sv and C3sv, the percentage improvements
compared with the default performance are 30.2% and 26.4%, respectively.
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Optimisation of shock strut design with energy consideration

The optimum results for layout LY are summarised in Table 4.4. In contrast to the simpler
layouts L1–L3, when fixing ks, a 14.0% improvement in strut efficiency can be obtained
by CYη. Using relevant network synthesis theory, its mechanical network is realised by a
configuration consisting of three dampers, one inerter, one spring and ks. However, two
of the dampers can be removed since their values are small (when in parallel) or large
(when in series) compared with the remaining ones. Thus the mechanical layout of CYη,
labelled L4, is a four-element network, as shown in Fig. 4.5. A further optimisation over
L4 in which b is removed is carried out but no optimal solution is found. This suggests
that the performance improvement obtained by CYη using L4 requires the inclusion of
the inerter. Configuration CYηv provides the maximum improvement in ηs, however
a much more complex network, nine-element network excluding ks, is required. The
slight performance improvement compared with CYη probably does not compensate for
the difficulty in design and manufacture of this configuration, hence we disregard it.
It can be seen from Table 4.4 that a 21.6% improvement in Fsmax can be obtained by
the configuration CYF . The network realisation of this transfer function is identified
and shown in Fig. 4.5 as layout L5. In this layout, an inerter is in parallel with the
supporting stiffness, as well as a combination of two dampers and an internal spring.
Note that layout L5 can be reduced to L2 if c1 in L5 is set to infinity. The similarities of
the parameter values between the two configurations, CYF and C2ηv, are observed. The
maximum performance advantage using Fsmax as the objective function is obtained by
CYFv, with up to 22.0% improvement. The resulting mechanical network, labelled L6, is
illustrated in Fig. 4.5. Note that layouts L5 and L6 consist of five mechanical elements but
in different arrangements. As for optimising over ssmax, the case with a fixed supporting
stiffness, ks = ks, a maximum improvement of only 5.7% is obtained. Allowing ks to vary
results in more complex layouts than L2 and L3 but with no improvements over them.
Hence the ssmax objective function results are not listed in Table 4.4.

In summary, considering the performance improvements and practical parameter values,
we treat C2ηv and CYη as the optimum configurations for the ηs performance, C2Fv,
CYF and CYFv as the optimum configurations for Fsmax performance, and C2sv and C3sv
as the optimum configurations for ssmax performance. Also of interest are C1ηv, C1Fv
and C1sv, as linear configurations in which no inerter is present. The load-stroke curves
provided by these configurations, as well as the default one, are compared in Fig. 4.6.
Note that the curves in Fig. 4.6 all finish at the end of the compression stroke. The
shorter curves in Fig. 4.6(a) and (c) indicate that when the first compression process is
finished, the maximum strokes the struts reach are smaller than the baseline system.
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4.3 Optimisation results and energy analysis

4.3.3 Energy analysis of beneficial inerter-based struts

Up to this point, we have considered the energy absorption ability of the strut using
ηs. A more detailed investigation into how much energy is dissipated and stored during
touch-down process is now presented. The work-energy principle can be applied, to give

∆Ek + ∆Ep = Wd +WL, (4.17)

where ∆Ek and ∆Ep represent the change of the kinetic and potential energy in the
system, Wd and WL are the work done by the damper(s) of the strut and the lifting force
L, respectively. Here,

∆Ek = Ek(tend) − Ek(0), (4.18)
∆Ep = −W1 · z1(tend) −W2 · z2(tend) + Ept + Eps, (4.19)
WL = −L · z1(tend) (4.20)

where Ek(0) and Ek(tend) denote the kinetic energy of the system just prior to the tyres
making contact with the ground and at the end of the compression stroke respectively.
Ept and Eps are the potential energy stored in the tyres and the shock struts at the end
of the process, respectively. Substituting Eqs. (4.1), (4.2), (4.18), (4.19), and (4.20) into
(4.17) gives

Ek(0) = Ek(tend) + Ept + Eps −Wd +W2 · ss · cosφ, (4.21)

which means the original kinetic energy of the system is transformed partially to the
stored potential energy in the tyres and the strut, the work done by the gravity, as well
as dissipated by the strut.

Table 4.5 summarises the individual energy distributions by the default nonlinear and
optimal shock-strut configurations. Note Ek(0) is not included in the Table since this
term is the same for all configurations, Ek(0) = 3100.5 lbF · ft. It can be seen that the
term W2 · ss · cosφ is small compared with Ept, Eps and −Wd. Therefore, Table 4.5
illustrates that the reduced kinetic energy is mostly transformed to the potential energy,
stored in the tyres and shock struts, as well as the energy dissipated by the damping
effects of the shock strut. It can also be seen that the maximum work done by the
dampers −Wd is achieved by C2ηv, which is still significantly less than that achieved by
the the default strut. Moreover, compared with the default configuration, more potential
energy is stored in the shock strut, as well as in the tyre compliance. This will pose
challenges for the design of the strut elongation process and may even lead to a rebound.
Hence an energy dissipation constraint is implemented in the next section.
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Optimisation of shock strut design with energy consideration

Table 4.5 Energy distributions of the beneficial configurations

Configurations Ek(tend) Ept Eps (−Wd) W2 ·ss ·cosφ
lbF · ft lbF · ft lbF · ft lbF · ft lbF · ft

Default 172.5 230.1 353.7 2157.5 67.8
C1ηv 151.8 400.8 955.4 1525.7 67.8
C2ηv 18.3 576.5 1170.3 1268.2 67.8
CYη(L4) 146.7 595.2 1941.6 353.4 67.8
C1Fv 73.9 645.9 1212.5 1100.9 67.8
C2Fv 172.5 517.5 2156.4 186.7 67.8
CYF (L5) 0.2 722.8 1225.0 1085.1 67.8
CYFv(L6) 156.0 561.3 2153.5 162.3 67.8
C1sv 156.4 760.2 1064.3 1065.1 54.9
C2sv 7.0 1076.7 1463.8 540.0 46.8
C3sv 0.2 1094.1 1665.2 292.2 49.4

4.4 Optimisation results with an energy dissipation constraint

Further investigations with an extra constraint on energy dissipation are discussed in this
section. It will be shown that with this constraint, limited improvements can be provided
by the layouts proposed in Section 4.3. The reason for reduced improvements will be
discussed. Configurations with a double-stage supporting spring are then proposed, which
can achieve significant performance advantages.

4.4.1 Configurations with a linear supporting spring

To ensure good energy dissipation capability, the constraint that the energy dissipation
is no less than that by the conventional strut, 2157.5 lbF · ft, is implemented. However,
the optimisations found no results if considering 2157.5 lbF · ft as the energy dissipation
constraint directly. This is because a linear spring with ks ≥ 4884.2 lbF/ft is used as the
static spring here. Such a spring stores more potential energy at the end of touch-down
process than that of the nonlinear spring in the default system. Then with the energy
dissipation constrained to be no less than 2157.5 lbF · ft, the total work done by the linear
strut is inevitably more than the nonlinear system, resulting in either Fsmax or ssmax
exceeding their constraints. Two approaches are considered here to overcome this, firstly
the energy dissipation constraint requirement is relaxed by 10% to 1941.8 lbF · ft. Later,
in Sections 4.4.2 and 4.4.3, a double-stage static spring is considered. The strut efficiency
and the maximum strut load will be used as the objection functions. In addition, ks is
fixed to ks to minimise the potential energy stored in the supporting spring at the end.
Note that the maximum stroke will not be optimised since as discussed in Section 4.3.2
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4.4 Optimisation results with an energy dissipation constraint

the static stiffness is fixed and the maximum improvement is limited to 5.7% (from ssmax

equals 0.53 ft to 0.50 ft).

For the optimisation, L4–L6 in Fig. 4.5, which can provide performance advantages in ηs
and Fsmax, are used as the candidate layouts (subscripts ‘η’ and ‘F ’ are used to specify).
Since the layout L6 exhibited no improvements in the two objective functions, the optimi-
sation results are not presented here. Considering layouts L4 and L5, the corresponding
configurations are labelled C4 and C5. Table 4.6 summarises the performance benefits
and parameter values for these configurations. It can be seen that ηs is increased by
9.6% using either C4η or C5η over the default configuration. The optimisation gives
c2 = 2.4 × 10−11 lbF · s/ft for C5η, suggesting that removing c2 is possible to simplify
this configuration. Hence C4η (row 2) is the most optimum configuration for this case,
and its load-stroke curve is plotted in Fig. 4.7(a). Considering Fsmax, it is found that
the maximum benefit over the default configuration is obtained by C4F , with a 9.0%
improvement. Again we find that the C5F configuration simplifies to C4 (as c2 is small,
see row 5 of Table 4.6). The load-stroke curves with the conventional strut and C4F (row
4) are plotted in Fig. 4.7(b).

Note that in this optimisation case, L1–L3, and L4 with the inerter excluded, do not
provide any improvement in ηs or Fsmax comparing with the baseline system. This
suggests that the performance benefits using layout L4 are attributed to the inclusion of
the inerter. For both objective functions, the improvements listed in Table 4.6 compared
to Table 4.4 are reduced. This is because if we consider the energy dissipation constraint,
namely, (−Wd) ≥ 1941.8 lbF · ft, the total work done by the optimised shock strut here
exceeds that of the cases without the energy dissipation constraint. This may lead to
a higher Fsmax and also a worse ηs performance. Rather than considering a minimum
energy dissipation constraint of 1941.8 lbF · ft (10% less than the default) if we consider
2157.5 lbF · ft (5% less), the performance improvement of ηs with the layout L4 is reduced
to 5.6%, but with the advantage that the extension stroke is likely to be improved.
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4.4 Optimisation results with an energy dissipation constraint

4.4.2 Considering a double-stage supporting spring

Recall that the minimum spring stiffness ks = ks was selected such that the spring
deflection matched that of the air spring when subjected to the aircraft static load.
This point is indicated by a red dot in Fig. 4.8. The figure shows the force-deflection
relationship for the full compression stroke (up until ssmax = 0.53 ft). It can be seen that
during the compression of the spring the stored energy of the linear spring far exceeds
that of the nonlinear device. When the energy dissipation constraint is considered, the
limitation of performance benefits is inevitable as discussed in Section 4.4.3.

Fig. 4.8 Force-deflection relationships with the air spring and two kinds of ks.

A supporting spring with a double-stage, or progressive-rate, supporting stiffness is now
introduced. The force-stroke relationship of the double-stage spring is given as

Fk =

 ks1ss if ss ≤ ssx

ks2(ss − ssx) + Fsx if ss > ssx

where Fk is the supporting spring force, ks1 and ks2 are the two spring rates. Here ssx
and Fsx are the stroke and spring force where the two rates intersect in the force-stroke
curve and are treated as parameters to be optimised. As with the linear spring ks,
the double-stage one is designed to support the aircraft under the same stoke with the
nonlinear air spring. An example force-displacement relationship is shown in Fig. 4.8.
From the figure it can been seen that the double-stage supporting spring provides the
possibility that its stored potential energy (right-slanted-shading region in Fig. 4.8) could
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Optimisation of shock strut design with energy consideration

be less than that by the nonlinear spring (left-slanted-shading region in Fig. 4.8) when
reaching the maximum stroke.

4.4.3 Beneficial configurations with double-stage spring

If we use the double-stage spring in the L1 layout, the optimisation can identify consider-
able improvements in performance, which are 7.6% in ηs by C1η2 and 14.1% in Fsmax
by C1F2. However, we can not regard these configurations as beneficial ones since the
load-stroke curve provided by C1η2 or C1F2 experiences a sudden change. We take C1η2

as an example here. The parameter values of C1η2 are summarised in Table 4.7 and
the load-stroke curves obtained with the default and C1η2 (black line) configurations
are illustrated in Fig. 4.9(a). It can be seen that the upper and lower masses will also
undergo sudden changes in their accelerations towards the end of the stroke, which will
lead to passenger/crew discomfort and additional structural loading. Similar conclusions
can be obtained for C1F2, as well as the optimisation using L2 and L3. Therefore,
we will not include the results of the optimal C1–C3 with a double-stage spring here.
Instead, since the layout L4 is regarded as the most optimum layout in the previous
optimisation, this layout will be used as an example layout to illustrate the benefits of
the double-stage supporting spring. Note that the exact energy dissipation constraint,
(−Wd) ≥ 2157.5 lbF · ft, is considered in this case. The results of optimisation are illus-
trated in Table 4.7. The subscript ‘2’ is used to specify this case. It can be seen that up
to 11.9% improvement in ηs can be obtained using the configuration C4η2. Moreover,
the layout with different parameter values, i.e. C4F2 can also reduce Fsmax by 20.0%
comparing with the default configuration which represents a significant improvement of
the 9.0% reduction achieved with the linear spring (C4F , Table 4.6). The load-stroke
curves for these two configurations are illustrated in Fig. 4.9. We note that for both
cases the first stage stiffness is negligible.
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Optimisation of shock strut design with energy consideration

4.5 Concluding remarks

In this chapter, we presented a study focusing on suppressing the transient vibrations
caused by an initial impact using a passive linear absorber. This was demonstrated
using the aircraft landing touch-down process. The benefits of inerter-based shock strut
configurations were investigated to improve the performances of the strut efficiency,
the maximum strut load and the maximum stroke, considering the energy dissipation
constraint. The proposed optimum design approach in this chapter is applicable to
other applications experiencing initial impact excitations, such as the design of a forging
machine’s foundation.

Based on a 2DOF model with the conventional oleo-pneumatic shock absorber, the
baseline touch-down performances were obtained aimed at measuring the touch-down
performances. Based on the design requirements for the shock absorber, four performance
criteria were proposed, where the strut efficiency, the maximum strut load, the maximum
strut stroke were considered as the objective functions while the reduction of aircraft
kinetic energy at the end of touch-down process as the performance constraint for the
optimisations.

Ensuring that the optimum shock struts absorb at least the same level of kinetic energy
as the baseline system, the optimisations were carried out. Using the three objective
functions, up to 14.0%, 22.0% and 30.2% improvements were obtained with beneficial
shock struts over the conventional one, on the strut efficiency, the maximum strut load
and the maximum strut stroke, respectively. It was also shown that the inclusion of an
inerter led to significant advantages over the non-inerter designs.

We then carried out an energy analysis and it was shown that for the beneficial config-
urations according to the optimised criteria, more potential energy was unfortunately
stored in the strut and via tyre compliance at the end of the strut compression process.
This is undesirable since the stored potential energy needs to be released during the
elongation stage to pose more challenges and may even lead to a rebound. Hence an
energy dissipation constraint was implemented and the beneficial layouts obtained in the
previous optimisation were used as the candidate layouts for further optimisations. The
objective functions of the strut efficiency and the maximum strut load were considered.
However, from the optimisations it was shown that with this additional energy constraint
the performance benefits were limited. This was due to the use of a linear supporting
spring which stored more potential energy at the end of touch-down over the default
nonlinear spring. To ensure the system dissipated at least the same level of energy led to
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an increased work done by the strut, giving a worse maximum force or stroke than the
default system.

To overcome this, we proposed two approaches, one of which was to relax the energy dissi-
pation constraint, and the other one to use a double-stage supporting spring which could
store less potential energy than the nonlinear spring. With a relaxed energy dissipation
constraint, the performance improvements were reduced to 9.6% in the strut efficiency
and 9.0% in the maximum strut load. Then configurations with double-stage supporting
springs were introduced. It was shown that up to 11.9% and 20.0% improvements in the
strut efficiency and the maximum strut load were obtained, respectively.

Up to now, we have investigated the suppression of transient behaviour initiated by
external perturbations of, i.e. a sudden disturbance in Chapter 3 and initial impact in
this chapter. We will move on to considering the stability suppression problem in the
next chapter and exploring the issue of the self-excited vibrations.
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Chapter 5

Damper optimisation using bifurcation analysis for
zero-shimmy stability

5.1 Introduction

This chapter proposes a method of selecting the suppression device parameter values
to avoid the instability of self-excited oscillations. The effectiveness of this method is
demonstrated using the shimmy problem of a dual-wheel MLG. Based on a nonlinear MLG
model, a bifurcation study is carried out to capture the effects of shimmy-suppression
devices on the landing gear dynamics via continuation. With the proposed method, the
device parameter regions that ensure the aircraft is free from shimmy instability for any
forward speed within its operating region are identified. This parameter region is termed
as the zero-shimmy region, where the straight-rolling solution (zero solution) is stable and
no stable LCO shimmy solution. It shows the benefits of one proposed spring-damper
configuration on expanding the zero-shimmy regions over the conventional shimmy
damper, which facilitate the robustness of shimmy-suppression devices. The potential
of further extending such parameter regions are also explored with two inerter-based
devices.

The landing gear of any civil aircraft is required to be free from excessive vibrations
and any dynamic instabilities over a conservative range of operating conditions [44]. A
key source of such vibrations or instabilities is shimmy, which will reduce the structure
fatigue life or in some extreme cases, lead to severe structural failure [149]. The first
stage of designing suppression devices is normally to establish the parameter region for
which no instability exist. Once the region has been identified, the emphasis of the device
design shifts to minimising the maximum transient responses due to perturbations, see
Chapter 3.

73



Damper optimisation using bifurcation analysis for zero-shimmy stability

The MLG shimmy dynamics will be analysed using a nonlinear low-order model in this
work. Here the tyre will be modelled using the exact stretched-string formulation [150],
an extension of the model proposed by Von Schlippe and Dietrich in [151]. For the
representation of the landing gear structure, the torsional motion is a vital consideration
in capturing the shimmy mechanism, see [142] for example. Since real landing gear
systems exhibit various nonlinearities, the nonlinear dynamics of landing gear have
attracted significant research interest. In [152, 153], Thota et al. investigated the effects
of the geometric nonlinearity raised by a non-zero rake angle. They found that a lateral
bending motion becomes coupled with the torsional motion.

In this chapter, numerical continuation is used to assess the gear’s nonlinear response,
which has been shown as a useful tool [154]. Numerical continuation allows one to
track the stationary and periodic solution branches, and the quantitative change along
such branches, i.e. bifurcation points, as key parameters are varied. The method
can be supplemented with time-stepping simulations to fully understand the nonlinear
effects on the dynamic stability of the system. A review of bifurcation analysis applied
in nonlinear systems can be found in [155] and specific examples focused on aircraft
shimmy analysis in [143, 156, 157]. Other analytical analyses have been conducted in the
literature to investigate the nonlinear aircraft shimmy problem, based on the techniques
of perturbation analysis [158] and the incremental harmonic balance method [159].

In this chapter, we explore the influences of the passive shimmy-suppression devices on
the MLG shimmy dynamics via continuation analysis. Firstly a nonlinear mathematical
model of a typical MLG configuration reported in [156] is discussed in Section 5.2. The
geometry of this MLG is similar with the one used used in Chapter 3, except that a
non-zero rake angle is introduced here. Nonlinear coupling between different DOFs and
tyre dynamics are also considered. Comparing with the MLG used in Chapter 3, the
gear used in this chapter is more likely to be unstable. In Section 5.3, a passive device
consisting of a linear spring and damper in parallel (the shimmy damper) is considered
first. A bifurcation study is carried out using the continuation software AUTO [160],
which is integrated into a Matlab environment via the Dynamical Systems Toolbox [161].
This allows us to identify the device parameter region in which no sustained shimmy
oscillations occur over the entire operating speed range – zero-shimmy region. This region
in parameter space is shown to be quite narrow when a conventional shimmy damper is
used.

To expand this zero-shimmy region then provide a more robust device, a layout which adds
a linear spring in series with the shimmy damper is proposed. Its ability in expanding the
zero-shimmy region is assessed. It is shown that the use of this proposed spring-damper
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5.2 Formulation of nonlinear MLG model

configuration can result in a more robust device in terms of the device damping over that
of a conventional shimmy damper.

Based on the proposed beneficial spring-damper layout, configurations which include an
inerter are considered in Section 5.4, which have TVMD-type and TID-type layouts. The
original TVMD and TID layouts have been introduced in Section 2.3.3 while here an extra
centering spring is introduced to these original layouts. Further benefits on expanding
the zero-shimmy regions are observed in the two-parameter bifurcation diagrams.

Publications resulting from this work

Y. Li, C. Howcroft, S. A. Neild, and J. Z. Jiang, “Using continuation analysis to identify
shimmy-suppression devices for an aircraft main landing gear,” Journal of Sound and
Vibration, vol. 408, pp. 234–251, 2017.

5.2 Formulation of nonlinear MLG model

In this section, a typical dual-wheel MLG system reported in [156] is considered and
the formulation of a low-order mathematical model of the MLG is presented. The MLG
motion is modelled in terms of two DOFs; the gear torsional rotation and the lateral
bending. The dynamics of the shimmy-suppression device and elastic tyres are also
considered.

5.2.1 Dynamics of a MLG system

A sketch of the dual-wheel MLG is shown in Fig. 5.1 from different views. To capture
the nonlinear coupling between different DOFs, two frames are considered here, one is
a global frame and the other is a body frame. The global frame OXY Z is fixed to the
ground. Similar with Chapter 3, the X axis points in the aircraft direction of travel, the Z
axis vertically downwards, and the Y axis completes the right-handed coordinate system.
The MLG consists of a main strut, side-stay, torque links, axle assembly connected with
two wheels, etc. The top of the MLG is attached to the aircraft fuselage at the point A.
We consider a typical orientation of the side-stay here, which is mounted laterally with
respect to the main strut and is attached to the fuselage at the point F, as illustrated in
Fig. 5.1(a). The main strut, which is inclined to the Z axis by a non-zero rake angle φ„
is constructed of two cylinders or tubes. To keep the alignment of the wheels, a pair of
torque links is employed, with the upper link attached to the upper strut cylinder and
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Damper optimisation using bifurcation analysis for zero-shimmy stability

the lower one to the lower cylinder (piston), see Fig. 5.1(b). The end point of the piston
is labelled C and the wheel axle is offset from the point C via a caster of length e.

(a) (b) (c)

Fig. 5.1 The dual-wheel MLG geometry.

As can be seen from Fig. 5.2(a), the body frame Bξηζ is used in order to describe the
dynamics of the MLG system in the disturbed state. The axis ζ is rotated from the
Z axis along the Y axis by the rake angle φ, and is aligned with the strut axis. The
axis ξ is parallel with the caster while the axis η completes the right-handed coordinate
system. With a radius lδ, the lower gear is allowed to bend laterally about point B along
the ξ axis by the angle δ to represent the lateral compliance of the gear. We consider
kδ and cδ to capture the structural stiffness and damping of such lateral motion. The
gear below point B has a center of gravity located at the point D. The wheel and axle
assembly may rotate about the ζ axis with the torsion angle ψ, as shown in Fig. 5.2(b).
This represents the rotational compliance of the torque links that span the upper and
lower parts of the strut and are present to provide a rotational stiffness kψ. A torsional
damping cψ is also introduced to capture the MLG rotational damping. The MLG is
allowed to move vertically and the vertical displacement of point B is zB. A constraint
that the tyres must always contact the ground is assumed. Note that as in [156] we do
not consider any axial deflection here. Hence, δ and ψ are the two MLG DOFs.

The shimmy-suppression device is also fitted in the apex location between the upper and
lower torque links, as shown in Fig. 5.2(a). As introduced in Section 3.2.1, such device is
of translational characteristics but will have equivalent torsional properties. The DOF ‘ε’
across the device is introduced to represent the equivalent torsional motion of the shimmy-
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5.2 Formulation of nonlinear MLG model

suppression device. The overall equivalent torque Tψ generated by torsional damping,
torque link stiffnesses and shimmy-suppression device is illustrated in Fig. 5.2(b). As
presented in [44, 6] and Section 3.2.1, the torsional stiffness kψ is treated as a series
connection between the suppression device and the MLG torsional motion. Such MLG
torsional mechanism is illustrated in Fig. 5.3(a).

(a) (b)

Fig. 5.2 Schematic of (a) the MLG system in the disturbed state and the location of shimmy-
suppression device, (b) the ψ degree of freedom in the Cξη plane. The toque Tψ represents the
overall equivalent torque generated by torsional damping, torque link stiffness and shimmy-
suppression device.

In this work the MLG mathematical model is established using the Lagrangian method.
For each DOF, Lagrange’s equation holds,

∂

∂t

(
∂L

∂q̇i

)
− ∂L

∂qi
+ ∂D

∂q̇i
= Qi, (5.1)

where L is Lagrangian and L = T − U , T and U represent the kinetic and potential
energy of the MLG system, respectively. D is Rayleigh’s dissipative function, Qi is the
generalised force applied to the MLG system and qi is the generalised coordinate. When
deriving the equations of motion for the system, zB is temporarily treated as a MLG
DOF before being eliminated using a compatibility equation of the tyre-ground contact
constraint.

The MLG kinetic energy is

T = 1
2(mD|vD|2 + ωδTJDωδ + ωψTJDωψ), (5.2)
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where mD is the mass of the lower gear (below B), JD is the inertia matrix at point D in
the global frame, vD is the velocity vector of the point D, ωδ and ωψ are the angular
velocity vectors of the points D (lateral bending motion) and C (torsional motion),
respectively. The potential energy is

U = 1
2(kδδ2 + kψ(ψ − ε)2). (5.3)

The ε DOF, representing the motion across the shimmy-suppression device, can be elimi-
nated using a compatibility equation. The torque generated by the shimmy-suppression
device Td is balanced by the torsional spring torque kψ(ψ − ε), as illustrated in Fig. 5.3(a).
The expression for Td is dependent on the device layout. For the shimmy damper layout
(labelled L1) shown in Fig. 5.3(b), the compatibility equation is given by

Td = kdε+ cdε̇ = kψ(ψ − ε), (5.4)

where kd and cd denote the stiffness and damping of the device. It should be noted that
kd is included and fixed at a default value for all the shimmy-suppression device layouts
considered. This is to ensure the gear has sufficient rotational stiffness for centering the
gear. The default value of kd was determined via a scaling calculation based on [6], which
is 1.09 × 105 Nm/rad. The Rayleigh’s dissipative function is given by

D = 1
2(cδ δ̇2 + cψψ̇

2), (5.5)

where cδ and cψ are the damping coefficients of the respective DOF.

(a) (b)

L1

Fig. 5.3 View of (a) the MLG torsional mechanism, (b) the layout of the default shimmy
damper.

Now we need to determine the exact expression of T based on Eq. (5.2). We consider all
the terms in the global frame, so it is desirable to define the rotation matrix transforming
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the vectors from the body frame to the global one. As the global frame can be transformed
to the body frame via three rotations φ-δ-ψ in sequence, this matrix is given by

H =


cosφ cosψ + sinφ sin δ sinψ − cosφ sinψ + sinφ sin δ cosψ sinφ cos δ

cos δ sinψ cos δ cosψ − sin δ
− sinφ cosψ + cosφ sin δ sinψ sinφ sinψ + cosφ sin δ cosψ cosφ cos δ

 .
(5.6)

The position and velocity vectors of point B in the global frame are given by

rGB =


V t

0
−(zB + LA − lB cosφ)

 , vB = ṙGB =


V

0
−żB

 , (5.7)

where V is the aircraft forward speed, t is the time, LA is the MLG height, and lB is the
distance from points A to B. The position vector of point D in the body frame is given by

rbBD =


0
0
lD

 , (5.8)

where lD is the distance from B to D. Then, we obtain the position and velocity vectors
of point D in the global frame by

rGD = rGB +HrbBD, vD = ṙGD. (5.9)

Due to the sequenced rotations applied from global to body frames, the two angular
velocity vectors may be written as

ωδ =


δ̇ cosφ

0
−δ̇ sinφ

 , ωψ =


ψ̇ cos δ sinφ

−ψ̇ sin δ
−ψ̇ cosφ cos δ

 . (5.10)

The inertia matrix tensor is given by

JbD =


J bDξξ 0 0

0 J bDηη 0
0 0 J bDζζ

 , (5.11)
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where J bDWW represents the moment of inertia at point D with respect to W axis of the
body frame. Hence, the inertia matrix tensor in the global frame can be given by

JGD = HJbDH
T . (5.12)

Fig. 5.4 shows the external forces applied to the MLG system. There is a vertical force
FN acting on the point B and the gravitational force at point D, giving

FB =


0
0
FN

 , GD =


0
0

mDg

 , (5.13)

where FN = Mg, M is the mass of the fuselage and the upper part of the MLG (that
above point B), and g is the gravitational constant. At the ground-tyre contact points,
there are vertical forces Fzi and lateral forces Fyi, where i = L or R represents the force
applied to the left or right tyre. These are given by

Fzi =


0
0

−Fzi

 , Fyi =


−FziΛi sin θ
FziΛi cos θ

0

 , (5.14)

where Fzi is the magnitude of Fzi, θ = ψ cosφ cos δ is the angle between the wheel actual
travelling direction and the X axis. The expression of the coefficient Λi is dependent on
the tyre model and will be given in Section 5.2.2. The vertical forces are given by

FzL = 1
2(−aµkt + Fz), FzR = 1

2(aµkt + Fz), (5.15)

where kt is the tyre vertical stiffness, Fz is the total vertical force acting on the MLG
from the ground, and a is the track width, as illustrated in Fig. 5.4. The angle µ is given
by

µ = sin−1(sinφ sinψ + cosφ sin δ cosψ). (5.16)

Apart from the forces, the tyres also experience self-aligning moments Mki, as given by

Mki =


0
0

−CkiFzi

 , (5.17)
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where Cki will be given in Section 5.2.2. The velocity vectors at ground-tyre contact
points Ei are also needed for the calculation of the generalised forces. The positions of
Ei in the body frame are given by

rbBEi =


−(e+Ri sinφ)

∓a
2

lδ +Ri cosφ

 , (5.18)

where Ri is loaded radius of the left/right tyre. Ri can be expressed by

Ri = R − 0.2di, (5.19)

where R is the tyre unloaded radius, di = ∓1
2aµ, which represents the tyre deflections

(see Daugherty [162]). Then, the position and velocity vectors can be calculated by

rGEi = rGBi +HrbBEi, vEi = ṙGEi. (5.20)

Thus, the generalised force for each coordinate is calculated by

Qi = FB · ∂vB
∂q̇i

+GD · ∂vD
∂q̇i

+
∑
i=L,R

(Fyi + Fzi) · ∂vEi
∂q̇i

+
∑
i=L,R

Mki · ∂(ωδ + ωψ)
q̇i

. (5.21)

This completes the set of terms needed for Eq. (5.1).

As previously mentioned, the ground-contact constraint ensures the MLG always contacts
the ground. Therefore, the velocities of the contact points in the vertical direction should
equal 0, giving

vEi.Z = żB − ṙBEi.Z = 0, (5.22)

where vEi.Z and ṙBEi.Z are the Z components of vEi and ṙGBEi (rGBEi = HrbBEi), respec-
tively. Therefore, to satisfy this constraint for the two contact points, we have

żBL = ṙBEL.Z , (5.23)
żBR = ṙBER.Z . (5.24)

5.2.2 Tyre model

The exact stretched-string model detailed in [150] is used here to capture the tyre
dynamics, and will be discussed in two parts. The first part involves the forces applied
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(a) (b)

Fig. 5.4 View of (a) the general forces applied to the MLG, (b) the vertical forces acting at the
ground contact points of the two wheels.

to the MLG, i.e., the lateral forces Fyi and the self-aligning moments Mki. According to
the tyre model, to capture these forces, the definitions of coefficients Λi and Cki need to
be provided, written as

Λi = kλ tan−1(7 tanαi cos(0.95 tan−1(7 tanαi))), (5.25)

and

Cki =

kα
αm

π
sin(αi παm

) if |αi| ≤ αm

0 if |αi| > αm
, (5.26)

where kλ is the tyre restoring coefficient, αi = tan−1(λi

l
) is the tyre slip angle and l is the

tyre relaxation length. In Eq. (5.26), kα is the tyre self-aligning coefficient and αm is the
maximum slip angle. These definitions are taken from [153].

l

h

h

x

y

X

Y Pi P1i

P2i
λi

Ei

θ

Fig. 5.5 The stretched-string tyre model and the tyre deformation λi.
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The second part relates to the tyre dynamics at the ground-tyre contact plane. As shown
in Fig. 5.5, the local tyre frame Eixy is used and the actual shape of the tyre contact
line is defined by a function Pi(x, t), x ∈ [−h, h], where 2h is the contact patch length.
Consider a point Pi between the leading and trailing points (P1 and P2, respectively) of
the contact patch, it has a lateral deformation yi(x, t) along y axis. Then the absolute
position of the point Pi is given by

rGPi = rGEi + rGEPi =


rEi.X + x cos θ − yi(x, t) sin θ
rEi.Y + x sin θ + yi(x, t) cos θ

rEi.Z

 , (5.27)

where rEi.X , rEi.Y and rEi.Z denote the X, Y and Z components of the vector rGEi. Then
its velocity vector is given by

vPi = ṙGPi =


vEi.X + ẋ cos θ − θ̇x sin θ − θ̇yi cos θ − (ẏi + ∂yi

∂x
ẋ) sin θ

vEi.Y + ẋ sin θ + θ̇x cos θ − θ̇yi sin θ + (ẏi + ∂yi

∂x
ẋ) cos θ

vEi.Z

 , (5.28)

where vEi.X , vEi.Y and vEi.Z denote the X, Y and Z components of the vector vGEi.

Assuming the tyres are fully adhered to the ground leads to a zero velocity condition
at the point Pi, whereby each component of the vector vpi equals 0. Further algebraic
manipulation gives

ẏi = vEi.X sin θ − vEi.Y cos θ − xθ̇ − ∂yi
∂x

(θ̇yi − vEi.X cos θ − vEi.Y sin θ). (5.29)

The slope at P1i is related to the lateral deformation of the leading point λi by the
approximation

∂yi(h, t)
∂x

= −λi
l
. (5.30)

Substitution of Eq. (5.30) into Eq. (5.29) gives

λ̇i = vEi.X(sin θ − λi
l

cos θ) − vEi.Y (cos θ + λi
l

sin θ) − (h− λ2
i

l
)θ̇. (5.31)
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5.2.3 Equations of motion

The equations of motion of the MLG system for qi = δ, ψ and zB are now written in the
compact form

N δ
11δ̈ +N δ

12z̈B +N δ
21δ̇

2 +N δ
22δ̇ψ̇ +N δ

3 δ̇ +N δ
4 δ +N δ

5LFzL +N δ
5RFzR +N δ

6 = 0, (5.32)
Nψ

1 ψ̈ +Nψ
21δ̇

2 +Nψ
3 ψ̇ + Td +Nψ

5LFzL +Nψ
5RFzR = 0, (5.33)

N z
11z̈B +N z

12δ̈ +N z
21δ̇

2 − FzL − FzR +mDg + FN = 0. (5.34)

Via necessary substitutions, we obtain

FzL = 1
2(−aµkt +N z

11z̈BL +N z
21δ̇

2 +mDg + FN), (5.35)

FzR = 1
2(aµkt +N z

11z̈BR +N z
21δ̇

2 +mDg + FN), (5.36)

where z̈Bi is obtained via differentiation of the two constraints Eqs. (5.23) and (5.24).
The expression of the shimmy-suppression dynamics, given by Eq. (5.4), is specific to
the type of the device considered. Hence, the three second-order differential equations
Eqs. (5.32)–(5.34), the first-order differential equation Eq. (5.31) for tyres, along with
Eq. (5.4), complete the equations of motion for the MLG system.

The coefficients N b
aa for the equations of motion are given as follows. For Eq. (5.32),

N δ
11 = J bDξξ + (J bDξξ − J bDηη) cos2 ψ +mDL

2
D cos2 δ,

N δ
12 = mDlD cosφ sin δ, N δ

21 = L2
D(1 − 2mD) cos δ sin δ,

N δ
22 = −2(J bDξξ − J bDηη) cosψ sinψ, N δ

3 = cδ, N δ
4 = kδ,

N δ
5i = N δ

5i1(−e−Ri sinφ) +N δ
5i2(lδ +Ri cosφ) ∓ 1

2aN
δ
5i3 + Cki sinφ,

N δ
6 = lDmDg sin δ cosφ,

where i = L/R and

N δ
5i1 = Λi sinψ(sinφ cos δ sin θ + sin δ cos θ) + cosφ cos δ sinψ,

N δ
5i2 = Λi(− sinφ sin δ sin θ + cos δ cos θ) − cosφ sin δ,

N δ
5i3 = −Λi cosψ(sinφ cos δ sin θ + sin δ cos θ) − cos δ cosψ cosφ.
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Table 5.1 Parameters values used in the analysis

Symbol Parameter Value
MLG parameter

a Track width 0.5 m
cδ Lateral damping of the strut 300 Nms/rad
cψ Torsional damping of the wheel assembly 300 Nms/rad
e Caster length 0.12 m
kδ Lateral stiffness of the strut 6.1 × 106 Nm/rad
kψ Effective torsional stiffness of the torque links 3.8 × 105 Nm/rad
JbDξξ Moment of inertia at D with respect to ξ axis 200 kgm2

JbDηη Moment of inertia at D with respect to η axis 250 kgm2

JbDζζ Moment of inertia at D with respect to ζ axis 100 kgm2

lD Distance from B to D 0.72 m
lδ Radius of lateral bending motion 0.75 m
mD Mass of the MLG bending part 500 kg
φ MLG rake angle 0.0524 rad (3◦)

Tyre parameter
h Half of contact patch length 0.1 m
kt Tyre vertical stiffness 7.0 × 105 N/m
kα Tyre self-aligning coefficient 1.0 m
kλ Tyre restoring coefficient 0.002 /rad
l Relaxation length 0.3 m
R Tyre unloaded radius 0.362 m
αm Maximum slip angle 0.1745 rad

Shimmy-suppression device parameter
kd Device stiffness 1.09 × 105 Nm/rad

Other
g Gravitational constant 9.81 m/s2

M Mass of the fuselage and the upper MLG 19.9 t
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For Eq. (5.33),

Nψ
1 = J bDζζ , Nψ

21 = (J bDξξ − J bDηη) cosψ sinφ, Nψ
3 = cψ,

Nψ
5i = Nψ

5i1(−e−Ri sinφ) +Nψ
5i2(lδ +Ri cosφ) ∓ 1

2aN
ψ
5i3 − Cki cosφ cos(δ),

where i = L/R and

Nψ
5i1 = Λi sin θ(sinφ sin δ cosψ − sinψ cosφ) + cosφ sin δ cosψ + sinφ sinψ,

Nψ
5i2 = −Λi cosφ cos δ cos θ,

Nψ
5i3 = −Λi(cos δ sinψ cos θ − sin θ(cosφ cosψ + sinφ sin δ sinψ)) + sinφ cosψ

− cosφ sin δ sinψ.

For Eq. (5.34),

N z
11 = mD, N z

12 = mDlD cosφsinδ, N z
21 = mDlD cosφ cos δ.

The parameter values shown in Table 5.1 are used for the MLG system and are mostly
taken from [156]. Similar one- and two-parameter bifurcation diagrams with those in
[156], for example, Figures 9 and 10, are obtained with the presented model without
installing the shimmy-suppression device here. Hence, this model is validated for a
further analysis. The stiffness for the shimmy-suppression device, kd, is calculated via
the scaling analysis based on [6]. Note that all the parameters in Table 5.1 are fixed in
the following discussions.

5.3 Analysis of non-inerter shimmy-suppression devices

Using the model presented in Section 5.2, the influence of two shimmy-suppression devices
on MLG dynamics are investigated in this section, the first of which is the traditional
shimmy-suppression device, the shimmy damper, shown in Fig. 5.3(b). Its effects on the
MLG dynamic stability are studied via continuation. The continuation approach allows
the region in parameter space in which no unstable solutions exist at any velocity within
the operating range, the zero-shimmy region, to be identified. This is achieved via two-
parameter bifurcation analysis in terms of forward velocity V and shimmy-suppression
device damping cd. The second proposed device comprises a spring-damper layout and
the influence of this configuration on expanding the zero-shimmy region is explored. This
zero-shimmy region, in which no sustained oscillations exist, has previously been studied
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in terms of operating conditions, see for example [163, 164]. Here it is considered also in
terms of device parameter values.

5.3.1 The default shimmy damper

In this subsection, the effects of a shimmy damper are analysed. The device stiffness
kd is fixed to 1.09 × 105 Nm/rad and the influence of the device damping cd on the
MLG shimmy dynamic behaviour is investigated using time-stepping method. Then,
choosing the aircraft forward speed as the continuation parameter while setting cd to
three example values, one-parameter bifurcation diagrams are constructed showing both
the stability of the MLG straight-rolling and LCO solutions within a certain range of
speeds. After that, we treat cd as a second continuation parameter and the resulting
two-parameter bifurcation diagram is given in the parameter plane of the MLG forward
speed and cd. Regions in which different types of shimmy oscillations occur as well as
stable zero-shimmy behaviour are identified in this parameter space.

Examples of shimmy oscillations

Figure. 5.6(a) shows the MLG time series response for V = 20 m/s and (b) for V = 40
m/s when cd = 3.6 × 104 Nms/rad. After applying a perturbation to the zero-shimmy
state, the MLG is found to oscillate and settle down to a periodic solution, shown in the
figure in terms of the torsional motion ψ, lateral bending motion δ∗ and tyre deflection
λ. Here, δ∗ represents the resulting deflection of δ DoF at the point C and λ is the
time history of λL or λR since the left/right tyre experiences the same deflection in the
ground contact plane. It can be seen from Fig. 5.6(a) that the maximum deflection angle
of ψ is 3.7 degrees while the maximum amplitude of δ∗ is only of the order of 10−4 m.
Hence, we define the solution as a kind of torsional-dominated shimmy (we refer to this
as ψ-shimmy). Similarly, we observe that the response in Fig. 5.6(b) is dominated by the
lateral bending motion and hence is referred to as δ-shimmy.
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(a)

(b)

Fig. 5.6 Time histories of the MLG with cd = 3.6 × 104 Nms/rad experiencing (a) ψ-shimmy
for V = 20 m/s and (b) δ-shimmy for V = 40 m/s.

One-parameter continuation

From Fig. 5.6, it can be observed that for a given set of parameter values, the system
may experience different types of shimmy oscillations at different velocities. It is also true
that for a given velocity the MLG can exhibit different periodic solutions with different
initial conditions of the system. However, traditional time-stepping simulation methods
have the limitation that they cannot systematically identify all periodic solutions for
a given set of parameter values. Therefore, a bifurcation study is conducted here to
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investigate the topology of multiple MLG straight-rolling and LCO solutions; see [165]
as an example for details of bifurcation theory.

A one-parameter bifurcation analysis is now performed with the aircraft forward speed
V as the continuation parameter. Fig. 5.7(a) shows with respect to V the maximum
amplitudes of MLG periodic solutions in terms of torsional motion ψ and lateral bending
motion δ∗ when cd = 3.6 × 104 Nms/rad. Here, δ∗ represents the resulting deflection
of δ DOF at the point C. The stable solutions are represented by blue solid lines and
unstable by red dashed ones. At low forward speeds, the straight-rolling solution is
observed, which represents zero shimmy. When V is 13.4 m/s, the zero-shimmy solution
loses stability and shimmy occurs. This qualitative change in behaviour is due to a
Hopf bifurcation (labelled H) corresponding to a pair of complex conjugate eigenvalues
crossing the imaginary axis in the complex plane; this gives birth to a periodic solution.
This periodic branch ends with another Hopf point at V = 33.8 m/s. Along this branch,
stability is changed at V = 30.8 m/s, with the existence of a torus bifurcation point
(labelled T), resulting from a pair of complex eigenvalues with unit modulus. Note that
for V = 20 m/s (point A in Fig. 5.7(a)) the maximum deflection angle of ψ is 3.7 degrees
while the maximum amplitude of δ∗ is only of the order of 10−4 m. It can be observed
that along this branch the maximum deflection angle of ψ is always more significant
than that of δ∗. Hence this branch represents ψ-shimmy. Moreover, there is another
branch of periodic solutions which is connected by a further pair of Hopf bifurcation
points. Following this branch, initially the solution is unstable but regains stability when
a torus point is traversed at V = 27.4 m/s. Similarly, we observe that the response
in this branch is dominated by the lateral bending motion, see V = 40 m/s (point B
in Fig. 5.7(a)) as an example, and hence is referred to as δ-shimmy. Note that there
is a velocity region bounded by the two torus bifurcations, where both branches are
stable; within this bistable region the initial perturbation determines which solution
branch will be observed. Figs. 5.7(b) and (c) show one-parameter bifurcation diagrams
for smaller device damping: (b1) and (b2) for cd = 5.0 × 103 Nms/rad; (c1) and (c2) for
cd = 2.0 × 103 Nms/rad. In contrast to the results shown in Fig. 5.7(a), for both cases,
only one branch is observed and along this branch the solutions are stable. Since the
δ-component is more significant in Fig. 5.7(b), the branch is δ-shimmy while that shown
in (c) is a ψ-shimmy branch.

Two-parameter continuation

As observed in Fig. 5.7, the device damping cd plays a significant role in the MLG
dynamic behaviour. Hence, in order to investigate the influence of the device damping
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(a1) (a2)

H
H H

H

T

T

A

B
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H H
H

T
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B

(b1) (b2)

(c1) (c2)

H H H H

H H H H

Fig. 5.7 One-parameter bifurcation diagrams in V. Panels (a1) and (a2) are for the damping
cd = 3.6 × 104 Nms/rad; (b1) and (b2) for the damping cd = 5.0 × 103 Nms/rad; (c1) and (c2)
for cd = 2.0×103 Nms/rad. Shown are the maxima of the torsional angle ψ (left column) and of
deflections δ∗ (right column). Stable solutions are represented by blue solid lines and unstable
solutions by red dashed lines; Hopf bifurcation points (H) are shown as red dots, and torus
bifurcation points (T) as no-fill circles. The star points A and B in (a1) and (a2) correspond to
the cases in which V = 20 and 40 m/s, respectively.
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cd, we choose cd as the second continuation parameter and construct a two-dimensional
bifurcation diagram in the (V , cd)-plane. This is illustrated in Fig. 5.8. Fig. 5.7 represents
the three slices cd = 3.6 × 104, 5.0 × 103 and 2.0 × 103 Nms/rad in the two-dimensional
plane. The red curves in Fig. 5.8 are Hopf curves which are formed via the continuation of
the Hopf point H in the one-dimensional plane. In the (V , cd)-plane, we observe two Hopf
curves intersected with a pair of Hopf-Hopf points (labelled HH). Two curves of torus
bifurcations emerge from the two HH points. The third Hopf curve is observed in the
lower area of the (V , cd)-plane. As discussed in the one-parameter bifurcation analysis,
the existence of Hopf points represents the onset of shimmy oscillations. Similarly, in
Fig. 5.8, these Hopf curves bound regions of different shimmy behaviour. In particular, we
find two ψ-shimmy (left-shaded) and one δ-shimmy (right-shaded) region. Grey-shaded
areas indicate (V , cd) regions in which no shimmy solutions exist. Consequently, a region
cd ∈ (2754.1, 3019.4) bounded by the two blue lines, see insert plot in Fig. 5.8, is also
observed. In this region the landing gear will not have sustained shimmy oscillations at
any forward speed over the operating range 0–200 m/s. Specifically, this indicates that if
the damping of the shimmy damper is designed in the range (2754.1, 3019.4), the MLG
will be free of shimmy for any value of V –this is the zero-shimmy region.

5.3.2 A beneficial spring-damper layout

From Fig. 5.8, we found that if the damping of the shimmy damper is designed in the
zero-shimmy region, the MLG will be free from instabilities for any forward velocity.
However, this zero-shimmy region (2754.1, 3019.4) is quite narrow, so placing tight
requirements for the design of the damper, such that it remains in this region for all
operating conditions while also accounting for other damping contributions such as joint
friction. Hence, it is desirable to expand this zero-shimmy region to provide a more
flexible design requirement, hence increased device robustness. To achieve this, we now
investigate how varying the stiffness properties will affect the zero-shimmy region.

Note that the focus of this work is the shimmy-suppression device while the structural
stiffness as listed in Table 5.1 will not be changed. The suppression device comprises a
torsional stiffness ks connected in series to a spring-damper pair. This configuration is
denoted L2 and is depicted in Fig. 5.9. Panel (a) illustrates that, when equipped with the
shimmy damper, kψ and ks contribute to give the effective stiffness kψe. These stiffnesses
are related by the expression

kψe = ( 1
kψ

+ 1
ks

)−1. (5.37)
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HH

HH

cd = 3.6 × 104

cd = 5.0 × 103

cd = 2.0 × 103

No shimmy δ-shimmy ψ-shimmy

Fig. 5.8 Two-parameter bifurcation diagrams in the (V , cd)-plane of the MLG with the shimmy
damper. The regions of no shimmy, torsional ψ-shimmy and lateral δ-shimmy are shown. The
points labelled HH are double Hopf points.

(a) (b)

L2

Fig. 5.9 View of (a) the effective structural stiffness kψe, (b) the proposed spring-damper device
layout.
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We note that if ks = ∞, kψe would equal kψ, otherwise kψe < kψ. Now we can investigate
the effects of varying kψe via varying ks of L2 on the two-parameter bifurcation diagrams.
Fig. 5.10 shows a series of continuations in the (V , cd)-plane when varying the values of
ks. The black lines in Fig. 5.10(a) which represents ks = ∞ case is equivalent to that
in Fig. 5.8. Note that the torus bifurcations curves are omitted for Fig. 5.10 and the
following two-parameter bifurcation diagrams. The dominant types of shimmy oscillations
are similar to these shown in Fig. 5.8 and so are not marked by shading in this plot.
It can be observed from Fig. 5.10(a) that when decreasing ks from ∞, the δ-shimmy
region shrinks and the two ψ-shimmy regions become more significant. This indicates
that a smaller ks, and hence a smaller torsional stiffness, would stabilise the MLG
δ-shimmy while destabilising the ψ-shimmy. Fig. 5.10(b) shows that if ks is decreased to
5.9 × 105 Nm/rad, the δ-shimmy region disappears and a wide zero-shimmy region is
found. However, if ks is reduced further, the two ψ-shimmy regions intersect each other
eliminating the zero-shimmy region.

(a) (b)

Fig. 5.10 Two-parameter bifurcation diagrams in the (V , cd)-plane for varying the stiffness ks
(Nm/rad) of L2.

To identify the sensitivity of the system to the variations of ks in L2 qualitatively, four
boundary points of the three shimmy regions in the (V , cd)-plane are defined, as shown
in Fig. 5.11(a). BP1 and BP3 are the boundary points of the upper and lower ψ-shimmy
regions, respectively. BP2u and BP2l represent the upper and lower boundaries of the
δ-shimmy region. As ks is varied the cd values of these four boundary points form
four curves in Fig. 5.11(b), and the grey area represents the zero-shimmy region. It
can be observed that the red (BP3) and blue (BP1) lines intersect at ks = 4.73 × 105

Nms/rad. When ks is increased from this value, the zero-shimmy region is growing to
the maximum until the green lines, i.e. the δ-shimmy region, arise at ks = 7.86 × 105

Nms/rad. The grey area then splits into two parts, one is bounded by BP3 and BP2u,
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the other by BP1 and BP2l. Fig. 5.11(c) shows the width of the grey area with respect
to the value of ks and we define this width as the width in damping of the zero-shimmy
region. It can be seen that the zero-shimmy region is largest in terms of damping values
(cd ∈ (3813.7, 14032.7)) at ks = 7.86 × 105 Nms/rad; at this point the width in damping
of this region is 1.02 × 104 Nms/rad (14032.7 − 3813.7), which is approximately 38 times
what is obtainable with the shimmy damper alone (ks = ∞). After the maximum value,
the width in damping of the zero-shimmy region reduces sharply, as shown by the two
green lines of Fig. 5.11(c). Therefore, comparing with the original shimmy damper case,
this beneficial spring-damper layout L2 is seen to provide a greater allowable damping
range over which the MLG will be free from shimmy for all operating velocities.

(a) (b)

(c)

BP2u

BP2l

BP3

BP1

Fig. 5.11 (a) The definitions of four boundary points in two-parameter bifurcation diagrams
in the (V , cd)-plane, (b) the damping values of four boundary points when varying ks and
no-shimmy region in the (ks, cd)-plane, (c) the width in damping of the zero-shimmy region for
the variation of ks.
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5.4 Effects of inerter-based shimmy-suppression devices

The performance improvements obtained by the inerter-based vibration-suppression
devices have been identified for many industrial applications, as introduced in Section 2.3.
In this section, two variations on layout L2 that include inerters are considered. The
MLG’s sensitivity to the parameters of these two inerter-based layouts are investigated and
their performance advantages on expanding the zero-shimmy regions are then discussed.

5.4.1 Two candidate inerter-based shimmy-suppression layouts

Fig. 5.12 shows two inerter-based shimmy-suppression layouts proposed in this work,
labelled LI1 and LI2. The layouts are inspired by work on the vibration suppression of
buildings. LI1 is referred as a TVMD-type layout, which includes the inerter in parallel
with cd and kd of L2. This layout was first proposed by Ikago et al. in [4] and was called
the tuned-viscous-mass-damper (TVMD). The original layout excludes kd; we propose
kd here to function as a centering spring. LI2 is a TID-type layout; the original TID
(tuned-inerter-damper) layout was introduced by Lazar et al. in [5]. The spring ks was
not introduced in the original layout but is considered here, again acting as a centering
stiffness. Note that for both layouts, we focus on the effects of ks and b while fixing kd
to the value used for the default shimmy damper, 1.09 × 105 Nm/rad. Note also that the
two layouts are equivalent to layout L2 if b is set to zero.

(a) (b)

LI1 LI2

Fig. 5.12 Two candidate inerter-based device layouts, (a) TVMD-type LI1, (b) TID-type LI2.
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5.4.2 Effects of layout LI1

Fig. 5.13 shows two-parameter bifurcation diagrams for the layout LI1 for several rep-
resentative values of ks when fixing b to different values in the range of b ∈ [20, 150]
Nms2/rad. Note that b = 0 result is equivalent to the L2 bifurcation plots of Fig. 5.10.
Several qualitative changes in the appearance of the δ-shimmy regions are observed here.
When the inertance b is relatively small such as b = 20 Nms2/rad, changing ks produces
a similar effect to that observed for L2 (b = 0). Hence, the width of the zero-shimmy
region reaches its maximum just before the δ-shimmy occurs. When b is increased to 30
Nms2/rad, the first qualitative change is observed – the δ-shimmy curve appears as a
narrow-strip below the boundary point BP1 (recall the points BP1, BP2u, BP2l and BP3
from Fig. 5.11(a)) and moves upwards for larger ks. Consequently, for b = 30 Nms2/rad,
the zero-shimmy region is bounded by two points BP1 and BP3 and is maximised just
before the upper boundary of the δ-shimmy region BP2u exceeds BP1. Increasing b to
70 Nms2/rad produces a similar variation as that seen for b = 30 Nms2/rad case but now
the shape of the δ-shimmy region when it appears is a small circle. When b equals 100
Nms2/rad, the upper boundary of the δ-shimmy region appears higher than BP1. Similar
variation trends of the δ-shimmy region are observed for b = 130 and 150 Nms2/rad.

Note that for the b ∈ [70, 150] Nms2/rad cases, an additional (third) ψ-shimmy dominated
region is observed, as illustrated in Figs. 5.13(c)–(f). However, as this region is much
lower than the point BP1 vertically in the (V , cd)-plane, it will not affect the zero-shimmy
region. It can be seen that a higher b or ks will give rise to a higher third ψ-shimmy
region. For b = 130 Nms2/rad, the upper boundary of the third ψ-shimmy region is
lower than BP1 when the δ-shimmy occurs. Here the widest zero-shimmy region is
still determined by the two points BP1 and BP3. In contrast, for b = 150 Nms2/rad,
the upper boundary of the third ψ-shimmy region grows higher than BP1 before the
appearance of the δ-shimmy region. Therefore in this situation, the zero-shimmy region
is determined by BP3 and the upper boundary of the third ψ-shimmy region, and reaches
the maximum just before the δ-shimmy emerges.

The boundary points in the (V , cd)-plane are plotted in Figs. 5.14(a1) and (a2) as ks and
b vary. The zero-shimmy regions are shaded in grey and the vertical lines indicate the
maximum width in damping of the zero-shimmy region occurs. In contrast to the results
for the layout L2, the lower bounds of the grey areas are not just dependent on BP1 and
the maximum width in damping of the zero-shimmy region is not always determined by
the appearance of the δ-shimmy. The variation of this width with respect to b (vertical
lines in Figs. 5.14(a1) and (a2)) is plotted in Fig. 5.14(b). It can be observed that when
b = 140 Nms2/rad and ks = 6.38 × 105 Nm/rad, the width of the zero-shimmy region is
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(a) (b)

b = 20 b = 30

�
�✠

δ-shimmy

(c) (d)

b = 70 b = 100

✚
✚✚❂

✚
✚✚❂

ψ-shimmy ψ-shimmy

(e) (f)

b = 130

✚
✚✚❂

ψ-shimmy

b = 150

✚
✚✚❂

ψ-shimmy

Fig. 5.13 Two-parameter bifurcation diagrams in the (V , cd)-plane for varying the stiffness ks
(Nm/rad) and b (Nms2/rad) of LI1.
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maximised to 1.12 × 104 Nms/rad (13561.6 − 2319.1), with a maximal 9.8% improvement
over that with L2 (1.02 × 104 Nms/rad). One notable benefit of the LI1 layout over L2
is that the lower bound of this region, 2319.1 Nms/rad, is significantly smaller than that
of L2, 3813.7 Nms/rad. This is potentially beneficial from a manufacturing perspective.

(a1) (a2)

(b)

Fig. 5.14 (a) The damping values of boundary points when varying ks (Nm/rad) and b
(Nms2/rad) of LI1, (b) the maximum width in damping of the zero-shimmy region for the
variation of b.

5.4.3 Effects of layout LI2

The same approach is now taken to investigate the influence of layout LI2. Fixing b of
LI2 to the specific values, 50 and 100 Nms2/rad, and then varying ks, the variations of
the bifurcation diagrams in the (V , cd)-plane are obtained and shown in Fig. 5.15.
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(a)

b = 50

(b1) (b2)

b = 100

✟✟✟✙

δ-shimmy

b = 100

Fig. 5.15 Two-parameter bifurcation diagrams in the (V , cd)-plane for varying the stiffness ks
(Nm/rad) and b (Nms2/rad) of LI2.

(a) (b)

Fig. 5.16 (a) The damping values of four boundary points when varying ks (Nm/rad) and b
(Nms2/rad) of LI2, (b) the maximum width in damping of the zero-shimmy region for the
variation of b.
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The zero-shimmy parameter regions are plotted in the (ks, cd)-plane in Fig. 5.16(a). As
for the b = 0 case (layout L2), when b = 50 Nms2/rad the maximum width in damping
of the zero-shimmy region arises just before the occurrence of δ-shimmy. If b is increased
further, such as to 100 Nms2/rad, a relatively small ks will result in a δ-shimmy as shown
in Fig. 5.15(b1). This changes rapidly with the variation of ks and disappears if ks is
allowed to increase sufficiently. The zero-shimmy region is affected by this δ-shimmy.
Hence, as illustrated by the zero-shimmy areas bounded by the magenta and black lines
of Fig. 5.16(a), the left boundaries are not formed by smooth curves. A further increased
ks leads to the appearance of another δ-shimmy region. It can be seen that the width in
damping of the zero-shimmy region reaches its maximum value just before this δ-shimmy
arises. As with in Fig. 5.14(b), Fig. 5.16(b) gives the width in damping of the widest
zero-shimmy region of Fig. 5.16(a) for each b. It can be calculated that the maximum
width in damping of the zero-shimmy region increases with b, however, a much larger ks
is required to obtain this maximum value. When comparing with the layout LI1, this
growth trend ends with b = 140 Nms2/rad and gives the maximum width in damping
as 1.91 × 104 Nms/rad. This width provides a 87.2% improvement over that of L2. It
should be noted that this improvement is determined by achievable values of b and ks
which in turn are likely to result in the shimmy-suppression device having a feasible size
and weight.

5.5 Concluding remarks

This chapter was focused on the effects of several shimmy-suppression devices on a MLG
system using bifurcation analysis, and proposed a method of selecting the device parameter
values to prevent shimmy instability for any forward speed within the operating region.
Using this method, it was shown that the use of a proposed spring-damper configuration
can result in a more robust device in terms of the zero-shimmy stability over that of a
conventional shimmy damper. Two inerter-based shimmy-suppression devices were also
considered and yielded further benefits in terms of expanding the zero-shimmy regions in
the two-parameter bifurcation diagrams.

Different from Chapter 3, the MLG system considered in this chapter was extended to
account for the effects of system nonlinearity, such as geometric nonlinearity, coupling
between different DOFs and nonlinear tyre dynamics. A nonlinear mathematical model
was developed in terms of MLG torsional rotation, lateral bending and the tyre dynamics,
alongside shimmy-suppression device motion. For the MLG equipped with a conventional
shimmy damper, if the aircraft was operating under different forward velocity, we observed

100



5.5 Concluding remarks

two types of shimmy oscillations using time-stepping method, namely ψ-shimmy and
δ-shimmy. A bifurcation study was then carried out to investigate the effects of the
shimmy-suppression devices on the gear dynamics as two continuation parameters, the
forward velocity V and the device damping cd, were varied. One- and two-parameter
bifurcation diagrams were presented to demonstrate how the MLG dynamics were affected
by the parameter values of shimmy-suppression devices.

The first device analysed was the shimmy damper, labelled L1. The two-parameter
bifurcation diagram in the (V , cd)-plane found that, to ensure the MLG was free of
shimmy instability for any forward velocity, the damping of the shimmy damper needed
to be designed within a narrow range. This device damping range was defined as the
width in damping of the zero-shimmy region and indicate the robustness of the device.
Hence it needs to be enlarged to provide a larger parametric operating range for the
damping device. The second layout labelled L2 was achieved by adding an additional
spring ks in series with the shimmy-damper layout, altering the effective torsional stiffness
of the system. A series of two-parameter bifurcation diagrams in the (V , cd)-plane were
obtained with respect to ks and for a range of ks values, an enlarged zero-shimmy region
was observed. The maximum width in damping of this zero-shimmy region was about 38
times that obtained by the shimmy damper.

Two inerter-combined layouts LI1 and LI2 were then proposed. The effects of changing
the parameter values of LI1 and LI2, namely ks and b, on the two-parameter diagrams in
the (V , cd)-plane were investigated. It was found that for LI1, the width in damping of
the zero-shimmy region was maximised, with a maximal 9.8% improvement over that
obtained with L2. One notable benefit of the LI1 layout over L2 was that the lower bound
of this maximum zero-shimmy region was significantly smaller than that of L2. For LI2,
the maximum width in damping of the zero-shimmy region increased significantly with
growing b and ks.

In Chapters 3, 4 and this chapter, we demonstrated the effectiveness of the proposed
optimal design methodologies for passive vibration suppression devices, which focused on
the device configuration level with idealised components (springs, dampers and inerters).
There was no emphasis on the physical realisations of such components in a device which
it is significant during an engineering design process. In the following chapter, this gap
will be filled by introducing a systematic design approach on optimising the physical
device arrangement of a mechanical/hydraulic device.
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Chapter 6

Optimal physical device arrangements for a hydraulic
engine mount

6.1 Introduction

In this chapter, we focus on suppressing steady-state oscillations with optimised vibration
suppression devices. Here we consider hydraulic engine mounts optimising over a wide
frequency range. A systematic mechanical design approach is proposed to identify optimal
physical device arrangement, i.e. fluid passageways, within the hydraulic engine mount.
This approach allows all possible networks with predetermined topologies and geometries
of fluid passageways to be optimised. Based on the low-frequency optimisations, the
performance advantages of beneficial fluid passageways on the maximum displacement
transmissibility are demonstrated. Due to the trade-off between the low-frequency and
high-frequency performance criteria, optimisations are extended to a wider frequency
range and the effects of nonlinear decoupler and flow restriction are accounted for. The
nonlinear dynamics are analysed using a combination of time-stepping and continuation
methods.

As introduced in Section 2.1.2, engine mount design is crucial to achieve longer fatigue
life, reduced noise and enhanced passage comfort for road vehicles. In the current drive
for more light-weight and flexible vehicles, enhancing the capabilities of engine mounts
becomes even more important. Apart from the function of supporting the engine, a good
engine mount must satisfy two design requirements, each over a specific frequency range.
Firstly, the mount needs to be ‘soft’ to isolate the car body from unbalanced engine forces
that are in the frequency range 25–250 Hz. In addition, to protect the connecting parts
between the engine and chassis, it is desirable to constrain the engine-chassis displacement
resulting from low-frequency high-amplitude excitations. Such excitations are typically
in the range of 0–30 Hz, such as idle shake or travelling over bumpy road [166]. Due to
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this conflict, frequency-dependent mount behaviour is required. Consequently, hydraulic
mounts were proposed to provide frequency-dependent amplitude-sensitive stiffness and
damping, improving the dynamic properties over those of rubber-metal mounts [167].

A typical passive hydraulic engine mount [8] is illustrated as Fig. 6.1 and described in
more detail in Section 6.2.1. As introduced in Section 2.2.1, the inertia track and the
decoupler are two fluid paths to allow the fluid passing through while we treat the inerter
track as the fluid passageway here. To capture the mount dynamic properties, numerous
efforts have been made to model it as a linear system [166, 168, 169]. The nonlinear
features have also been studied in [8, 170–173], both theoretically and experimentally.

Fig. 6.1 Cross-section schematic of a typical hydraulic passive engine mount (reproduced from
[8]).

Numerous studies have also been made to improve the engine mount performances. Apart
from optimum tuning of the conventional mount properties, such as the rubber stiffness,
piston area, fluid inertia, volumetric stiffness and damping [57–59], altering the mount’s
interior arrangements to improve flow motion has been considered in [72, 73, 174–177].
Controllable cross-section area [72] and length [73] of inertia track are achieved via
semi-active means, as well as improved performance. Zhang et al. [176] investigated the
dynamic responses of hydraulic mounts with multiple parallel inertia tracks for 0-30 Hz
using linear and nonlinear lumped parameter models. The orifice was considered as a
flow passageway type in [177] and its inclusion leads to a broadband device. However,
in this area, experimental examination and analytical validation are limited to low
frequency ranges. Furthermore, designs with multiple inertia tracks are considered in
other hydraulic-rubber isolators, such as hydraulic bushings [85, 178, 179].
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Up to now, most efforts for designing interior fluid passageways in a mount were via
a ‘trial and error’ approach, with the main emphasis of the work on modelling. The
improvement is limited due to the fact that there are countless possible designs that
have not been covered by these studies. Furthermore, the optimum tuning work is
restricted to specific operation conditions while the compromise of two conflicting low-
and high-frequency design requirements is not considered in the optimisation process.

This chapter presents a systematic optimum design approach to explore all potential fluid
passageway designs with predetermined passageway number and geometry constraints.
Firstly a conventional hydraulic mount reported in [8] is discussed in Section 6.2. The
nonlinear mathematical model for a full range of concerned frequency is presented. A
linearised low-frequency model that ignores the effects of decoupler is also introduced,
alongside the equivalent mechanical network using the mechanical-electrical-hydraulic
analogy (see Section 2.3.2). In addition, considering the design requirements, two
performance criteria, displacement transmissibility for low frequency and dynamic stiffness
amplitude for high frequency, are proposed. Both time-stepping and continuation methods
are used to analyse the high-frequency dynamic behaviour.

In Section 6.3, two types of fluid passageways are considered, one is the capillary inertia
track and the other one is flow restriction. We then propose all possible topologies
considering up to four fluid passageways. Using the linearised low-frequency model,
optimisations are carried out to minimise the maximum displacement transmissibility
with predetermined fluid passageway geometries and numbers. It is shown that the
low-frequency responses obtained with linearly optimised solutions are affected notably
by the decoupler mechanism and the high-frequency performances deteriorate slightly
comparing with the default system. To address these, optimisations are extended using
a nonlinear model in Section 6.4, and by limiting high-frequency dynamic stiffness.
From the results it is shown that the improvement on low-frequency cost function is
reduced if the high-frequency constraint is applied. A sensitivity analysis of low-frequency
performances to high-frequency constraint is then carried out and it is shown that if the
high-frequency constraint is relaxed slightly, the maximum low-frequency displacement
transmissibility can be improved significantly.

Publications resulting from this work

Y. Li, J. Z. Jiang, and S. A. Neild, “Optimal fluid passageway designs for a hydraulic
engine mount considering both low and high frequency performances,” in preparation.
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6.2 Passive hydraulic engine mount model and performance
criteria

In this section, the nonlinear hydraulic engine mount model reported in [8] is considered
to capture the mount dynamic behaviour over a wide frequency range. Considering
the low-frequency excitations with large amplitudes, a linearised low-frequency model
ignoring the decoupler is introduced. Based on the hydraulic dynamics, an equivalent
mechanical model is also presented. Two performance criteria over the two concerned
frequency ranges are then proposed according to the design requirements.

6.2.1 Passive hydraulic engine mount model

For a hydraulic engine mount, there are two fluid-filled chambers, the upper and the
lower chambers, which are connected via a spiral inertia track and a decoupler. As shown
in Fig. 6.1, a typical free decoupler is assumed and shown is its fully open state. The
upper chamber provides the function of supporting the engine weight with stiffness kr
and act like a piston, with an effective piston area Ap, to push the fluid flowing through
the fluid passageways to the lower chamber. The lower chamber’s lower surface is made
of a thin complaint rubber bellow. The chambers present volumetric compliance, C1 and
C2. The decoupler mechanism consists of a rubber plate which is bounded by cages and
the cage plates are configured with orifices. Such mechanism allows the decoupler plate
to travel within a limited distance to control flow motion under excitations of different
amplitudes.

Nonlinear model for a wide frequency range

A lumped parameter model [8], to predict the mount behaviour in both low and high
frequencies, is considered here. Recall the two types of excitations introduced in Sec-
tion 6.1, namely, low-frequency high-amplitude excitations that are typically road inputs
and high-frequency low-amplitude ones, such as unbalanced engine forces. Here, we first
consider a low-frequency base excitation xs to formulate the overall equations of motion.
Then a high-frequency engine excitation xe will be assumed in Section 6.2.2, to capture
the high-frequency performances.

The upper chamber damping, cr, is introduced together with the stiffness kr. Assuming
the flow through the inertia track is laminar flow and the entrance loss is negligible,
the inertia track is modelled by fluid inertia Ii and linear resistance Ri. Under the
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large-amplitude excitation, the decoupler plate will contact the cage and the flow will
almost entirely pass through just the inertia track. If the excitation amplitude is small,
the fluid will freely flow through the decoupler cage orifice. In this model, the decoupler
is modelled using fluid inertia Id and a nonlinear resistance Rd of which the function will
represent the switching mechanism. The chassis displacement excitation xs due to road
unevenness is applied and the resulting engine displacement is represented by xe.

(a) (b)

Fig. 6.2 Shown are (a) engine-mount-chassis model with chassis excitation xs and resulting
engine motion xe, (b) the lumped hydraulic parameter model.

According to the continuity and momentum equations, we have

C1Ṗ1 = −Ap(ẋe − ẋs) −Qi −Qd, (6.1)
C2Ṗ2 = Qi +Qd, (6.2)

P1 − P2 = IiQ̇i +RiQi, (6.3)
P1 − P2 = IdQ̇d +RdQd, (6.4)

where P1 and P2 are the pressure within upper and lower chambers, and Qi and Qd

are the fluid flow rates through the inertia track and decoupler, respectively. The flow
volume for inertia track and decoupler are represented by Vi =

∫
Qidt and Vd =

∫
Qddt,

respectively. The nonlinear resistance Rd is

Rd = Rd
′ +R0e

(Xd/X0) arctan(Qd/Q0), (6.5)

where Rd
′ is linear resistance and the term R0e

(Xd/X0) arctan(Qd/Q0) represents an additional
resistance to control the decoupler switching function. R0 is a constant which is to
represent such additional resistance magnitude in the appropriate range, the decoupler
position Xd = Vd/Ad where Ad is the measured decoupler area. The constants X0 and
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Q0 are introduced to reflect the decoupler cage height and produce a crisp switching
response, respectively.

To calculate the transmitted force FT from the mount to the chassis or the engine, we
have

FT = meẍe = −kr(xe − xs) − cr(ẋe − ẋs) + Fh, (6.6)

where

Fh = (Ap − Adfnc)(P1 − P2) + ApP2 + AdRdQd, (6.7)

Adfnc = 1
π
Ad(

π

2 − arctan((2/π)Xd arctan(∆P/P0) −Xdmax

X1
)). (6.8)

Fh represents the total force generated by the flow motion in the mount. The effective
piston area equals the quantity of reducing the total piston area Ap by Adfnc, which
represents the decoupler area with respect to the plate position and pressure differential.
P0 and X1 are constants used to normalise the function and control the switching function
shape. Xdmax is half the decoupler cage height. Readers can refer to [8] for details of the
modelling process.

In summary, there are 5 states in the equations of motion (Eqs. (6.1) - (6.8)), which
are P1 for the upper chamber fluid pressure, P2 for the lower chamber fluid pressure, Qi

for the flow rate in inertia track, Qd for the flow rate in decoupler and xe for the en-
gine motion. Eqs. (6.1) - (6.8) can be expressed as the following state-space representation,

ẋ =



0 0 −1/C1 −1/C1 0 −Ap/C1

0 0 1/C2 1/C2 0 0
1/Ii −1/Ii −Ri/Ii 0 0 0
1/Id −1/Id 0 −Rd/Id 0 0

0 0 0 0 0 1
(Ap − Adfnc)/me Adfnc/me 0 (AdRd)/me −kr/me −cr/me


x+ u,

(6.9)
uT = [(Ap/C1)ẋs 0 0 0 0 (kr/me)xs + (cr/me)ẋs],

where xT = [P1 P2 Qi Qd xe ẋe], ẋT = [Ṗ1 Ṗ2 Q̇i Q̇d ẋe ẍe], and the nonlinear terms
Rd and Adfnc are defined by Eqs. (6.5) and (6.8).

The system parameters used in this analysis are summarised in Table 6.1. This model,
which can provide the close low- and high-frequency responses comparing with [8], for
example, Figures 4-9, has been validated for a further analysis. The default inertia track
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Table 6.1 Parameters values used in the analysis

Symbol Parameter Value
Mount parameter

Ad Effective decoupler area 6.6 × 10−4 m2

Ai Default inertia track cross-section area 5.72 × 10−5 m2

Ap Effective piston area 2.5 × 10−3 m2

cr Upper chamber damping 300 Ns/m
C1 Upper chamber compliance 3.0 × 10−11 m5/N
C2 Lower chamber compliance 2.6 × 10−9 m5/N
Id Fluid inertia in decoupler 7.5 × 104 kg/m4

Ii Fluid inertia in inertia track 3.8 × 106 kg/m4

kr Upper chamber stiffness 2.25 × 105 N/m
Li Default inertia track length 0.212 m
P0 Pressure normalised constant 10 N/m2

Q0 Flow normalised constant 1.0 × 10−9 m3/s
R

′
d Linear fluid resistance in decoupler 1.17 × 107 kg/(s·m4)

Ri Fluid resistance in inertia track 1.05 × 108 kg/(s·m4)
R0 Nonlinear resistance constant in decoupler 1.0 × 10−4 kg/(s·m4)
Xdmax Half decoupler cage height 5.3 × 10−4 m
X0 Decoupler position control constant 2.62 × 10−5 m
X1 Decoupler switching function shape control constant 1.0 × 10−9 m
ρ Fluid density 1.028 × 103 kg/m3

Engine parameter
me Engine mass 60 kg
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geometry, the length Li and cross-section area Ai, are also included in Table 6.1 and
used as a reference for the following discussion. The constants of R0, X0, Q0, P0 and X1

are identified to fit the experimental data [8].

Linearised low-frequency model

When the engine mount is subject to a low-frequency large-amplitude excitation, the
decoupler plate deflects significantly and contacts the cage most of the time. Note that
transition from bottom cage to top is assumed to be fast so very limited flow passes
through the decoupler, see Section 6.2.2 for details. In this case, it can be assumed that
the fluid can only travel through the inertia track and the state-space form of governing
equations become

ẋ =



0 0 −1/C1 0 −Ap/C1

0 0 1/C2 0 0
1/Ii −1/Ii −Ri/Ii 0 0

0 0 0 0 1
Ap/me 0 0 −kr/me −cr/me


x+ u, (6.10)

xT = [P1 P2 Qi xe ẋe], ẋT = [Ṗ1 Ṗ2 Q̇i ẋe ẍe],
uT = [(Ap/C1)ẋs 0 0 0 (kr/me)xs + (cr/me)ẋs].

Using the analogy introduced in Section 2.3.2, an equivalent mechanical network which
generates Fh is obtained, as shown in Fig. 6.3. The following relationships between
hydraulic and mechanical parameters need to be satisfied:

k1 = Ap
2

C1
, k2 = Ap

2

C2
, (6.11)

ci = Ap
2Ri, bi = Ap

2Ii. (6.12)

This mechanical model does not include mass elements but does incorporate mechanical
inerters bi. The inclusion of inerter can help formulate the transfer functions of different
fluid-passageway designs more conveniently while if mass elements are used the whole
set of equations of motion needs to be written.
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Fig. 6.3 A low-frequency equivalent mechanical network generated by hydraulic dynamics,
assuming no flow through the decoupler.

6.2.2 Performance criteria

An ideal engine mount is expected to achieve lower vibration transmission at low frequency
excitations and good isolation for higher frequencies. Therefore, two performance criteria
are proposed in this analysis.

Low-frequency displacement transmissibility

One of the most significant low-frequency excitation sources is road disturbance. Under
this excitation, the relative engine-chassis displacement transmissibility from the base
excitation should be keep as low as possible to protect the connecting parts between
engine and chassis [27] and avoid the system resonant vibrations. A relative engine
displacement transmissibility Td is introduced here to measure this performance criterion.
The base excitation xs is assumed as

xs = Xms sin(2πft), (6.13)

|Td| = |xe − xs|
|xs|

, (6.14)

where the excitation amplitude Xms = 1.0 mm and 0 < f ≤ 30 Hz [170]. Note that in
this analysis the relative displacement transmissibility refers to its amplitude |Td|.

Using the parameters summarised in Table 6.1, the time-domain responses for both
nonlinear and linear models can be simulated using Matlab/Simulink. Then the frequency
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responses of |Td| are obtained with Fourier transformation, as shown in Fig. 6.4. It can
be calculated that for 0-30 Hz the nonlinear maximum |Td| (max(|Td|)) is 3.45 while the
linear max(|Td|) is 3.64. Using state space, the system resonances can be calculated, the
two peaks shown in Fig. 6.4, and resulting mode shapes. Based on the mode shapes and
estimated system natural frequencies, it can be seen that the first peak is engine mass
dominant and the second one inertia track dominant.

f1=8.1 Hz f2=18.8 Hz

Fig. 6.4 Comparison of low-frequency |Td| using the nonlinear and the linear (Section 6.2.1)
models under a base excitation xs. f1 and f2 represent the two peak frequencies obtained with
the linearised model.

The steady-state time-domain responses of Qi and Qd at two peak frequencies (f1=8.1
Hz and f2=18.8 Hz) of the linearised model are shown in Fig. 6.5. The peaks of the Qd

responses represent the fast transition flow from decoupler bottom cage to top. It can be
seen that at f1=8.1 Hz the effective flow through the decoupler is negligible comparing
with that through the inertia track. Hence the effects of decoupler are negligible and the
linearised model should provide similar results with the nonlinear model, as shown in
Fig. 6.4. At f2=18.8 Hz, the effects of decoupler flow motion are more significant than
f1=8.1 Hz case. So the difference between the results of linearised and nonlinear model
is more noticeable. However, by observing the overall behaviour for low frequency, the
effects of decoupler on the low frequency response is still regarded as insignificant.
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(a)

✁✁✕
Qi

✁✁☛
Qd

(b)

Fig. 6.5 Time histories of Qi and Qd at the two peaks frequencies, (a) f1 = 8.1 Hz and (b)
f2 = 18.8 Hz.

High-frequency dynamic stiffness

To ensure good high-frequency isolation, the maximum high-frequency dynamic stiffness
amplitude of the engine mount, which is represented by max(|Kdyn|), is chosen as
the second performance criterion of interest. As introduced in Section 6.1, for high
frequency the engine mount experiences the excitations with small amplitudes. Under
these excitations, the decoupler is not normally in contact with the cage allowing flow
motion across it. To capture the mount’s dynamic behaviour under high-frequency
small-amplitude excitations, the accurate nonlinear model over a wide range of frequency
needs to be used here. A fixed base is assumed and an engine excitation xe is applied, as
shown in Fig. 6.6. We assume

xe = Xme sin(2πft), (6.15)

|Kdyn| = |FT |
|xe|

, (6.16)

where the excitation amplitude Xme = 0.05 mm and 30 < f ≤ 250 Hz [8]. Time stepping
with Matlab/Simulink is used to achieve the dynamic stiffness amplitude in frequency
domain.
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Fig. 6.6 Engine-mount-chassis system with engine excitation xe considered.

F1
F2

Fig. 6.7 Comparison of high-frequency |Kdyn| using continuation and time-stepping methods.
The two fold bifurcation points, labelled as ‘F’, are marked by two black points. The stable
solutions are represented by blue solid lines and unstable by dashed ones.

However, it is found that over a frequency region around which the peak |Kdyn| occur, the
time-domain steady-state responses are multi-valued and sensitive to the initial conditions
applied. This phenomenon, introduced by an unstable region due to the existence of
nonlinearity, was also observed in [8]. Forward and backward sweep excitation techniques
were applied to demonstrate the impacts of initial conditions in [8]. To identify such
unstable region adequately, numerical continuation technique which was used in Chapter
5, is used in this work as well. The continuation software AUTO [160], which has been
integrated into Matlab via the Dynamical Systems Toolbox [161] and used in Chapter
5, is also employed here. A comparison between the periodic responses obtained using
continuation and time-stepping method with Matlab/Simulink with zero initial conditions
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for a certain mount configuration is shown in Fig. 6.7. The stable solutions are represented
by blue solid lines and unstable by dashed ones, which are f ∈ [124.5, 127.3] Hz. This
qualitative change in behaviour is due to a fold bifurcation (labelled F) involving two
equilibria collide and annihilate each other. This method is arguably more robust than
time stepping in finding the peak amplitude of response as close to the peak small
perturbations, such as those introduced when stepping in frequency, can result in a
premature jump to the other stable solutions. Figs. 6.8(a) and (b) show the maximum
amplitudes of states Qi and Qd with respect to frequency. The solutions are obtained
with the time-stepping forward sweep and backward sweep excitation cases, as well as
via continuation. The maximum amplitude of decoupler position Xd with respect to
frequency is also illustrated in Fig. 6.8(c). It can be seen that the maximum decoupler
position almost reaches its limit, Xdmax.

(a) (b)

(c)
Xd = Xdmax

Fig. 6.8 Frequency responses of (a) maximum Qi, (b) maximum Qd, (c) maximum Xd using
continuation and time-stepping method (forward and backward sweep excitations).

115



Optimal physical device arrangements for a hydraulic engine mount

6.3 Beneficial fluid-passageway layout identifications using the
linearised model

In this section, the low-frequency linearised engine mount model is used. Beneficial fluid
passageway configurations, which are aimed at minimising the maximum low-frequency
displacement transmissibility, are identified. The decoupler dynamics are excluded as
its influence on low-frequency performance is slight. Two types of fluid passageways are
considered, one is the capillary inertia track and the other one is flow restriction.

6.3.1 Optimisation procedure and candidate layouts

Considering optimisations with the linearised low-frequency model, the max(|Td|) over
0 < f ≤ 30 Hz is chosen as the objective function. As introduced in Section 6.2.2, the
default value of the objective function, max(|T ∗

d |) (the * indicates the default system), is
3.64. Considering the practical implementation, the fluid passageway types considered
in this analysis are the inertia track and a flow restriction. The inertia track will be
modelled as a long capillary tube with circular cross-section shape, allowing the inertance
and damping to be expressed as

Ii = ρ
Li
Ai
, (6.17)

Ri = 128µLi
πdi

4 , Ai = πdi
2

4 , (6.18)

where µ is fluid dynamic viscosity and di is the diameter of the inertia track. Details
about nonlinear flow restriction characteristics for orifice are introduced in Section 6.4.2.
Here for simplification, it is assumed the damping associated with the flow restriction to
be modelled as a linear viscous damping Ro. We define the optimisation parameters, the
variations of inertia track geometry and the restriction damping, as

Inertia track:, δL = Li/Li
∗, δA = Ai/Ai

∗, (6.19)
Flow restriction:, δo = Ro/Ri

∗, (6.20)

with the parameter constraints 0.5 ≤ δL ≤ 1.5, 0.5 ≤ δA ≤ 1.5, δo > 0. Here we choose
±50% constraints on inertia track geometry [72, 73, 166]. Such constraints may be
adjusted further according to requirements from manufactures.
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Fig. 6.9 Shown are fluid passageway representations and the equivalent mechanical networks
of the inertia track and the flow restriction, respectively. Note here thin lines used in a flow
restriction are to stress its negligible length of the practical hydraulic passageway.

Number of
fluid

passageways
Network topologies

Number of
topologies

1 1

2 2

3 4

4 10

Fig. 6.10 All candidate network topologies with up to four fluid passageways.

The hydraulic fluid passageways considered, namely, the inertia track and the flow
restriction, can be represented as a parallel damper-inerter mechanical layout or a
single damper, respectively, as indicated in Fig. 6.9. With a predetermined number of
fluid passageways involved, all possible network topologies can be achieved based on
a systematic standard procedure proposed for generating two-terminal series-parallel
electrical networks [180]. Considering the difficulty of design and manufacture, layouts
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with at most four fluid passageways are considered here. All possible network topologies
are summarised in Fig. 6.10, where each branch between circular nodes represents either
an inertia track or flow restriction. Note that following the standard procedure more
complex layouts with more fluid passageways may be achieved if necessary. The general
layouts can also be achieved following the structure-immittance approach proposed in
[87] (see Section 2.3.3). The difference is that in [87] the authors propose the layouts
based on the component level (spring, damper or inerter) while, in this case, one would
apply it at a device level (using inertia track and flow restriction).

Using the network topologies illustrated in Fig. 6.10, we can formulate the transfer
functions for all equivalent mechanical networks consisting of up to four fluid passageways
and perform the optimisations. Based on the optimal mechanical networks, the practical
hydraulic fluid passageways will be identified. For the optimisations carried out in the
present work, the Matlab command patternsearch is used first and then fminsearch
for fine-tuning of the parameters.

6.3.2 Optimal results

The optimisation results based on minimising the low-frequency displacement transmissi-
bility due to road inputs are summarised in Table 6.2. Two improvement measures are
used in the following discussions, ∆d is a comparison with the default configuration, ∆do

is a comparison with the optimal solution using the default layout. Note that we use the
notation ‘Mmn’ to specify the mechanical network layout while using ‘Hmn’ to specify the
hydraulic ones. The subscripts ‘m’ and ‘n’ are used to specify the nth beneficial network
of the ones consisting of m fluid passageways. The corresponding beneficial mechanical
layouts are shown in Fig. 6.11, as well as schematic representations of the equivalent
hydraulic passageways.

It can be seen from Table 6.2 that the default layout with optimised inertia track
geometry can provide a significant improvement, which is 35.71% comparing with the
default system. This indicates that the default engine mount provides sub-optimised
displacement transmissibility performance and altering the inertia track geometry will
improve the performance significantly. Further performance benefits are found if the
flow restrictions are included in the design, with up to 54.12% improvement using M42

comparing with the default system and 28.63% improvement comparing with the optimal
M1. As shown in Fig. 6.11 that the layout M42 consists of three inertia tracks and one
flow restriction. It can be seen that increasing the layout complexity leads to increasing
improvements, however, the rate of improvements when more passageways are added
drops off rapidly. Comparing with the results of M21 and M22 the improvements obtained
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Table 6.2 Optimisation results using a linearised low-frequency model

Layouts Performances Parameter values
max(|Td|) ∆d (%) ∆do (%) (see Eqs. (6.19), (6.20))

Default 3.64 - - -
M1(optimal

default) 2.34 35.71 - (δL, δA) = (0.5, 0.65)

M21 1.79 50.82 23.50 (δL, δA) = (1.5, 1.03), δo = 5.07
M22 1.76 51.65 27.79 (δL, δA) = (0.76, 1.22), δo = 1.85

M3 1.69 53.57 27.78 (δL1, δA1) = (1.5, 0.88),
(δL2, δA2) = (0.5, 1.19), δo = 2.43

M41 1.69 53.57 27.78
(δL1, δA1) = (1.5, 1.27),

δo1 = 0.44,
(δL2, δA2) = (0.52, 1.19),

δo2 = 1.90

M42 1.67 54.12 28.63
(δL1, δA1) = (1.5, 1.36),
(δL2, δA2) = (1.5, 1.42),
(δL3, δA3) = (0.57, 1.16),

δo = 3.55

by M3, M41 and M42, balanced with the additional manufacturing complexity, will
arguably make these configurations less attractive. Hence we disregard M3, M41 and
M42 as being beneficial here. The low-frequency |Td| performances in frequency domain
obtained with the default and beneficial configurations M1, M21 and M22 are shown
in Fig. 6.12. Note that these optimisation results are obtained based on the linearised
low-frequency model that neglects the decoupler effects. It is worth to investigate the
effects of the decoupler, on the performances of these beneficial solutions. Also, the
high-frequency performances need to be investigated.

Fig. 6.12 |Td| performances with the default and beneficial configurations M1, M21 and M22.
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Cases Equivalent mechanical networks Hydraulic fluid passageways

M1

M21

M22

M3

M41

M42

Fig. 6.11 Beneficial mechanical layouts and the equivalent hydraulic passageways.
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6.4 Extended optimisations considering system nonlinearity

In this section, the effects of the decoupler on the low-frequency displacement transmissi-
bility achieved by the linearly optimised solutions are investigated, using the nonlinear
model introduced in Section 6.2.1. The beneficial configurations, M1, M21 and M22

are considered. The high-frequency |Kdyn| performances are also analysed with these
solutions. Then to illustrate the impacts of nonlinearity on the optimal performances
over a wide range of frequencies, we extend the optimisations to that using the nonlinear
engine mount model. At most two flow passageways (the inertia track and the nonlinear
flow restriction) are considered in the nonlinear optimisations. The low-frequency dis-
placement transmissibility is still used as the objective function to be minimised while
high-frequency |Kdyn| will be controlled as a constraint. Note that this high-frequency
constraint can not be applied in the linearised model as the effects of decoupler lost. The
sensitivity analyses of low-frequency performances to such constraint are also examined.

6.4.1 Effects of decoupler nonlinearity on linearly optimised configurations

The effects of the decoupler on low-frequency performance benefits for the linearly
optimised configurations still needs to be checked. Table 6.3 summarised the low-frequency
max(|Td|) achieved by the beneficial configurations, M1, M21 and M22 in Table 6.2, with
the nonlinear model introduced in Section 6.2.1. The max(|Td|) performances achieved
with the linear model (column 2 in Table 6.2) are also presented as a reference. It can
be seen from Table 6.3 that the trend of a reduced |Td| with the increase of network
complexity observed with the linear analysis still holds for the nonlinear model. Fig. 6.13
shows the comparison between the linear and nonlinear |Td| responses obtained with the
default and M22 cases. It can be observed that for the difference between the linear and
nonlinear responses obtained with optimised M22 is more significant than that of the
default system.

Table 6.3 Nonlinear performances using linearly optimised configurations

Configurations
Low frequency High frequency

Max(|Td|) Max(|Td|) ∆d ∆do Max(|Kdyn|)
(linear) (nonlinear) (%) (%) (N/m)

Default 3.63 3.45 - - 701985
M1 2.34 2.34 35.52 - 706983.5
M21 1.79 1.89 47.81 19.06 687134.5
M22 1.76 1.85 49.01 20.92 711052
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In addition to the effect of nonlinearity on the low-frequency performance it is interesting
to consider the effect of linearly optimising the low-frequency performance on the high-
frequency dynamics. The high-frequency |Kdyn| performances obtained by the nonlinear
model with linearly optimised solutions are shown in Fig. 6.14 and the max(|Kdyn|) values
are summarised in the last column of Table 6.3. It can be seen that the max(|Kdyn|) of
M1 and M22 slightly exceed what is obtained by the default system but M21 provides a
lower max(|Kdyn|).

Fig. 6.13 Comparison between the linear and nonlinear low-frequency |Td| responses with the
default and optimised M22.

Fig. 6.14 High-frequency responses obtained with linearly optimised configurations M1, M21
and M22 using time-stepping technique.
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Furthermore, a linear restriction damping was assumed for optimisation in Section 6.3
while, in practical use, the pressure drop vs. flow rate relationship for a flow restriction
is not linear. So it is necessary to consider a high-frequency performance constraint and
extend the optimisations with the decoupler and nonlinear restriction for optimal design.

6.4.2 Optimisation including the decoupler and flow restriction nonlineari-
ties

In this section, the max(|Td|) for which 0 < f ≤ 30 Hz is still regarded as the objective
function. A performance constraint that the max(|Kdyn|) is no larger than the default
system, namely, max(|Kdyn|) ≤ 701985 N/m, 30 < f ≤ 250 Hz where 701985 N/m is the
default value. Note that time-stepping method will be used for optimisations then the
high-frequency performances will be checked with continuation. The layouts with up to
two fluid passageways are considered, which specifically are the layouts with single inertia
track (default system), two inertia tracks (in parallel or in series), and one inertia track
and one restriction (in parallel and in series). The parameter constraints for inertia track
introduced in Section 6.3.1 are kept. In this analysis, orifice is considered as an example
physical flow restriction realisation to illustrate the benefits. The orifice characteristics
will be introduced in Section 6.4.2, as well as the corresponding parameter constraints.

Optimal design with single and two inertia tracks

Two sets of optimisations, one with a constraint that the high-frequency |Kdyn| is no
larger than the default and the other with no such constraint, are considered and the
results are summarised in Table 6.4. The subscripts ‘Imk’ are used to represent the case
considering |Kdyn| constraint, I denotes this optimisation only considering the inertia
track and m is the number of inertia tracks (‘Im’ for the case without |Kdyn| constraint).
Note that the optimal design of two inertia tracks in series hydraulically is equivalent
with the optimal single inertia track solution hence it is not included in the table. HI2k

or HI2 here refers to the layout with two inertia tracks in parallel hydraulically. It can be
seen that if the max(|Kdyn|) is constrained, a 25.51% improvement is obtained with the
optimal HI1k configuration while with two parallel inertia tracks this improvement can
only be further increased by 0.39%. However, if the high-frequency constraint is ignored,
a significant improvement, which is up to 11.40%, can be achieved with the optimal HI2

comparing with optimal HI1. From the optimum parameter values, we observe that the
two inertia tracks of HI2 have the same cross-section area but different lengths, so the
inertances and dampings of two tracks are proportional to each other. From the network
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point of view, the optimal HI2 is equivalent with a single inertia track but HI1 provides
less performance advantage due to the geometry constraint.

Table 6.4 Optimal solutions with single or two parallel inertia tracks

Configurations
Low frequency High frequency

Parameter values
Max(|Td|)

∆d

(%)
∆do

(%)
Max(|Kdyn|)

(αk)
Default 3.45 - - 701985 -

HI1k 2.57 25.51 - 701985(0) (δL, δA) = (0.5, 0.51)

HI2k 2.56 25.80 0.39 701985(0)
(δL1, δA1) = (0.88, 0.5),
(δL2, δA2) = (1.11, 0.5)

HI1 2.28 33.91 - 707912(0.84%) (δL, δA) = (0.5, 0.67)

HI2 2.02 41.45 11.40 708656(0.95%)
(δL1, δA1) = (0.88, 0.5),
(δL2, δA2) = (0.6, 0.5)

For both optimal configurations HI1 and HI2, the max(|Kdyn|) will exceed the default
value by 0.84% and 0.95%, respectively, and we use αk to represent this variation,

αk =
max(|Kdyn|) − max(|K∗

dyn|)
max(|K∗

dyn|) . (6.21)

Fig. 6.15 shows the low-frequency and high-frequency performances achieved with the
default and optimal HI1 and HI2. The continuation method is also used to obtain the
exact max(|Kdyn|) performance. The optimisations above indicate that the inclusion of
|Kdyn| constraint limits the low-frequency performance benefits of new designs. If we
relax the high-frequency constraint very slightly, such as by 0.95%, the low-frequency
objective function improves significantly.

A further investigation into the sensitivity of the low-frequency max(|Td|) to the |Kdyn|
constraint is therefore necessary. Specifically, the variation of |Kdyn| constraint value, as
defined by αk, is set to be within [-1.0%, 1.5%]. For different high-frequency constraint
value, optimum tuning for both HI1k and HI2k are performed and the results are illustrated
in Fig. 6.16. It can be seen that when αk is increased from -1.0% to 1.5%, the optimal
low-frequency max(|Td|) for both HI1k and HI2k are significantly sensitive to αk. The
improvement of low-frequency |Td| is compromised by high-frequency |Kdyn|, which
suggests a trade-off between the two performance criteria. It can also be seen that no
matter the value of αk is, the design with two parallel inertia tracks is always more
beneficial than the single inertia track case.
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6.4 Extended optimisations considering system nonlinearity

(a) (b)

Fig. 6.15 With the default, HI1k and HI2k configurations, shown are (a) |Td| frequency perfor-
mances and (b) |Kdyn| frequency responses with time-stepping and continuation techniques.
The fold bifurcation points are marked by black points.

αk = −0.44%
✁✕

αk = −0.41%
❆❯

αk = 0.84%
✁☛

αk = 0.95%
✁☛

Relaxed high-frequency constraint

Enhanced high-frequency
constraint

Fig. 6.16 Sensitivity analysis of αk on the low-frequency max(|Td|) for HI1k and HI2k.

The worst |Td| performances exist when αk = −0.44% (HI1k) and αk = −0.41% (HI2k).
With such worst |Td| performances, the maximum dynamic stiffness can only be reduced
by 0.44% for HI1k or 0.41% for HI2k, while no more further reduction can be obtained.
When αk is approaching these worst cases backward, the |Td| performances experience a
sharp increase.

Model for the orifice

Fig. 6.17 illustrates a typical symmetric orifice flow restriction. Do and D1 are the orifice
and upstream pipe diameters, respectively. Different from the linear system analysis, the
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nonlinear characteristics for a restriction, of which the pressure-flow model [181], are
considered here, as given by

∆P = Qo

|Qo|
ρ

2K2A2
o

Q2
o, (6.22)

where ρ is the fluid density, Qo is the flow rate across the restriction, K represents flow
coefficient and Ao is orifice cross-section area. A diameter ratio β is defined as Do/D1,
then β =

√
Ao/A1, where A1 is the upstream cross-section area. In the relationship

expressed by Eq. (6.22), the flow is assumed to be steady, incompressible and symmetric
along a streamline. For a standardised restriction, sufficient test data has been used to
develop the empirical equations for predicting the empirical flow coefficient K based
on specified restriction type, diameter ratio and Reynolds number. In this analysis the
concentric orifice case with corner pressure taps is considered and the empirical equation
for predicting K [182] is

K = Ko(1 + bλ), b = (0.002 + 0.026β4)Ko, (6.23)
Ko = 0.6004 + 0.35β4 − 0.052(0.5 − β)(3/2) − 0.62(β − 0.7)(5/3), (6.24)

λ = 1000√
ReD1

, ReD1 = ρ|V1|D1

µ
, (6.25)

where ReD1 is pipe Reynolds number, V1 is flow velocity in the upstream pipe and the
dynamic viscosity µ is chosen as 0.02Ns/m2 [183]. For the case in which the orifice is
configured in the inertia track, an assumption that 0.1 < β < 0.82 is made [182] to
ensure sufficient accuracy of Eqs. (6.23)-(6.25). If the inertia track and the orifice are
configured in parallel hydraulically, the upstream of the orifice will be the upper chamber
which has a quite large cross-section area comparing with that of the orifice and then the
variation of K is insensitive to ReD1. In this case, a constant K, i.e. 0.60, is assumed in
the calculation. Note that we are aware that this model of predicting flow coefficient is
not precise for all working conditions. For practical damper design, the effects of various
factors, such as temperature, on the orifice characteristics need to be emphasised and the
precise model to be verified with experimental data fitting. However, this is beyond the
scope of this work which is to investigate the potential of innovative fluid passageway
design concepts and propose a systematic optimum design approach.

Flow

Fig. 6.17 Schematic of a typical symmetric orifice and one of the flow directions.
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6.4 Extended optimisations considering system nonlinearity

Optimal design with one inertia track and one nonlinear orifice

The nonlinear flow restriction, which is orifice here, is considered as a fluid passageway
type here. The designs with one inertia track and one nonlinear orifice (in parallel H21o

and in series H22o hydraulically) are optimised here and the subscripts ‘o’ are used to
represent the cases considering orifice. Similarly, optimisations are carried out with and
without the high-frequency constraint and the results are summarised in Tables. 6.5 and
6.6.

Table 6.5 Optimal solutions with a nonlinear orifice (with |Kdyn| constraint).

Configurations
Low frequency

High
frequency

Parameter values
Max(|Td|) ∆d (%)

∆do

(%)
Max(|Kdyn|)

(αk)
Default 3.45 - - 701985 -

HI1k 2.57 25.51 - 701985(0) (δL, δA) = (0.5, 0.51)

H21ok 1.97 42.90 13.60
500972.6 (δL, δA) = (1.48, 1.05),
(-28.63%) Do = 5.42 mm

H22ok 2.36 31.60 8.17 701985(0) (δL, δA) = (0.98, 1.06),
Do = 7.21 mm

If the constraint is applied, the optimal H21ok configuration provides the maximum
improvement on the objective function here, which is 13.60% comparing with the optimal
HI1k. It should be noted that the achieved max(|Kdyn|) is much lower than the default
system, i.e., 28.63% reduction, which is beneficial for high-frequency isolation performance.
The use of an orifice in H22ok will reduce the low-frequency objective function by 8.17%
comparing with the optimised default configuration. When the high-frequency constraint
is ignored, the maximum improvement is obtained with H22o, which is 17.54% comparing
with the optimal HI1. The results of H21o are the same as the case H21ok. The low-
frequency |Td| and high-frequency |Kdyn| responses are illustrated in Fig. 6.18 with
time-stepping method. Fig. 6.19(a) shows all the high-frequency responses obtained with
continuation method. It can be seen that H21ok can significantly reduce the high-frequency
|Kdyn| as under high-frequency excitations, more fluid will flow through the orifice rather
the decoupler and produce a smaller effective damping in the system, hence reducing the
|Kdyn|.
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(a) (b)

Fig. 6.18 With the default, HI1, H21o and H22o configurations, shown are (a) |Td| frequency
performances and (b) |Kdyn| frequency responses.

Table 6.6 Optimal solutions with a nonlinear flow restriction (without |Kdyn| constraint).

Configurations
Low frequency

High
frequency Parameter values

Max(|Td|) ∆d (%)
∆do

(%)
Max(|Kdyn|)

Default 3.45 - - 701985 -
HI1 2.28 33.91 - 707912(0.84%) (δL, δA) = (0.5, 0.67)

H21o 1.97 42.90 13.60
500972.6 (δL, δA) = (1.48, 1.05),
(-28.63%) Do = 5.42 mm

H22o 1.88 45.51 17.54 711742.9 (δL, δA) = (0.59, 0.95),
(1.39%) Do = 6.83 mm

A similar sensitivity analysis is also conducted to explore the impacts of the |Kdyn|
constraint value on low-frequency objective function for H22ok. The results are shown in
Fig. 6.19(b) and HI1k is used as a reference. Comparing with HI1k, the optimal H22ok

configuration can provide significant performance benefits when the constraint is relaxed.
This is similar with the results obtained with HI2k (two parallel inertia tracks, see in
Fig. 6.16), but comparing with HI2k, a more relaxed |Kdyn| constraint value is required if
H22ok provides the largest improvement.
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(a) (b)

❆❑
αk =
−0.44%

αk = 0.84%
✁☛

αk = 1.39%✁✕

Enhanced
constraint

Relaxed high-frequency constraint

Fig. 6.19 (a) Comparison of high-frequency |Kdyn| responses using continuation method. The
fold bifurcation points are marked by black points. (b) Sensitivity analysis of αk on the
low-frequency max(|Td|) for HI1k and H22ok.

6.5 Concluding remarks

In this chapter steady-state vibration suppression was considered and the optimal de-
vice physical arrangement was investigated. Specifically, the performance benefits of a
hydraulic engine mount with tailored fluid passageways on suppressing steady-state oscil-
lations were analysed, considering the performance criteria at different frequency bands.
A systematic optimum design approach to identify such fluid passageway arrangements
was proposed. It was shown that, for the engine mount with the identified optimum fluid
passageway configurations, the maximum low-frequency displacement transmissibility can
be improved significantly while only deteriorated the high-frequency dynamic stiffness
slightly. This mechanical design procedure, which takes advantages of network synthesis
theory and mechanical-electrical-hydraulic analogy, is applicable to other hydraulic or
interdisciplinary devices.

Firstly a nonlinear model of a conventional hydraulic engine mount was reviewed, alongside
a linearised low-frequency model that ignores the effects of decoupler. It was shown that
the effects of decoupler dynamics were slight on low-frequency performance. Then first
we used the low-frequency linearised model to minimise the maximum low-frequency
displacement transmissibility. By optimising over all possible networks with up to four
fluid passageways while considering geometry constraints, it was seen that increasing
the layout complexity leaded to increasing improvements. However, comparing with the
layouts with low complexity, these improvements were very slight. Hence we regarded
the configurations with two fluid passageways, one inertia track and one flow restriction,
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as beneficial. The configuration of one inertia track and one flow restriction in hydraulic
series provided up to 51.65% performance improvement over the default system and
27.79% improvement over the optimised default layout. With linearly optimised solutions,
it was found that the low-frequency responses obtained using a nonlinear model were
affected notably by the nonlinearity from the decoupler mechanism and the high-frequency
performances deteriorated slightly with linearly optimised solutions.

To illustrate the impacts of nonlinearity on the optimal performances over a wide range
of frequencies, we extended the optimisations to that using the nonlinear engine mount
model. The maximum low-frequency displacement transmissibility was still used as the
cost function while a constraint on the high-frequency dynamic stiffness was included.
At most two flow passageways (the inertia track and the nonlinear flow restriction) were
considered in the nonlinear optimisations. It was shown that with the high-frequency
constraint, which restricts the maximum high-frequency dynamic stiffness amplitude to
be no larger than the default, the improvements provided by the configurations with
only inertia tracks on the maximum low-frequency displacement transmissibility were
limited. However, it was found that an up to 42.90% performance improvement, which
was 13.60% improvement over the optimised default layout, was obtained with one inertia
track and one orifice configured in parallel hydraulically. This configuration also reduced
the high-frequency maximum dynamic stiffness amplitude by 28.63% over the default
system.

Via a sensitivity analysis of low-frequency performances to high-frequency constraint,
it was seen that if the high-frequency constraint was relaxed slightly, the maximum
low-frequency displacement transmissibility could be further improved significantly.
Comparing with the improved default system, up to 17.54% improvement on low-frequency
cost function was identified for the configuration with one orifice and one inertia track in
hydraulically series, which only compromises the high-frequency performance criteria by
1.39%.
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Chapter 7

Conclusions and future work

This thesis established the methodologies for optimal design of passive vibration suppres-
sion devices for both configurations and physical arrangements. Several typical vibration
suppression problems were tackled. It also demonstrated the potential advantages of
introducing inerters in each case. In this chapter, a summary of the results and the
drawn conclusions are presented, alongside a discussion of potential avenues of further
work.

7.1 Conclusions

This section summarises the conclusions for the development of optimal design method-
ologies for both configurations and physical device arrangements of passive vibration
suppressors and the effectiveness on dealing with the three typical problems. In addition,
the obtained performance advantages of inerter-based devices for each case study are
also concluded.

7.1.1 Optimal design methodologies for passive vibration-suppression-device
configurations

This thesis firstly concentrated on the optimal design of vibration-suppression-device
configurations. Here, the term configuration represents the topological arrangement
of components that are ideal passive springs, dampers and inerters, as well as their
parameter values. Appropriate design methodologies were proposed, for each vibration
suppression problem, to identify the optimal configurations of passive suppressors.

Transient vibrations were regarded as ones triggered by external deterministic but
aperiodic excitations, which could experience a short or long duration, and normally
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decay to zero after a period. This thesis focused on the suppression of transient vibrations
caused by initial excitations with short periods, which were moderate perturbations and
initial impact. This work suggested the time-domain based method to measure transient
vibrations, define the performance criteria according to the design requirements and
carry out the optimisations.

Specifically, we first considered how to suppress transient vibrations excited by initial
moderate perturbations via using linear passive suppression devices in Chapter 3. Here,
we focused on the shimmy transient decays in the Fokker 100 MLG system. A linear
model was presented to capture the gear’s oscillations, which were the torsional-yaw,
lateral and torsional-roll motions. The conventional shimmy damper was located between
the apex point between the upper and lower torque links, to provide more damping to the
torsional-yaw motion. Such shimmy damper would be altered with the candidate layouts
proposed using both structure- and immittance-based approaches. Initially a frequency-
domain optimisation was conducted to maximise the damping ratio among all the system
modes. It was observed that while the lowest damping ratio was increased significantly,
the transient vibrations deteriorated compared with the default shimmy damper. This
suggested that the frequency-domain technique was deficient for this problem in which
the system mode shapes were significantly changed when certain suppression devices
were varied. Based on this observation we found that for a system with coupled modes,
time-domain technique was more convenient when analysing the transient vibrations
given the cost functions being considered. Two perturbations applied to the tyre were
considered to trigger the gear transient response. For the optimisations, two example
time-domain performance criteria, the maximum amplitude and the settling time of the
torsional-yaw motion, were used as the cost functions. Different optimal configurations
were identified corresponding to the cost function and the input used.

The second type of transient vibrations considered was an impact problem. In Chapter
4, the aircraft landing gear touch-down process was analysed. The shock absorber unit
was to be optimised to provide enhanced touch-down performances, namely, the strut
efficiency, the maximum strut load to the frame and the maximum stroke. According to
the design requirements, it was also essential to include an energy dissipation constraint
into the optimal design process of shock absorbers – this was to avoid imposing additional
challenges in energy dissipation for the elongation stage of the process. The performances
obtained with a conventional nonlinear oleo-pneumatic shock absorber were regarded
as the baseline. Temporarily ignoring the energy dissipation constraint, a number of
beneficial shock strut layouts were identified, by using both structure- and immittance-
based design approaches. However, when implementing the energy dissipation constraint,
it was observed that the benefits provided by such beneficial layouts were limited. This
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was mainly because a linear supporting spring was needed and compared with the
nonlinear one, more potential energy was stored at the end of touch-down rather than
being dissipated. It was then found that the performance was strongly dependent on
the energy dissipation constraint, and by relaxing the constraint slightly quickly led
to improvements in the cost functions. Additionally, we proposed absorbers using a
nonlinear supporting spring with progressive rates, namely double-stage spring, which
have been shown to be beneficial for storing less potential energy and provide enhanced
touch-down performances.

Self-excited vibrations are a special class of vibrations that can affect structures
through indirect excitation. For a nonlinear dissipative system, periodic oscillations with
bounded amplitudes, e.g. LCOs, are generated. There is essential to investigate the
local stability of such periodic oscillations and avoid the occurrence of instability with
vibration suppressors. Numerical continuation is a valuable tool for finding the branches
of periodic solutions when varying the operational and design parameters. This technique
is suited to analysing the ability of suppression devices to resist self-excited vibrations.
A method of selecting the suppression device parameter values to prevent the instability
of self-excited oscillations using numerical continuation was proposed in this thesis.

In detail, Chapter 5 showed optimal damper designs for suppressing shimmy instability
in aircraft landing gears using the proposed method. A nonlinear reduced-order model
was developed to capture the dual-wheel MLG dynamics equipped with the shimmy-
suppression device. Using numerical continuation, two-parameter bifurcation diagrams
were obtained with the variations of the aircraft forward speed and a device parameter,
e.g. the damping coefficient. We defined that a region in the device parameter space
where no sustained shimmy oscillations occur over the entire operating speed range as the
zero-shimmy region. It was demonstrated that for the conventional shimmy damper this
zero-shimmy region was quite narrow. Using the proposed design method, the obtained
beneficial shimmy-suppression devices were capable of expanding the zero-shimmy region
significantly. They may potentially improve the device’s robustness to shimmy instability
over the full operational speed.

7.1.2 Optimal design approach for physical device arrangement

As for the design of passive vibration suppression devices, not only the layouts and the
parameter values, one also needs to consider the physical constraints, for example due to
manufacture, and also the involved device nonlinearities at the design stage. Therefore in
this thesis a systematic approach for designing the physical arrangement in a vibration
suppressor was also established. This approach that makes use of network synthesis theory
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and mechanical-electrical-hydraulic analogy is applicable to other hydraulic, pneumatic
or interdisciplinary devices.

In Chapter 6, we considered the physical design, the fluid passageways, in a hydraulic
engine mount for an automotive vehicle to suppress steady-state vibrations. Such
vibrations can result in shortening the structure fatigue life. To suppress such vibrations it
is important to apply absorbers providing frequency- and amplitude-dependent vibration
suppression behaviour.

A conventional hydraulic engine mount included one fluid passageway, inertia track,
and a decoupler, which could be altered to improve the dynamic performance. With
the proposed approach, all possible network topologies with a predetermined number
of fluid passageways involved were explored in a systematic manner, rather than in a
‘trial and error’ way that was used in the previous literature. In the design process,
it was easy to implement the geometry constraints of fluid passageways to guarantee
the implementability in practical applications. Two types of fluid passageways were
considered in this work, which were the capillary inertia track and the flow restriction.

A linearised low-frequency engine mount model was presented first to capture the mount’s
low-frequency performance, i.e. the low-frequency displacement transmissibility with
respect to the road input. Considering the difficulty of design and manufacture, all
possible networks with up to four fluid passageways that had linear characteristics were
optimised with geometry constraints to be satisfied. Based on this model, it was shown
that increasing the layout complexity resulted in further reductions of the maximum
low-frequency displacement transmissibility. However, comparing with the layouts with
low complexity, these improvements were very slight. To address the high-frequency
dynamics and nonlinear flow characteristics, a nonlinear engine mount model over a
full-frequency range was then considered. Based on this model, the beneficial layouts
obtained from low-frequency linear optimisations were re-optimised to guarantee that the
maximum high-frequency dynamic stiffness was no larger than that of the default system.
Using optimisations it was found that for most of the designs, if the high-frequency
constraint was relaxed slightly, the maximum low-frequency displacement transmissibility
could be further improved significantly. While the arrangement with one inertia track
and one orifice configured in parallel hydraulically could provide significant improvements
on both low- and high-frequency performances.
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7.1.3 The potential benefits of passive inerter-based vibration suppression

This thesis investigated the potential of using inerter for suppressing different vibration
behaviours. The inerter, a passive mechanical device that generates the force proportional
to the relative accelerations between its terminals, has been shown to fundamentally
enlarge the range of dynamic properties that can be achieved via passive absorbers. Using
the mechanical-electrical-hydraulic analogy, it is equivalent to an electrical capacitor or
a hydraulic inertance. Performance advantages of inerter-based vibration suppression
systems have been demonstrated in various engineering structures, such as road vehicle,
building, railway vehicle, cable and motorcycle. In this thesis, inerter-based applications
in the aircraft landing gear systems were explored.

In Chapters 3 and 4, we analysed the potential of suppressing transient oscillations, which
were stable transient shimmy and landing touch-down vibrations, using inerter-based
passive suppression devices. For the shimmy suppression case, the parallel inerter-spring-
damper layout was identified as beneficial for reducing the maximum oscillation amplitude
and the settling time. It was shown that in this layout, the inclusion of inerter provided
significant performance benefits over the gear geometric modification and the optimised
traditional parallel spring-damper design. As for the touch-down performances, the
landing efficiency, the maximum strut load and the maximum stroke, were improved
significantly by inerter-based shock struts, comparing with non-inerter configurations.
However, since the inerter stores the energy rather than dissipating energy, it can not
directly increase the amount of dissipated energy but can help modify the dynamic
behaviour of dampers to dissipate more energy.

Additionally, the inerter-based vibration suppression devices brought benefits when
considering the system stability. This was demonstrated by investigating suppression
of MLG shimmy instability in Chapter 5. In this work, a beneficial spring-damper
layout was proposed demonstrating its improvements in expanding the zero-shimmy
region over a conventional shimmy damper. The inclusion of inerter into this proposed
layout further expanded the zero-shimmy region, which suggested that inerter-based
shimmy-suppression devices was more robust to the variations of operational and device
design parameters. However, it was also shown the extent of performance advantages was
determined by achievable inertance, which was limited by the feasible size and weight of
the device in nature.
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7.2 Future work

To move towards real-life applications, it is suggested that the future focus should be on
making the techniques more applicable in an industrial setting.

7.2.1 Model extensions

For each vibration suppression case, simplified models were used to demonstrate the
effectiveness of the proposed design methodologies. It is interesting and useful to take into
consideration un-modelled dynamics, to examine the sensitivity of device performances
to them, and then extend the system models considering the most significant factors.

With regards to the shimmy problem, whilst the reduced-order parametric MLG model
used in Chapter 5 has considered some key effects, there are other un-modelled features.
For example, the aircraft weight variation, the axial deflection of the shock strut and
the freeplay also influence the system dynamics as well as the function of the shimmy-
suppression device. The challenge here is to identify to what extent these features affect
the system behaviour and how robust the shimmy-suppression device is to them. Since the
method proposed here is applicable to alternative system parameter settings, one could
conduct sensitivity analyses of the MLG stability to the variation of the un-modelled
effects. The identified key features can then be fed into the design models.

Whilst the engine mount model used in Chapter 6 follows previous studies and adopted
commonly used simplifications, there are also some un-modelled factors worth to be
considered, such as the nonlinear rubber properties which highly depended on the
frequencies and amplitudes of excitations [167]. The pressure-flow relationship in the
fluid passageway is also nonlinear which will vary with the flow conditions, laminar or
turbulent. Another important un-modelled aspect is fluid-structure interaction since the
engine mount is a interdisciplinary device and two domains are influenced with each
other.

Another un-modelled feature is the nonlinearity encountered in the inerter device itself.
For example, the ball-screw inerter experiences the backlash, the dry friction and nonlinear
compliance, which can have some impacts on their performances [78]. The impacts of
such factors on the device performances need to be analysed before the devices can be
exploited in an industrial setting.
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7.2 Future work

7.2.2 Experimental validation and physical implementation

The work presented in this thesis were simulation studies. To facilitate the practical
industry use of the proposed beneficial designs, it is necessary to experimentally verify their
performance advantages. Prototypes need to be built, tested and adjusted considering the
inherent characteristics present in the devices. For example, the theoretical advantages
of beneficial engine mount designs introduced in Chapter 6 also need to be validated
experimentally. The key system parameters, such as the rubber and fluid passageway
properties, need to be identified experimentally.

For the prototype development, one needs to consider physical implementations for specific
real-life industrial applications. For example, to realise certain inertance, flywheel-based
realisations have already been adopted and experimentally tested [1, 76]. However, after
certain operation cycles, such mechanisms may experience excessive wear which may lead
to poor system performances. To overcome this, alternative fluid-based realisations or
rubber-hydraulic devices have been proposed [81, 2, 85] but these introduce additional
nonlinear behaviour.
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