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# Construction of worst-case disturbances for LTV 

# systems with application to flexible aircraft 
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The aim of this paper is to propose a method for constructing worst-case disturbances to analyze the performance of Linear Time-Varying systems on a finite time horizon. This is primarily motivated by the goal to analyze flexible aircraft which are more realistically described as time-varying systems, but the same framework can be applied to other fields where this feature is relevant. The performance is defined by means of a generic quadratic cost function, and the main result consists of a numerical algorithm to compute the worst-case signal verifying that a given performance objective is not achieved. The developed algorithm employs the solution to a Riccati differential equation associated with the cost function. Theoretically, the signal can also be obtained by simulating the related Hamiltonian dynamics, but this does not represent a numerically reliable strategy as commented in the paper. The applicability of the approach is demonstrated with a case study consisting of a flexible aircraft subject to gust during a flight test manoeuvre.

[^0]
## Nomenclature

| $G$ | $=$ Linear Time-Varying system |
| :--- | :--- |
| $A, B, C, D$ | $=$ Time-varying state matrices of $G$ |
| $d$ | $=$ Input (or disturbance) signal to $G$. |
| $T$ | $=$ Finite-horizon length, $s$ |
| $J$ | $=$ Quadratic cost function defining a performance of $G$ on $[0, T]$ |
| $Q, S, R, F$ | $=$ Linear Time-Varying matrices defining $J$ |
| $\bar{d}$ | $=$ Worst-case signal for the performance associated with $J$ |
| $Y$ | $=$ Solution to a Riccati Differential Equation |
| $H$ | $=$ Hamiltonian matrix associated with a Riccati Differential Equation |
| $V_{1}, V_{2}$ | $=$ Initial and final speeds of the aircraft manoeuvre |
| $a_{z-t R}, a_{z-C G}$ | $=$ Vertical acceleration at the tip of the right wing and at the aircraft center of gravity |
| $O L, C L$ | $=$ Open-loop and closed-loop plants |
| $w_{g}, d_{g}$ | $=$ Spatial and temporal profile of the 1 -cosine gust speed, $\frac{m}{s}$ |
| $L_{g}$ | $=$ Gust length, $m$ |

## I. Introduction

A major challenge faced by the aeronautical industry is to achieve lightweight aircraft configurations that enable to reduce fuel consumption and operating costs while ensuring a feasible design in terms of safety constraints. One of the drawbacks associated with lightweight aircraft is an increased flexibility which can deteriorate performance and hence limit the flight envelope [1, 2]. It is thus acknowledged the importance of developing new tools to analyze this complex scenario while capturing the essential features of the problem.

It is well known that the properties of an aircraft are function of the flight speed $V$, e.g. the aerodynamic derivatives used in flight mechanics vary with the square of $V$. In fact, the flight envelope of an aircraft is typically presented in the form of so-called $V-n$ diagrams showing safe combinations of speeds and load factors. This is accentuated in the case of very flexible aircraft because a change in $V$, by modifying the magnitude of the aerodynamic forces, determines nonneg-
ligible deformations on the structure [3-5]. This has been shown to determine a strong coupling between aerodynamics, deformations, and flight mechanics [6], which must be captured for a realistic description of the mission. For these reasons, aircraft manoeuvres involving a change in speed are inherently time-varying. This property holds true in general, since other properties of the system might change during the manoeuvre (e.g. activation of feedback control only during specific parts of the mission), thus the mathematical description of the aircraft dynamics is more accurately given as a Linear Time-Varying (LTV) system. Therefore, standard analysis approaches applicable to Linear Time Invariant (LTI) systems only will not generally provide accurate results for these time-varying scenarios. For example, a common strategy is to evaluate stability and performance at frozen time instances along the trajectory. However, this is not a rigorous approach and it has been shown to lead to erroneous conclusions [7]. An additional feature to take into account is that aircraft manoeuvres are inherently finite, thus performance should be studied considering finite horizons [8]. Note finally that the LTV description can be seen as a preliminary step towards a nonlinear representation of the system. Indeed, a standard approach in aerospace applications [9] is to linearize nonlinear models around different trim points each corresponding to an LTI system. The schematization of this problem with an LTV representation gathering the family of linearised systems is thus a possible approach to capture some nonlinear features of the original system.

Motivated by the previous discussion, the main technical contribution of this paper is a numerical algorithm to compute worst-case disturbances for LTV systems over finite horizons. The construction builds on known results from the optimal control literature [10], which are reviewed in Section II. Specifically, the paper uses a generalization of the strict bounded real lemma [10, 11] stating an equivalence between a bound on a generic cost function $J$ and the existence of a solution $Y$ to a Riccati Differential Equation (RDE). Examples for the $\mathcal{L}_{2}$ and $\mathcal{L}_{2}$-to-Euclidean gains show that generic performance metrics can be specified by properly defining $J$. The Hamiltonian dynamics associated with the RDE is then used in Section III to derive an analytical expression of the worst-case signal which verifies that a certain performance is not achieved. However, a straightforward implementation of this result features numerical issues due to the need of simulating the Hamiltonian dynamics. This observation leads to the main result of the paper, presented in Section

IV, and consisting of a numerically reliable algorithm to construct the worst-case signal based on the solution of the RDE.

The issues associated with the simulation of the Hamiltonian have been considered in the literature $[12,13]$, but in this work a different approach is taken which exploits the structure of the worst-case signal and the properties of the solution $Y$. This paper is also closely related to a recent work [11] where a mathematical framework for finite horizon analysis of uncertain LTV systems was proposed. Robust performance of a nominal LTV system interconnected with an uncertain operator, which may model nonlinearities and dynamic or parametric uncertainty, was studied by leveraging the Integral Quadratic Constraints paradigm.

A second contribution of this paper is the demonstration of the applicability of this finite horizon LTV analysis approach using a realistic aeronautic case study. The aircraft demonstrator designed within the European Horizon 2020 project FLEXOP [14, 15] is considered in Section V. Specifically, the effect of atmospheric gusts on its performance during a notional flight test manoeuvre is studied. Available insights are commented and a comparison of the results with a standard approach used for gust analysis in aircraft design discussed.

It is finally observed that the description of a system as time-varying and finite horizon applies also to other engineering applications, including robotic systems [16] and space vehicles [17], which benefit as well from the proposed analysis framework.

Notation: Let $\mathbb{R}^{n \times m}$ and $\mathbb{S}^{n}$ denote respectively the sets of $n$-by- $m$ real matrices and $n$-by$n$ real symmetric matrices. Given a vector $w \in \mathbb{R}^{n},\|w\|$ indicates the Euclidean norm of $w$. Given $P \in \mathbb{R}^{n \times n}, \rho(P)$ indicates the spectral radius of $P$, i.e. the largest absolute value of its eigenvalues, whereas $\bar{\sigma}(P)$ denotes the induced 2-norm of $P$. Given a signal $v:[0, T] \rightarrow \mathbb{R}^{n}$, its finite-horizon $\mathcal{L}_{2}[0, T]$ norm is defined as $\|v\|_{2,[0, T]}:=\left(\int_{0}^{T} v(t)^{T} v(t) d t \geq 0\right)^{1 / 2}$. If $\|v\|_{2,[0, T]}$ is finite then $v \in \mathcal{L}_{2}[0, T]$. The finite-horizon $\mathcal{L}_{\infty}[0, T]$ norm is defined as $\|v\|_{\infty,[0, T]}:=\max _{t \in[0, T]}\|v(t)\|$.

## II. Finite horizon LTV performance

Consider an LTV system $G$ defined on $[0, T]$

$$
\begin{align*}
& \dot{x}(t)=A(t) x(t)+B(t) d(t)  \tag{1a}\\
& e(t)=C(t) x(t)+D(t) d(t) \tag{1b}
\end{align*}
$$

$x \in \mathbb{R}^{n_{x}}$ is the state, $d \in \mathbb{R}^{n_{d}}$ is the input, and $e \in \mathbb{R}^{n_{e}}$ is the output. Note that the input vector $d$ will also be referred to as disturbance throughout the paper due to the meaning attributed to $d$ in this work. The state matrices $A:[0, T] \rightarrow \mathbb{R}^{n_{x} \times n_{x}}, B:[0, T] \rightarrow \mathbb{R}^{n_{x} \times n_{d}}, C:[0, T] \rightarrow \mathbb{R}^{n_{e} \times n_{x}}$, and $D:[0, T] \rightarrow \mathbb{R}^{n_{e} \times n_{d}}$ are piecewise-continuous (bounded) functions of time. The dependence on $t$ of these and other time-varying matrices will be omitted when it is clear from the context for ease of presentation. The state response due to an initial condition $x\left(t_{0}\right)=x_{0}$ at $t_{0} \in[0, T]$ and an input $d \in \mathcal{L}_{2}[0, T]$ can be expressed using the state transition matrix $\Psi$ as follows [18]:

$$
\begin{equation*}
x(t)=\Psi\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} \Psi(t, \tau) B(\tau) d(\tau) d \tau \tag{2}
\end{equation*}
$$

It is assumed throughout that $T<\infty$. Thus $x \in \mathcal{L}_{2}[0, T]$ for any $x_{0}$ and $d \in \mathcal{L}_{2}[0, T][18]$. Moreover, there exists a constant $M$ such that $\|\Psi(t, \tau)\| \leq M$ for all $t, \tau \in[0, T]$, i.e. $\Psi$ is uniformly bounded [18].

A generic quadratic cost is introduced next to unify different finite-horizon LTV performance metrics. Let $Q:[0, T] \rightarrow \mathbb{S}^{n_{x}}, R:[0, T] \rightarrow \mathbb{S}^{n_{d}}, S:[0, T] \rightarrow \mathbb{R}^{n_{x} \times n_{d}}$, and $F: \in \mathbb{R}^{n_{x} \times n_{x}}$ be given. $Q$, $S$, and $R$ are assumed to be piecewise-continuous (bounded) functions. A quadratic cost function $J: \mathcal{L}_{2}[0, T] \rightarrow \mathbb{R}$ is defined by $(Q, S, R, F)$ as follows

$$
\begin{align*}
J(d) & :=x(T)^{T} F x(T)+\int_{0}^{T}\left[\begin{array}{l}
x(t) \\
d(t)
\end{array}\right]^{T}\left[\begin{array}{cc}
Q(t) & S(t) \\
S(t)^{T} & R(t)
\end{array}\right]\left[\begin{array}{l}
x(t) \\
d(t)
\end{array}\right] d t  \tag{3a}\\
& \text { subject to: Eq. (1a) with } x(0)=0 \tag{3b}
\end{align*}
$$

The choice of $(Q, S, R, F)$ defines the particular performance metrics, and the objective with respect to the cost will be illustrated next.

Two well known performance metrics used later on are shown here to be derived from the above general cost function. First, consider the finite-horizon induced $\mathcal{L}_{2}$-gain of $G$

$$
\begin{equation*}
\|G\|_{2,[0, T]}=\sup \left\{\left.\frac{\|e\|_{2,[0, T]}}{\|d\|_{2,[0, T]}} \right\rvert\, x(0)=0,0 \neq d \in \mathcal{L}_{2,[0, T]}\right\} \tag{4}
\end{equation*}
$$

As noted above, the state matrices are assumed to be bounded and the state transition matrix is uniformly bounded. This can be used to show that the induced $\mathcal{L}_{2}$ gain is bounded for any fixed horizon $T<\infty$. Consider now a given scalar $\gamma>0$ and select $Q(t):=C(t)^{T} C(t), S(t):=C(t)^{T} D(t)$, $R(t):=D(t)^{T} D(t)-\gamma^{2} I_{n_{d}}$, and $F:=0$. These choices yield the following quadratic cost

$$
\begin{equation*}
J_{2, \gamma}(d)=\|e\|_{2,[0, T]}^{2}-\gamma^{2}\|d\|_{2,[0, T]}^{2} \tag{5}
\end{equation*}
$$

Thus $J_{2, \gamma}(d) \leqslant 0 \forall d \in \mathcal{L}_{2}[0, T]$ if and only if $\|G\|_{2,[0, T]} \leqslant \gamma$, which retrieves the performance metric from (4). In order to guarantee a certain performance metric, the objective is then to prove that the cost $(3)$ is negative for all the possible inputs.

Next, assume $D(T)=0$. Then the finite-horizon induced $\mathcal{L}_{2}$-to-Euclidean gain of $G$ is

$$
\begin{equation*}
\|G\|_{E,[0, T]}=\sup \left\{\left.\frac{\|e(T)\|_{2}}{\|d\|_{2,[0, T]}} \right\rvert\, x(0)=0,0 \neq d \in \mathcal{L}_{2,[0, T]}\right\} \tag{6}
\end{equation*}
$$

The $\mathcal{L}_{2}$-to-Euclidean gain depends on the system output $e$ only at the final time $T$, and can be used, for example, to bound the set of states $x(T)$ reachable by disturbances $d$ of a given norm. The assumption that $D(T)=0$ ensures this gain is well-defined. This performance metric can also be related to the quadratic cost $J$ as follows. Let $\gamma>0$ be given and select $Q(t):=0, S(t):=0$, $R(t):=-\gamma^{2} I_{n_{d}}$, and $F:=C(T)^{T} C(T)$. This yields the following cost function

$$
\begin{equation*}
J_{E, \gamma}(d)=\|e(T)\|_{2}^{2}-\gamma^{2}\|d\|_{2,[0, T]}^{2} \tag{7}
\end{equation*}
$$

Thus $J_{E, \gamma}(d) \leqslant 0 \forall d \in \mathcal{L}_{2}[0, T]$ if and only if $\|G\|_{E,[0, T]} \leqslant \gamma$, which retrieves the performance metric from (6).

The next theorem states an equivalence between a bound on the quadratic cost $J$ and the existence of a solution to a Riccati Differential Equation (RDE).

Theorem 1. [10] Let $(Q, S, R, F)$ be given with $R(t) \prec 0$ for all $t \in[0, T]$. The following statements are equivalent:

1. There exists a constant $\epsilon>0$ such that $J(d) \leq-\epsilon\|d\|_{2,[0, T]}^{2} \forall d \in \mathcal{L}_{2}[0, T]$
2. There exists a differentiable function $Y:[0, T] \rightarrow \mathbb{S}^{n}$ such that

$$
\begin{align*}
& \dot{Y}+A^{T} Y+Y A+Q-(Y B+S) R^{-1}(Y B+S)^{T}=0  \tag{8a}\\
& Y(T)=F \tag{8b}
\end{align*}
$$

This result is given as Th. 3.7.4 in [10] for the particular case of $J$ corresponding to the induced $\mathcal{L}_{2}$ gain. A statement and proof for general $(Q, S, R, F)$ cost functions can be found in [11]. Theorem 1 allows to assess the performance of the finite-horizon LTV system in Eq. (1) using the RDE (8). Specifically, the performance $J(d) \leq-\epsilon\|d\|_{2,[0, T]}^{2}$ is achieved if the associated RDE exists on $[0, T]$ when integrated backward from $Y(T)=F$. Conversely, the performance is not achieved if the RDE solution fails to exist on the interval $[0, T]$.

Bisection is often used in conjunction with this theorem to evaluate upper and lower bounds on the system performance. Specifically, the quadratic cost associated with the induced $\mathcal{L}_{2}$ gain $J_{2, \gamma}$ depends on the choice of $\gamma$. If the RDE solution exists on $[0, T]$ for $\gamma$ then $\|G\|_{2,[0, T]}<\gamma$, i.e. $\gamma$ is a valid upper bound $\left(\gamma_{U B}\right)$. Conversely, if $\gamma$ is selected too small then the RDE solution will fail to exist on $[0, T]$. This can happen only if $Y(t)$ grows unbounded as $t \rightarrow t_{0}>0$ when integrating backward from $Y(T)=0$. Moreover, if $Y$ fails to exist then, by Theorem 1 , for all $\epsilon>0$ there exists a non-trivial $d_{\epsilon}$ such that

$$
\begin{equation*}
J_{2, \gamma}\left(d_{\epsilon}\right)=\|e\|_{2,[0, T]}^{2}-\gamma^{2}\left\|d_{\epsilon}\right\|_{2,[0, T]}^{2}>-\epsilon\left\|d_{\epsilon}\right\|_{2,[0, T]}^{2} \tag{9}
\end{equation*}
$$

This implies that $\|G\|_{2,[0, T]} \geq \gamma$, i.e. $\gamma$ is a lower bound on the induced $\mathcal{L}_{2}$ gain $\left(\gamma_{L B}\right)$. Moreover, the inputs $d_{\epsilon}$ provide a validation that the gain is greater than or equal to $\gamma$.

## III. Construction of worst-case disturbance

## A. Background on Hamiltonian dynamics

This section provides background on the Hamiltonian dynamics and readers familiar with finitehorizon, two-point boundary problems can skip it and start with Sec. III B where new results are presented.

A two-point boundary value problem is used in the proof of Theorem 1 [10, 11]. This section briefly reviews a related useful result. First consider the following dynamics on $[0, T]$

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}^{*}(t) \\
\dot{\lambda}(t)
\end{array}\right] } & =H(t)\left[\begin{array}{c}
x^{*}(t) \\
\lambda(t)
\end{array}\right]  \tag{10a}\\
H: & =\left[\begin{array}{cc}
A & 0 \\
-Q & -A^{T}
\end{array}\right]+\left[\begin{array}{c}
-B \\
S
\end{array}\right] R^{-1}\left[\begin{array}{ll}
S^{T} & B^{T}
\end{array}\right] \tag{10b}
\end{align*}
$$

The matrix $H$ is the time-varying Hamiltonian associated with the RDE in Eq. (8). Denote with $\Phi$ the associated state transition matrix. Then, given any final condition $\left(x^{*}(T), \lambda(T)\right)$, the solution to Eq. (10) can be written as

$$
\left[\begin{array}{l}
x^{*}(t)  \tag{11}\\
\lambda(t)
\end{array}\right]=\Phi(t, T)\left[\begin{array}{l}
x^{*}(T) \\
\lambda(T)
\end{array}\right]
$$

Next define a generalized quadratic cost function $J^{*}\left(d, x_{0}, t_{0}\right)$ by

$$
\begin{gather*}
J^{*}\left(d, x_{0}, t_{0}\right):=x(T)^{T} F x(T)+\int_{t_{0}}^{T}\left[\begin{array}{l}
x(t) \\
d(t)
\end{array}\right]^{T}\left[\begin{array}{cc}
Q(t) & S(t) \\
S(t)^{T} & R(t)
\end{array}\right]\left[\begin{array}{l}
x(t) \\
d(t)
\end{array}\right] d t  \tag{12a}\\
\text { subject to: } \dot{x}=A x+B d \text { with } x\left(t_{0}\right)=x_{0} \tag{12b}
\end{gather*}
$$

Note that the generalized cost $J^{*}$ differs from the cost $J$ defined in Eq. (3) in that it allows for a non-zero initial condition $x_{0}$ at some time $t_{0} \in[0, T]$. The next lemma provides a useful relationship between the generalized cost $J^{*}\left(d, x_{0}, t_{0}\right)$ and the solution of the Hamiltonian dynamics.

Lemma 1. Let $(Q, S, R, F)$ be given and let $\left(x^{*}, \lambda\right)$ be a solution of $E q$. (11) from any boundary condition satisfying $\lambda(T)=F x^{*}(T)$. For $t_{0} \in[0, T]$, define the signal

$$
\bar{d}:=\left\{\begin{array}{cc}
0 & t<t_{0}  \tag{13}\\
-R^{-1}(t)\left(S(t)^{T} x^{*}(t)+B(t)^{T} \lambda(t)\right) & t \geq t_{0}
\end{array}\right.
$$

Then $J^{*}\left(\bar{d}, x^{*}\left(t_{0}\right), t_{0}\right)=x^{*}\left(t_{0}\right)^{T} \lambda\left(t_{0}\right)$, where

$$
\left[\begin{array}{l}
x^{*}\left(t_{0}\right)  \tag{14}\\
\lambda\left(t_{0}\right)
\end{array}\right]=\Phi\left(t_{0}, T\right)\left[\begin{array}{l}
x^{*}(T) \\
\lambda(T)
\end{array}\right]
$$

Proof. Note first that the Hamiltonian dynamics (10) can be re-written using the definition of $\bar{d}$ from (13) as follows

$$
\left[\begin{array}{c}
\dot{x}^{*}  \tag{15}\\
\dot{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
A & 0 \\
-Q & -A^{T}
\end{array}\right]\left[\begin{array}{l}
x^{*} \\
\lambda
\end{array}\right]-\left[\begin{array}{c}
-B \\
S
\end{array}\right] \bar{d}
$$

Thus, $x^{*}$ satisfies the LTV dynamics in (12b) with initial condition $x^{*}\left(t_{0}\right)$. Next, use the definition of $\bar{d}$ and the Hamiltonian dynamics to show the following relation

$$
\begin{align*}
{\left[\begin{array}{c}
x_{\bar{*}}^{*} \\
\bar{d}
\end{array}\right]^{T}\left[\begin{array}{cc}
Q & S \\
S^{T} & R
\end{array}\right]\left[\begin{array}{c}
x_{\bar{d}}^{*} \\
\bar{d}
\end{array}\right] } & =-x^{*^{T}}\left(\dot{\lambda}+A^{T} \lambda\right)-\left(\dot{x}^{*}-A x^{*}\right)^{T} \lambda  \tag{16a}\\
& =-\frac{d}{d t}\left(x^{*^{T}} \lambda\right) \tag{16b}
\end{align*}
$$

Use this relation to rewrite the generalized cost as

$$
\begin{equation*}
J^{*}\left(\bar{d}, x^{*}\left(t_{0}\right), t_{0}\right)=x^{*}(T)^{T} F x^{*}(T)-\int_{t_{0}}^{T} \frac{d}{d t}\left(x^{*^{T}}(t) \lambda(t)\right) d t \tag{17}
\end{equation*}
$$

Integrate the last term and apply the boundary condition $\lambda(T)=F x^{*}(T)$ to yield $J^{*}\left(\bar{d}, x^{*}\left(t_{0}\right), t_{0}\right)=$ $x^{*}\left(t_{0}\right)^{T} \lambda\left(t_{0}\right)$.

## B. Theoretical construction

According to Theorem 1, if there is no solution to the RDE in Eq. (8), then the performance associated with the quadratic cost $J$ is not verified. The objective of the paper is to derive an input signal which confirms that the defined performance is not achieved.

To this end, let us comment on the instances when a solution $Y$ does not exist. Note that the assumption $R(t) \prec 0$ for all $t \in[0, T]$ ensures $R$ is always invertible and hence the RDE is well-defined. Therefore, the only reason for which there is no solution to the RDE is that $Y$ becomes unbounded at a certain time inside the finite horizon. This is exemplified next with a direct application of Theorem 1. The objective is to show what happens to the solution $Y$ of the RDE when there exists an input signal $d$ for which condition 1 of Theorem 1 is not valid.

Example 1. Consider the following LTI system

$$
\begin{align*}
& \dot{x}=\left[\begin{array}{cc}
-11 & -2.5 \\
4 & 0
\end{array}\right] x+\left[\begin{array}{l}
2 \\
0
\end{array}\right] d  \tag{18}\\
& e=\left[\begin{array}{ll}
0 & 1.25
\end{array}\right] x
\end{align*}
$$

Bisection was used to compute an upper and lower bound on the induced $\mathcal{L}_{2}$ gain for this system on the horizon $T=0.1$ s. This yielded the bounds $\gamma_{U B}=0.0156$ and $\gamma_{L B}=0.0155$. As noted above, since we are looking at the induced $\mathcal{L}_{2}$ gain each iteration of the bisection involves integrating the RDE backward from $Y(T)=0$. Fig. 1 shows the spectral radius of $Y$ on $[0, T]$ for the solutions corresponding to $\gamma_{L B}$ (red dashed) and $\gamma_{U B}$ (blue solid). As expected, the solution for $\gamma_{U B}$ exists on the entire horizon $[0, T]$. On the contrary the $R D E$ solution associated with $\gamma_{L B}$ fails to exist on the entire horizon. In fact, it grows unbounded at $t_{0} \approx 0.015$ when integrating backward from $T$.


Fig. 1 Spectral radius of $Y$ for the upper and lower bound cases.

The main result of this section, prompted by this observation, is reported in the following lemma, which is essentially embedded in the proof of Theorem 1 (equivalently, Theorem 3.7.4 of [10]). It is restated here to highlight the construction of the worst-case disturbance.

Lemma 2. Let $(Q, S, R, F)$ be given with $R(t) \prec 0$ for all $t \in[0, T]$. Assume the associated $R D E$ in (8) has a solution only in the interval $\left(t_{0}, T\right]$, with $t_{0}>0$. Then there exists a non-trivial input signal $\bar{d} \in \mathcal{L}_{2}[0, T]$ such that $J(\bar{d})=0$.

Proof. Consider the Hamiltonian dynamics (10) on the horizon $\left[t_{0}, T\right]$ and the associated state transition matrix $\Phi(t, T)$ (11). Next define the matrix functions $X_{1}$ and $X_{2}$ by

$$
\left[\begin{array}{l}
X_{1}(t, T)  \tag{19}\\
X_{2}(t, T)
\end{array}\right]:=\Phi(t, T)\left[\begin{array}{l}
I \\
F
\end{array}\right]=\left[\begin{array}{ll}
\Phi_{11}(t, T) & \Phi_{12}(t, T) \\
\Phi_{21}(t, T) & \Phi_{22}(t, T)
\end{array}\right]\left[\begin{array}{l}
I \\
F
\end{array}\right]
$$

Here both $X_{1}$ and $X_{2}$ have $n_{x}$ rows so that the partitioning is compatible with the states vector $\left[\begin{array}{c}x^{*} \\ \lambda\end{array}\right]$. It can be shown that the RDE solution with boundary condition $Y(T)=F$ satisfies $Y(t)=$ $X_{2}(t, T) X_{1}(t, T)^{-1}$ for values of $t \in[0, T]$ where the RDE solution exists [11].

By hypothesis, the RDE cannot be integrated backward from $Y(T)=F$ in the interval $[0, T]$. Specifically, it is assumed that $Y$ only exists in the interval $\left(t_{0}, T\right]$. Note that $\Phi(t, T)$ is uniformly bounded in $t$ and this implies that $X_{2}(t, T)$ is also uniformly bounded in $t$. Hence $Y(t)$ becomes unbounded as $t \rightarrow t_{0}$ if and only if $X_{1}\left(t_{0}, T\right)$ is singular. Thus, there exists a non-trivial vector
$v$ such that $X_{1}\left(t_{0}, T\right) v=0$. Setting $x^{*}(T)=v$ and $\lambda(T)=F v$, a solution of Eq. (11) can be determined as follows

$$
\left[\begin{array}{l}
x^{*}(t)  \tag{20}\\
\lambda(t)
\end{array}\right]=\Phi(t, T)\left[\begin{array}{c}
v \\
F v
\end{array}\right]=\left[\begin{array}{l}
X_{1}(t, T) \\
X_{2}(t, T)
\end{array}\right] v
$$

Note that for this solution it holds $x^{*}\left(t_{0}\right)=X_{1}\left(t_{0}, T\right) v=0$.
Construct $\bar{d}$ based on (13) using the solution to the Hamiltonian dynamics given in (20). Apply Lemma 1 to show that $J^{*}\left(\bar{d}, 0, t_{0}\right)=0$. Note finally from (15) that the response of the original LTV system (1) with input $\bar{d}$ and initial condition $x(0)=0$ is given by $x(t)=0$ for $t<t_{0}$ and $x(t)=x^{*}(t)$ for $t \geq t_{0}$. As a consequence, it holds that $J(\bar{d})=J^{*}\left(\bar{d}, 0, t_{0}\right)=0$, which proves the statement.

## C. A naive numerical implementation

The proof of Lemma 2 is constructive, in that it suggests a strategy to construct the worst-case disturbance $\bar{d}$ based on the solution (20) of the Hamiltonian dynamics. Next, a pseudocode for a straightforward implementation of the proposed algorithm is provided.

```
Algorithm 1 Construction of \(d\) based on simulation of the Hamiltonian dynamics
    1: Given: \((Q, S, R, F)\) such that a solution \(Y(t)\) exists for \(t \in\left(t_{0}, T\right], t_{0}>0\)
    2: Compute \(X_{1}\) : Calculate the state transition matrix \(\Phi(t, T)\) of Eq. (10) and build \(X_{1}\left(t_{0}, T\right)=\)
        \(\Phi_{11}\left(t_{0}, T\right)+\Phi_{12}\left(t_{0}, T\right) F\)
```

3: Compute $v$ : Solve the eigenvalue problem for $X_{1}\left(t_{0}, T\right)$ and determine the eigenvector $v$ associated with the eigenvalue with the smallest magnitude

4: Compute ( $x^{*}, \lambda$ ): Use $\Phi(t, T)$ from step 2 and Eq. (20)
5: Build $\bar{d}$ : Use Eq. (13)

The main issue with Algorithm 1 arises from step 2, which requires computing the state transition matrix of the Hamiltonian dynamics. This is achieved by simulating Eq. (10) for a set of linearly independent boundary conditions at $t=T$ (single-point boundary conditions). However, it is known that for LTI systems and quadratic cost functions the eigenvalues of the constant matrix $H$ are symmetric about the imaginary axis [19]. This will compromise the accuracy in predicting the worst-case signal, since the procedure relies on simulating a system with unstable dynamics.

Example 2. The induced $\mathcal{L}_{2}$ gain for the LTI system (18) introduced in Example 1 is studied. A generic finite horizon $[0, T]$ is considered, and the bisection algorithm is first applied to determine guaranteed bounds on the performance objective. As noted previously, the cost function $J_{2, \gamma}$ depends on the value of $\gamma$. Algorithm 1 can be used to compute the worst-case disturbance from the cost function matrices $(Q, S, R, F)$ associated with the performance lower bound $\gamma_{L B}$. Fig. 2 shows a comparison for different $T$ between $\gamma_{L B}$ (obtained via bisection using the $R D E$ ) and $\gamma_{d}=\frac{\|\bar{e}\|_{2,[0, T]}}{\|d\|_{2,[0, T]}}$, where $\bar{e}$ is the output of (18) corresponding to the input signal $\bar{d}$ given by Algorithm 1.


Fig. 2 Worst-case $\mathcal{L}_{2}$ gain from Algorithm 1 vs. guaranteed $\gamma_{L B}$ for different horizons $T$.

It can be noted that when small finite horizons are considered $(T \leq 2 s)$, the two values are practically the same, that is, Algorithm 1 accurately provides the worst-case signal $\bar{d}$. But as $T$ increases, the gain $\gamma_{d}$ is markedly different than the one obtained via bisection. Given that the latter provides a guaranteed lower bound on the metric, it is inferred that the calculation underlying $\gamma_{d}$ is incorrect.

This result can be understood by considering the Hamiltonian $H$ associated with Eq. (18), which is time-invariant and whose spectrum, irrespective of the final time $T$, has always two eigenvalues on the imaginary axis and two on the real axis (symmetric about the imaginary axis). For example, for $T=10$, the two pairs of eigenvalues are respectively $\pm 0.29 i \frac{\mathrm{rad}}{\mathrm{s}}$ and $\pm 10.05 \frac{\mathrm{rad}}{\mathrm{s}}$. As the finite horizon increases, the integration of the associated dynamics (step 2 of Algorithm 1) is performed on a larger time window. Thus the accuracy in computing the state transition matrix deteriorates
due to the unstable dynamics. Consequently, $X_{1}\left(t_{0}, T\right)$ and its eigenvector $v$ (step 3) are also poorly estimated, and this explains why the worst-case disturbance is not well captured.

## IV. An improved construction of worst-case disturbance

The main technical contribution of the paper is presented in this section. It consists of an algorithm to compute $\bar{d}$ which avoids numerical integration of the Hamiltonian dynamics (10). The main idea is to exploit the solution $Y$ of the RDE to construct the worst-case signal. The following lemma is similar to Lemma 2 but the proof allows for an alternative construction for the disturbance that does not entail simulating $H$.

Lemma 3. Let $(Q, S, R, F)$ be given with $R(t) \prec 0$ for all $t \in[0, T]$. Assume the associated $R D E$ in (8) has a solution only in the interval $\left(t_{0}, T\right]$, with $t_{0}>0$. Then for all $\epsilon>0$ there exists $a$ non-trivial disturbance $\bar{d}_{\epsilon}$ such that $J\left(\bar{d}_{\epsilon}\right)>-\epsilon\left\|\bar{d}_{\epsilon}\right\|_{2,[0, T]}^{2}$, i.e. condition 1 in Theorem 1 fails to hold.

Proof. By hypothesis, the solution $Y\left(\hat{t}_{0}\right)$ to the RDE exists for any $\hat{t}_{0}$ in $\left(t_{0}, T\right]$. Let $(w, g)$ denote the eigenpair of $Y\left(\hat{t}_{0}\right)$ associated with its largest eigenvalue in magnitude, i.e. $Y\left(\hat{t}_{0}\right) w=g w$, $g=\rho\left(Y\left(\hat{t}_{0}\right)\right)$, and $\|w\|=1$. It holds that $\rho\left(Y\left(\hat{t}_{0}\right)\right) \rightarrow \infty$ as $\hat{t}_{0} \rightarrow t_{0}$ (as discussed in the proof of Lemma 2 and Example 1).

Next, recall the definition for $\left(X_{1}, X_{2}\right)$ given in Eq. (19) and that $Y(t)=X_{2}(t, T) X_{1}(t, T)^{-1}$ for values of $t$ where $Y$ exists. Let $x^{*}$ and $\lambda$ be the solution of the Hamiltonian dynamics with the following boundary condition

$$
\left[\begin{array}{l}
x^{*}(T)  \tag{21}\\
\lambda(T)
\end{array}\right]=\left[\begin{array}{l}
I \\
F
\end{array}\right] z ; \quad \text { where } z:=X_{1}\left(\hat{t}_{0}, T\right)^{-1} \frac{w}{g}
$$

Then it is possible to construct $\bar{d}$ as in (13) using the solution $\left(x^{*}, \lambda\right)$ and $t_{0}=\hat{t}_{0}$ Without loss of generality $\bar{d}$ is scaled such that $\|\bar{d}\|_{2,[0, T]}^{2}=1$. Note that the signal $\bar{d}$ depends on the choice of $\hat{t}_{0}$ due to the boundary conditions in (21), i.e. $\bar{d}=\bar{d}_{\hat{t}_{0}}$. The subscript $\hat{t}_{0}$ will be omitted in the sequel for clarity.

The solution of the Hamiltonian dynamics at $t=\hat{t}_{0}$ is given by

$$
\left[\begin{array}{l}
x^{*}\left(\hat{t}_{0}\right)  \tag{22}\\
\lambda\left(\hat{t}_{0}\right)
\end{array}\right]=\left[\begin{array}{c}
X_{1}\left(\hat{t}_{0}, T\right) \\
X_{2}\left(\hat{t}_{0}, T\right)
\end{array}\right] z=\left[\begin{array}{c}
I \\
Y\left(\hat{t}_{0}\right)
\end{array}\right] \frac{w}{g}=\left[\begin{array}{c}
\frac{w}{g} \\
w
\end{array}\right]
$$

It follows from Lemma 1 that $J^{*}\left(\bar{d}, x^{*}\left(\hat{t}_{0}\right), \hat{t}_{0}\right)=\frac{w^{T} w}{g}$. It is important to note, however, that $J^{*}\left(\bar{d}, x^{*}\left(\hat{t}_{0}\right), \hat{t}_{0}\right) \neq J(\bar{d})$ due to the non-zero initial conditions. Specifically, the solution of the Hamiltonian dynamics satisfies the following on $\left[\hat{t}_{0}, T\right]$

$$
\begin{equation*}
\dot{x}^{*}=A x^{*}+B \bar{d} \quad \text { with } \quad x^{*}\left(\hat{t}_{0}\right)=\frac{w}{g} \tag{23}
\end{equation*}
$$

However, applying $\bar{d}$ to the original LTV system (1a) from $x(0)=0$ yields $x(t)=0$ on $\left[0, \hat{t}_{0}\right)$ and the following dynamics on $\left[\hat{t}_{0}, T\right]$

$$
\begin{equation*}
\dot{x}=A x+B \bar{d} \quad \text { with } \quad x\left(\hat{t}_{0}\right)=0 \tag{24}
\end{equation*}
$$

To complete the proof, first rewrite $J(\bar{d})$

$$
\begin{align*}
J(\bar{d}) & =x(T)^{T} F x(T)+\int_{\hat{t}_{0}}^{T}\left[\frac{x}{d}\right]^{T}\left[\begin{array}{cc}
Q & S \\
S^{T} & R
\end{array}\right]\left[\frac{x}{d}\right] d t \\
& =J^{*}\left(\bar{d}, x^{*}\left(\hat{t}_{0}\right), \hat{t}_{0}\right)+\chi  \tag{25}\\
& =\frac{w^{T} w}{g}+\chi
\end{align*}
$$

where the term $\chi$ is given by

$$
\chi:=x(T)^{T} F x(T)+\int_{\hat{t}_{0}}^{T}\left[\frac{x}{d}\right]^{T}\left[\begin{array}{cc}
Q & S  \tag{26}\\
S^{T} & R
\end{array}\right]\left[\begin{array}{c}
\frac{x}{d} \\
\bar{d}
\end{array}\right] d t-x^{*}(T)^{T} F x^{*}(T)-\int_{\hat{t}_{0}}^{T}\left[\begin{array}{l}
x_{\bar{*}}^{*}
\end{array}\right]^{T}\left[\begin{array}{cc}
Q & S \\
S^{T} & R
\end{array}\right]\left[\begin{array}{c}
x_{\bar{d}}^{*} \\
\bar{d}
\end{array}\right] d t
$$

Using Lemma 4 in the Appendix, this error term can be bounded as follows

$$
|\chi| \leq\left[\bar{\sigma}(F)+\left(T-\hat{t}_{0}\right) \max _{t \in\left[\hat{t}_{0}, T\right]} \bar{\sigma}\left(\left[\begin{array}{rr}
Q(t) & S(t)  \tag{27}\\
S^{T}(t) & R(t)
\end{array}\right]\right)\right]\left[\|x\|_{\infty,\left[\hat{t_{0}}, T\right]}+\left\|x^{*}\right\|_{\infty,\left[\hat{t}_{0}, T\right]}\right]\left\|x-x^{*}\right\|_{\infty,\left[\hat{t}_{0}, T\right]}
$$

Both $\|x\|_{\infty,\left[\hat{t}_{0}, T\right]}$ and $\left\|x^{*}\right\|_{\infty,\left[\hat{t}_{0}, T\right]}$ are uniformly bounded as $\hat{t}_{0} \rightarrow t_{0}$ because $\bar{d}\left(=\bar{d}_{\hat{t}_{0}}\right)$ is selected to satisfy $\|\bar{d}\|_{2,[0, T]}^{2}=1$. Moreover, $x(t)-x^{*}(t)=-\Psi\left(t, \hat{t}_{0}\right) \frac{w}{g}$ so that $\left\|x-x^{*}\right\|_{\infty,\left[\hat{t}_{0}, T\right]} \rightarrow 0$ as $\hat{t}_{0} \rightarrow t_{0}$. Therefore, it follows that $|\chi| \rightarrow 0$ as $\hat{t}_{0} \rightarrow t_{0}$.

Finally, it follows from (25) that $|J(\bar{d})| \rightarrow 0$ as $\hat{t}_{0} \rightarrow t_{0}$. Thus, for all $\epsilon>0$ there exists a $\hat{t}_{0} \in\left(t_{0}, T\right]$ such that $\bar{d}\left(=\bar{d}_{\hat{t}_{0}}\right)$ yields $\|\bar{d}\|_{2,[0, T]}=1$ and $J(\bar{d})>-\epsilon$.

Lemma 3 is also constructive, because the worst-case disturbance can be obtained by computing $x^{*}$ and $\lambda$ with initial conditions (22). However, a straightforward implementation of this would still require the integration of the Hamiltonian $H$. The task of simulating the states of the Hamiltonian dynamics only without incurring numerical issues have been considered in the literature. For example in $[12,13]$ a Riccati transformation of the Hamiltonian is proposed (note that this would have not applied to Algorithm 1 which prescribed to compute the state transition matrix of $H$ ).

Another approach is taken here, prompted by the observation that if $\left[\begin{array}{c}x^{*}(T) \\ \lambda(T)\end{array}\right]=\left[\begin{array}{c}I \\ F\end{array}\right] z$ then

$$
\left[\begin{array}{c}
x^{*}(t)  \tag{28}\\
\lambda(t)
\end{array}\right]=\left[\begin{array}{c}
X_{1}(t, T) \\
X_{2}(t, T)
\end{array}\right] z=\left[\begin{array}{c}
I \\
Y(t)
\end{array}\right] X_{1}(t, T) z
$$

This means that $\lambda(t)=Y(t) x^{*}(t)$ for all $t \in\left[\hat{t}_{0}, T\right]$, which allows to express the disturbance $\bar{d}$ equivalently in terms of $\left(x^{*}, Y\right)$ rather than $\left(x^{*}, \lambda\right)$. Specifically, for $t \in\left[\hat{t}_{0}, T\right]$ it holds

$$
\begin{align*}
\bar{d} & =-R^{-1}\left(S^{T} x^{*}+B^{T} \lambda\right)  \tag{29}\\
& =-R^{-1}\left(S^{T}+B^{T} Y\right) x^{*}
\end{align*}
$$

The states $x^{*}$ of the Hamiltonian dynamics are thus given by

$$
\begin{equation*}
\dot{x}^{*}=\left(A-B R^{-1}\left(S^{T}+B^{T} Y\right)\right) x^{*} \tag{30}
\end{equation*}
$$

Eq. (30) can be used now to compute $x^{*}$ without direct integration of $H$. Then, the states $x^{*}$ and RDE solution $Y$ can be used to construct the disturbance according to (29). These formulae implicitly reconstruct the co-states as $\lambda(t)=Y(t) x^{*}(t)$.

The following pseudocode recaps the main steps of the proposed algorithm to compute the worst-case disturbance without numerical integration of the Hamiltonian dynamics.

```
Algorithm 2 Construction of \(\bar{d}\) exploiting the solution of the RDE
    Given: \((Q, S, R, F)\), the associated RDE solution existing on \(\left(t_{0}, T\right]\), and some time \(\hat{t}_{0} \in\left(t_{0}, T\right]\)
    Compute BC: evaluate the eigenpair \((g, w)\) associated with the largest (in magnitude) eigenvalue of
    \(Y\left(\hat{t}_{0}\right)\)
    Simulate \(x^{*}\) with Eq. (30) from the initial condition \(x^{*}\left(\hat{t}_{0}\right)=\frac{w}{g}\)
    Build \(\bar{d}\) : Use \(x^{*}\) and \(Y\) to construct \(\bar{d}\) using Eq. (29)
```

Note that with this approach only $n_{x}$ states are simulated (step 3 of Algorithm 2), which leads to a reduction in the run time compared to the calculation of the state transition matrix of $H$
prescribed by Algorithm 1. More importantly, Algorithm 2 is not subject to the aforementioned numerical issues because the states $x^{*}$ are not obtained by simulation of the Hamiltonian, but rather by exploiting the knowledge of the solution $Y$ of the RDE. The next example showcases this using the LTI system considered in the previous examples.

Example 3. The induced $\mathcal{L}_{2}$ gain for the LTI system introduced in Example 1 is considered again. As done in Example 2, a comparison between $\gamma_{L B}$ (obtained via bisection) and $\gamma_{d}=\frac{\|\bar{e}\|_{2,[0, T]}}{\|\bar{d}\|_{2,[0, T]}}$ is considered. The difference is that $\bar{e}$ corresponds now to the input signal $\bar{d}$ given by Algorithm 2. Fig. 3 shows that Algorithm 2 is capable of accurately predicting the worst-case signal. Indeed $\gamma_{d}$ matches the guaranteed lower bound $\gamma_{L B}$ for all the finite horizons.


Fig. 3 Worst-case $\mathcal{L}_{2}$ gain from Algorithm 2 vs. guaranteed $\gamma_{L B}$ for different horizons $T$.

Algorithm 2 is implemented in the LTVTools toolbox [20], where the study of nominal and uncertain LTV systems [11] can be efficiently performed.

## V. Analysis of the FLEXOP aircraft

## A. Case study definition

This Section shows an application of the LTV framework developed in the first part of the paper to investigate performance of flexible aircraft. Specifically, the case study consists of the planned flight test scenario that will be considered in the FLEXOP project to validate flutter suppression designs [14]. Flutter is an aeroelastic instability determined by a detrimental interaction between
aerodynamics and elastic forces [21]. As the speed is increased, this coupling becomes stronger until stability is lost. The speed at which this happens is called flutter speed, and it is often a key requirement in the design of an aircraft. One of the goals of the FLEXOP project is to demonstrate the applicability of control design strategies to increase the flutter speed and thus enlarge the safe flight envelope of the aircraft.

Fig. 4 shows a schematic representation of the demonstrator developed by the FLEXOP consortium, where the control effectors and sensors for closed-loop control are highlighted. Specifically, 8 control surfaces, 4 for each wing ( $R$ right and $L$ left), are available. As for the sensors, accelerometers at 3 stations across each wing and one in the center of gravity of the aircraft are also indicated with black rectangles. Tab. 1 reports the main design features of the aircraft [15].


Fig. 4 Schematic view of the FLEXOP demonstrator's control surfaces and sensors.

Table 1 FLEXOP demonstrator design features

| Wingspan | $7 m$ |
| :---: | :---: |
| Aspect ratio | 20 |
| Takeoff Mass | 55 kg |

The scenario considered consists of a uniformly accelerated level flight manoeuvre from a speed $V_{1}$ to $V_{2}$. The manoeuvre starts at $t=0$ with an initial speed $V_{1}$ and is concluded at $t=T=2 \frac{L_{a c}}{V_{1}+V_{2}}$, where $L_{a c}$ denotes the covered distance. In this article it will be considered $V_{1}=45 \frac{\mathrm{~m}}{\mathrm{~s}}, V_{2}=49 \frac{\mathrm{~m}}{\mathrm{~s}}$, and $L_{a c}=250 m$ (hence $\left.T=5.3 s\right)$.

The aircraft is described by a grid of LTI plants obtained at 5 uniformly spaced points between $V_{1}$ and $V_{2}$. Each model has 38 states capturing the interaction between rigid body, elastic dynamics, and unsteady aerodynamic. These models, providing the (constant) state-matrices $A, B, C$, and $D$ at fixed times, were obtained via model reduction from $1000+$ states LTI models derived by trimming the high-fidelity nonlinear aeroelastic solver. By assuming an uniformly accelerated manoeuvre, the state-matrices can be linearly interpolated with respect to time in the horizon $[0, T]$. This allows to finally build up the LTV model $G_{L T V}$, capturing the variability of the aircraft properties in the speed interval $\left[V_{1}, V_{2}\right]$. Consistently with the generic LTV model defined in Eq. (1), the input and output vectors considered in the analyses will be denoted respectively by $d$ and $e$. The disturbance $d$ assumed here is a uniform vertical wind gust. Since the models do not have dedicated input channels for gust, this is accounted for by means of the control surface inputs $\delta_{\text {ail-L }} \bullet$ and $\delta_{\text {ail-R }} \bullet$ (with $\bullet=1,2,3,4$ ). The premise for this is that, to a first approximation, the effect of a vertical gust is to change the local angle of attack of the wing, thus it can be captured as an equivalent rotation of the control surfaces (which modify the curvature of the section, hence resulting in a similar effect to a change in the angle of attack). Therefore the input $d$ has the units of speed (i.e. $\frac{m}{s}$ ). Then, by means of first approximation formulas [22], this is scaled and will finally result in control surfaces rotation units (i.e. rad). When a uniform symmetric gust is considered, the control surfaces have all the same rotation, i.e. $\delta_{a i l-L}=\delta_{a i l-R \bullet}=d$, which is the case studied in the paper. This is done here for exemplification, but variations of the wing's sections and gust properties along the span can be easily modelled within this description. As for the outputs $e$, two different cases will be studied: vertical acceleration at the tip of the right wing $a_{z-t R}$ (specifically, at the sensor R6 depicted in Fig. 4) and at the aircraft center of gravity (CG) $a_{z-C G}$. In both cases, $e$ is normalized with the gravitational acceleration $g$. Note finally that, due to the linearity of the problem, the worst-case disturbance can be arbitrarily scaled. For a better representation and comparison of the time-domain responses, the signals shown in the plots are adimensionalized and normalized such that $\|d\|_{2,[0, T]}=1$.

The objective of the analyses performed in here is to compute the susceptibility of the demonstrator to gust during a finite-horizon manoeuvre. In particular, the importance of capturing the
time-varying nature of the problem (next subsection) and the difference between open and closedloop performance (Sec. VC) will be investigated. Finally, a comparison of this approach with traditional gust analyses employed in the aerospace community is proposed in Sec. VD.

## B. Finite horizon LTI vs LTV

In this subsection the importance of considering the time-varying feature of the problem in the assessment of aircraft performance is investigated. The two performance metrics defined in Eqs. (4) and (6) (respectively induced $\mathcal{L}_{2}$ and $\mathcal{L}_{2}$-to-Euclidean gains) are analyzed, and the bisection algorithm commented in Sec. II is applied. Tab. 2 reports the results in terms of upper bounds on the performance $\gamma_{U B}$. In the first column the adopted model is defined: $G_{1}, G_{m}$, and $G_{2}$ are the LTI models at speeds $V_{1}, V_{m}$ (mid-speed), and $V_{2}$ respectively; and $G_{L T V}$ is the LTV model. In the second and third columns the two performance metrics for $a_{z-t R}$ are listed (fourth and fifth columns for $\left.a_{z-C G}\right)$. It is emphasized that for both LTI and LTV analyses a finite-horizon problem (of length $T=5.3 \mathrm{~s}$ ) is considered.

Table 2 Comparison of finite horizons LTI and LTV performance based on the upper bound of $\mathcal{L}_{2}$ and Euclidean gains

| Model | $\\|G\\|_{2}^{t R}$ | $\\|G\\|_{E}^{t R}$ | $\\|G\\|_{2}^{C G}$ | $\\|G\\|_{E}^{C G}$ |
| :---: | :---: | :---: | :---: | :---: |
| $G_{1}$ | 12.7 | 21.9 | 1.7 | 2.1 |
| $G_{m}$ | 18.3 | 26.1 | 2.4 | 2.8 |
| $G_{2}$ | 31.1 | 34.7 | 4.3 | 4.3 |
| $G_{L T V}$ | 20 | 32 | 2.7 | 3.8 |

It can be inferred from the results that analyzing the aircraft manoeuvre with a frozen LTI approach leads to different results than with the LTV framework. A classic approach when adopting the former strategy is to consider the LTI plant corresponding to the mid-speed, on the basis that this sufficiently captures the effect of varying the speed. The results in Tab. 2 show that this is approximately true only for the induced $\mathcal{L}_{2}$ gain (i.e. columns 2 and 4 ). In fact, by looking at columns 3 and 5 it can be noted that the predictions obtained with $G_{L T V}$ are closer to the ones with $G_{2}$ (i.e. the plant at the final speed). Thus, by only considering a handful of cases, it is already
apparent that none of the LTI models matches the LTV results for all the performance tests.

By comparing the performance for the two outputs (CG and tip accelerations), it is also observed a substantial difference between the values, which can be interpreted as a measure of the flexibility of the wing. Complementing the quantitative information from Tab. 2, it is possible to identify the worst-case signals for both performance metrics. In particular, in Fig. 5 the worst-case signals for the induced $\mathcal{L}_{2}$ gain of $a_{z-C G}$ obtained with $G_{m}$ and $G_{L T V}$ are plotted, whereas Fig. 6 shows those corresponding to the Euclidean norm of $a_{z-t R}$. The cases for $G_{1}$ and $G_{2}$ are not shown here but have disturbance profiles similar to that of $G_{m}$. Recall that $d$ is dimensionless, and scaled such that $\|d\|_{2,[0, T]}=1$.


Fig. 5 Comparison between $\mathcal{L}_{2}$ gain worst-case disturbances for $a_{z-C G}$.

From the figures it can be seen that the worst-case disturbance corresponding to the LTI system is different from the LTV case. This is more markedly noticeable from Fig. 5, but can also be appreciated in Fig. 6 where the discrepancies in the final part of the input signal have a large effect on the performance (being it dependent on the value of the output at $t=T$ only). Thus, it is confirmed the importance of capturing the time variance of the system, anticipated by Tab. 2, in analysing the considered manoeuvre.


Fig. 6 Comparison between Euclidean gain worst-case disturbances for $a_{z-t R}$.

## C. Open-loop vs. Closed-loop manoeuvres

The open-loop model $G_{L T V}$ is augmented with an $\mathcal{H}_{\infty}$ controller designed to suppress the onset of flutter at the open-loop flutter speed and extend the FLEXOP demonstrator valid flight region. A description of the synthesis strategy is provided in [14] in the Section dedicated to the University of Bristol contribution. Briefly, the design process used as performance channels the modal speeds for the first two flexible modes. The controller is a single LTI state-space system with 4 states, 4 inputs (pitch rate $\left.q, a_{z-C G}, a_{z-t R}, a_{z-t L}\right)$ and 2 outputs ( $\delta_{\text {ail-L4 }}$ and $\delta_{\text {ail-R4 }}$ ).

For ease of comparison, the previous results from the (open-loop, OL) LTV analysis are repeated in Tab. 3 together with the results from the application of the LTV analysis method to the closedloop case (CL).

Table 3 Comparison of OL and CL performance

| Plant | $\\|G\\|_{2}^{t R}$ | $\\|G\\|_{E}^{t R}$ | $\\|G\\|_{2}^{C G}$ | $\\|G\\|_{E}^{C G}$ |
| :---: | :---: | :---: | :---: | :---: |
| $O L$ | 20 | 32 | 2.7 | 3.8 |
| $C L$ | 4.3 | 21.2 | 0.72 | 1.8 |

A number of observations can be made with reference to the results in Tab. 3. It is first seen that
the controller is able to significantly reduce all the gains. This is pronounced in the induced $\mathcal{L}_{2}$ gain case, for which it can be noticed also that the gap between $\|G\|_{2}^{t R}$ and $\|G\|_{2}^{C G}$ is reduced. This was previously described as a measure of the flexibility of the system, and thus the analyses showcase the ability of the controller to tackle it. When looking at the Euclidean gain (third and fifth columns), there is less improvement between OL and CL case, and the gap between $\|G\|_{E}^{t R}$ and $\|G\|_{E}^{C G}$ has actually increased. Note that this result can be motivated by considering the rationale behind the design technique employed for the investigated controller. It is based on the $\mathcal{H}_{\infty}$ formalism, which aims at reducing the frequency response peaks of the closed loop and thus is expected to enhance the performance for the induced $\mathcal{L}_{2}$ gain (as also proved here), and not necessarily for others. In conclusion, the analyses are able to point out performance metrics for which the controller is less effective and can thus inform a redesign if these are deemed important in the tests.

Additional insights are provided by calculating the worst-case disturbance that maximizes the energy of the selected output. Fig. 7 shows a comparison between the open-loop and closed-loop cases for the CG acceleration. A substantial difference is observed in the time-domain profile of the signals. Specifically the $C L$ case has a (dominant) lower frequency of approximatively $10 \frac{\mathrm{rad}}{\mathrm{s}}$, whereas the $O L$ has a frequency of about $50 \frac{\mathrm{rad}}{\mathrm{s}}$, close to that of the two first bending modes [14]. This shows that the controller achieves a reduction in the closed-loop $\mathcal{L}_{2}$ gain by reducing the energy associated with the first elastic modes (which was indeed the aim of the design process as mentioned before). Indeed, the worst-case gust associated with the $C L$ excites lower frequency modes of the system, which have a lower energy content, thus resulting in the improved gain. It is also interesting to note that in the $C L$ case the disturbance acts on a shorter time window. This is a feature observed also in other tests that were performed comparing the open and closed loops.

Finally, the sensitivity of the shape of the worst-case signal to the length of the finite horizon $T$ is considered. Based on the nominal manoeuvre defined in Sec. V A, its value has been set to 5.3 s so far. However, off-nominal conditions in the mission might result in a different value (e.g. because of a different covered distance $L_{a c}$ ). In order to investigate the effect on the results, the disturbances predicted for the closed loop case for larger horizons lengths ( $20 \%, 50 \%$, and $100 \%$ larger than the nominal value $T_{0}$, respectively) are considered. The results are shown in Fig. 8, where also the


Fig. $7 \mathcal{L}_{2}$ gain worst-case disturbances for $a_{z-C G}$ : OL vs CL.
case of nominal $T_{0}$ (corresponding to the curve $C L$ in the previous plot) is reported. For a better comparison, the time $t$ is adimensionalized for each curve with the corresponding horizon length.


Fig. 8 Effect of $T$ on the $\mathcal{L}_{2}$ gain worst-case disturbances for the CL system.

It can be observed that the disturbances are qualitatively very similar. In fact, they present the same dominant frequency and distinctive signal features (e.g. higher frequency component towards
the end of the horizon). Moreover, the $\mathcal{L}_{2}$ gains corresponding to each curve are within $1.5 \%$ with respect to the performance metric associated with the nominal case (Table 3). It can then be concluded that, for this example, the algorithm is robust to changes in the horizon $T$. This property, also observed for other analyzed scenarios, is advantageous because the gained insights (as those from Fig. 7) are not limited to specific cases but have a more general validity.

## D. Comparison with standard gust performance analysis

The results obtained with this framework are compared now with those from a standard approach widely used in the aerospace field for gust analysis. Atmospheric turbulence is typically considered for aircraft design purposes in one of the two idealized categories [23, 24]: discrete gusts, where the gust speed varies in a deterministic manner (provided in time domain); continuous turbulence, where the gust velocity is assumed to vary randomly (provided in frequency domain). The former case is considered here, of which the most common example is the so called 1-cosine gust. This provides the spatial variation of the vertical gust as

$$
\begin{equation*}
w_{g}\left(x_{g}\right)=\frac{w_{g 0}}{2}\left(1-\cos \left(\frac{2 \pi x_{g}}{L_{g}}\right)\right) \quad 0 \leq x_{g} \leq L_{g} \tag{31}
\end{equation*}
$$

where $w_{g 0}$ is the value of the peak gust velocity and $L_{g}$ is the gust length. For a given energy associated with the gust signal, Eq. (31) describes a set of gusts which vary depending on the gust length $L_{g}$. The comparison performed in this subsection is then between the performance achieved when the aircraft is subject to this set of gust profiles and that resulting from the worst-case analyses presented in Sec. VB.

To this aim, the gust velocity expression needs first to be transformed from a spatial into a temporal function. This can be done recalling that the manoeuvre features a constant acceleration, and thus $x_{g}$ is a quadratic function of time. The temporal signal will then be denoted by $d_{g}$. A family of 15 gusts for $\frac{L_{a c}}{15} \leq L_{g} \leq L_{a c}$ is computed and plotted in Fig. 9. The signals are normalized and adimensionalized such that $\left\|d_{g}\right\|_{2,[0, T]}=1$.

This set of gusts is then simulated in the LTV plant $G_{L T V}$ presented in Sec. V B. Fig. 10(a) and Fig. 10(b) report the two performance metrics as a function of the gust length $L_{g}$ for $a_{z-C G}$ and $a_{z-t R}$ respectively.


Fig. 9 Set of 1-cosine gust signals for different gust length $L_{g}$.


Fig. $10 \mathcal{L}_{2}$ and Euclidean gains corresponding to $d_{g}$ as a function of the gust length $L_{g}$.

The performance gains reported in Fig. 10 are markedly different from those in Tab. 2 ( $O L$ row). These differences are not only quantitative, but also qualitative. For example, it can be noted that for the tip acceleration (Fig. 10(b)) these analyses point out at a larger value for $\|G\|_{2}$ than for $\|G\|_{E}$, whereas Tab. 2 indicated the opposite.

These differences should be interpreted noting that a mathematical guaranteed worst-case signal is provided by the proposed analysis method (i.e., Algorithm 2). Further, the computed disturbance is a function of the particular performance metric and output considered (examples of this were given in Section VB). In view of this, it is thus expected that the performance associated with the worstcase gust $\bar{d}$ will be worse than other idealized gusts having a given shape which is independent of the
particular performance problem studied (as it is the case for the 1-cosine gust). Of course, as intrinsic to all worst-case analyses (and especially those based on robust analytical methods), the computed signals do not usually have associated a probability of occurrence. Thus, the usual trade-off between analyzing for cases that are very probable (but that yield optimistic results) versus analyzing for a potentially very improbable case (but providing guaranteed worst-case answers) applies in here. In any case, once the gap between the predictions obtained with standard approaches and the actual worst-case is assessed, the proposed framework allows to construct the signal determining such a performance degradation. This knowledge can in turn drive additional investigations focused on specific objectives (e.g. determining the largest wing tip deflections).

Future research can look at more physical worst-case gust disturbances, and attempt to connect them with more elaborate gust models from the literature (e.g. Dryden Wind Turbulence Model). In addition to the gust example proposed here, other applications to the analysis and design of very flexible aircraft are envisaged. For example, the active load alleviation problem, which has been drawing increasing interest in the community [25], can benefit from the developed analysis framework. Indeed, this can be used to identify worst-case manoeuvres which prevent from achieving the performance targets and can in turn inform redesign of the feedback loop.

## VI. Conclusions

This paper explores the computation of worst-case disturbances associated with finite horizon LTV systems. The definition of the signal leverages the connection between a quadratic cost function (specifying a performance objective) and a Riccati differential equation. The main technical result of the paper is a numerically reliable algorithm which exploits the solution of the RDE and the structure of the disturbance. The effectiveness of the approach is demonstrated with an example consisting of a flexible aircraft subject to gust. This application exemplifies some of the insights that can be gained with this framework and includes a comparison with a standard approach used for gust analysis. Extensions of this work can focus, from the theoretical side, on adding constraints to the input signal in order to obtain more physical worst-case disturbances (e.g. bounds on the magnitude or rate of $d$ ) and, from an application perspective, on investigating other manoeuvres of interest in the analysis of very flexible aircraft.
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## Appendix A

Lemma 4. Let $M \in \mathbb{S}^{n}$ and $v, w \in \mathbb{R}^{n}$. Then it holds

$$
\begin{equation*}
\left|v^{T} M v-w^{T} M w\right| \leq \bar{\sigma}(M)[\|v\|+\|w\|]\|v-w\| \tag{32}
\end{equation*}
$$

Proof. The symmetry of $M$ implies that $w^{T} M v=v^{T} M w$. This can be used to show the following relationship

$$
\begin{equation*}
v^{T} M v-w^{T} M w=(v-w)^{T} M(v+w) \tag{33}
\end{equation*}
$$

This leads to the following bound:

$$
\begin{align*}
\left|v^{T} M v-w^{T} M w\right| & =\left|(v-w)^{T} M(v+w)\right| \\
& \leq\|M(v+w)\|\|v-w\|  \tag{34}\\
& \leq \bar{\sigma}(M)[\|v\|+\|w\|]\|v-w\|
\end{align*}
$$

The first inequality follows Eq. (33) and Cauchy-Schwartz inequality. The second inequality follows from the definition of $\bar{\sigma}(M)$. The last inequality is an application of the triangle inequality.
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