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Abstract

We study existence and properties of one-dimensional edge domain walls in ultrathin ferro-
magnetic films with uniaxial in-plane magnetic anisotropy. In these materials, the magnetization
vector is constrained to lie entirely in the film plane, with the preferred directions dictated by
the magnetocrystalline easy axis. We consider magnetization profiles in the vicinity of a straight
film edge oriented at an arbitrary angle with respect to the easy axis. To minimize the micro-
magnetic energy, these profiles form transition layers in which the magnetization vector rotates
away from the direction of the easy axis to align with the film edge. We prove existence of edge
domain walls as minimizers of the appropriate one-dimensional micromagnetic energy functional
and show that they are classical solutions of the associated Euler-Lagrange equation with Dirich-
let boundary condition at the edge. We also perform a numerical study of these one-dimensional
domain walls and uncover further properties of these domain wall profiles.

1 Introduction

The field of ferromagnetism of thin films is currently undergoing a renaissance driven by advances
in theory, experiment and technology [7, 11, 14, 24, 31, 42, 44]. Study of magnetic domain walls is
remaining at the forefront of this activity and attracts a lot of attention from engineering, physical
and mathematical communities. These studies are in part motivated by a new field of applied
physics – spintronics – offering a great promise for creating the next generation of data storage and
logic devices combining spin-dependent effects with conventional charge-based electronics [2, 3].

There are two most common types of domain walls connecting the distinct preferred directions
of magnetization in uniaxial materials: Bloch and Néel walls [22]. Bloch walls appear in bulk
ferromagnets, where the magnetization profile connecting the two opposite easy axis directions
prefers an out-of-plane rotation with respect to the plane spanned by the wall direction and the
easy axis. In ultrathin ferromagnetic films, on the other hand, the stray field energy penalizes
out-of-plane rotations, and as a result the magnetization profile is constrained to the film plane. A
domain wall profile connecting the two distinct preferred directions of magnetization via an in-plane
rotation is called a Néel wall.

Néel walls have been thoroughly investigated theoretically since their discovery, and their inter-
nal structure is currently fairly well understood. The main characteristics of the one-dimensional
Néel wall profile typically include an inner core, logarithmically decaying intermediate regions
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and algebraic tails. These features have been predicted theoretically, using micromagnetic treat-
ments [16, 19, 22, 36, 39], and verified experimentally [5]. Recent rigorous mathematical studies of
Néel walls confirmed these predictions and provided more refined information about the profile of
the Néel wall, including uniqueness, regularity, monotonicity, symmetry, stability and precise rate
of decay [9, 10,12,20,33,38].

Another type of a domain wall has been recently observed in ultrathin ferromagnetic films with
perpendicular anisotropy and strong antisymmetric exchange referred to as Dzyaloshinskii-Moriya
interaction (DMI). The presence of DMI significantly alters the structure of domain walls, leading
to formation of chiral domain walls in the interior and chiral edge domain walls at the boundary
of the ferromagnetic sample [37, 40, 43]. These chiral domain walls and chiral edge domain walls
play a crucial role in producing new types of magnetization patterns inside a ferromagnet and have
been rigorously analyzed in [37].

It is well known that magnetization configurations in ferromagnets are significantly affected
by the presence of material boundaries [11, 14, 22]. To reduce the stray field, the magnetization
vector tries to stay tangential to the material boundary, thus minimizing the presence of boundary
magnetic charges. In ultrathin films, this forces the magnetization vector to lie almost entirely in
the film plane and align tangentially along the film’s lateral edges [27]. At the same time, these
geometrically preferred directions may disagree with the intrinsic directions in the bulk film, deter-
mined by either a strong in-plane uniaxial crystalline anisotropy or an external in-plane magnetic
field. The result of this incompatibility is another type of magnetic domain walls – edge domain
walls. These domain walls have been observed experimentally in magnetically coupled bilayers
in the shape of strips with an easy axis normal to the strip [41], and in single-layer strips with
negligible crystalline anisotropy and varying in-plane uniform magnetic field [32].

The origin of edge domain walls is due to the competition between magnetostatic, exchange and
anisotropy energies. Strong uniaxial anisotropy defines the two preferred magnetization directions
within the ferromagnetic film plane. On the other hand, at the film edge the magnetostatic energy
penalizes the magnetization component normal to the edge, and consequently the magnetization
prefers to lie in-plane and tangentially to the edge of the ferromagnetic film. The exchange en-
ergy allows for a continuous transition between these states and as a result an edge domain wall
connecting the direction tangent to the film edge and the anisotropy easy axis direction is created.

Experimental observations in soft ferromagnetic thin films and bilayers [32,41] indicate that edge
domain walls, formed near the boundary of the sample due to a misalignement of the tangential
and applied field directions, have an essentially one-dimensional character. This is confirmed by
micromagnetic simulations in extended ferromagnetic strips performed in several regimes, including
strong in-plane uniaxial anisotropy with no applied field (see Fig. 1) and no crystalline anisotropy
with strong in-plane applied field (results not shown). Numerical simulations suggest that away
from the side edges the domain walls have essentially one-dimensional profiles. Therefore, in order
to investigate these profiles it is enough to model their behavior, employing a simplified one-
dimensional micromagnetic energy capturing the essential features of the wall profiles. Such a
description is expected to be appropriate for strips of soft ferromagnetic materials whose thickness
does not exceed significantly the exchange length and whose width is much larger than the Néel
wall width.

The goal of this paper is to understand the formation of edge domain walls viewed as global
energy minimizers of a reduced one-dimensional micromagnetic energy. We begin our analysis by
deriving a one-dimensional energy functional describing edge domain walls (see (15)). Since we
are specifically interested in one-dimensional domain wall profiles, we consider the problem on an
unbounded domain consisting of a ferromagnetic film occupying a half-plane times a fixed interval
with small thickness. However, this setup makes the energy of the wall infinite due to inconsistency
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Figure 1: A magnetization configuration containing edge domain walls in a strip obtained from
micromagnetic simulations of a 20.7µm×5.2µm×4nm permalloy sample with vertical uniaxial
anisotropy and no applied field (for further details, see section 8). The colormap corresponds
to the angle between the magnetization vector (also shown by arrows) and the y-axis. Inside the
dashed box (i.e., far from the side edges) the edge wall profiles are essentially one-dimensional.

between the preferred magnetization directions at the film edge and inside the film (see section 3).
Therefore, in order to have a well defined minimization problem, we need to renormalize the one-
dimensional energy per unit edge length in a suitable way (see (24)). We show existence of a
minimizer for this energy, using standard methods of the calculus of variations; see Theorem 1.
The main difficulty lies in dealing with nonlocal magnetostatic energy term and identifying the
proper space where the minimization problem makes sense. We continue our analysis by deriving
the Euler-Lagrange equation characterizing the profile of the edge domain wall; see Theorem 2.
This seemingly straightforward task, however, requires a rather careful and proper dealing with the
nonlocal energy term. The main difficulty is related to the fact that we only have rather limited
regularity of the energy minimizing solutions a priori. The information about further regularity is
usually recovered through the use of the Euler-Lagrange equation and a bootstrap argument. As
this information is not yet available, we need to carefully analyze the nonlocal term using methods
from fractional Sobolev spaces and recover a weak form of the Euler-Lagrange equation. After
deriving the Euler-Lagrange equation, we can prove higher regularity of the solutions using an
adaptation of the standard elliptic regularity techniques. However, due to the difficulties arising in
dealing with nonlocality we can only show the C2 regularity of solutions. Further application of the
bootstrap argument is then hindered by the lack of integrability of the contribution of the nonlocal
term to the Euler-Lagrange equation when higher derivatives of the solution are considered, and
the second derivative of the solution indeed blows up at the film edge.

After establishing existence and regularity of the edge domain wall profiles, we investigate
two specific regimes where we can provide refined information about the properties of the energy
minimizing solutions of the Euler-Lagrange equation; see Theorem 3 and Theorem 4. The first
regime that we consider is the regime of relatively small magnetostatic energy, which corresponds
to very thin films. In this regime we show that all minimizers of the energy (24) are close to the
standard local Néel wall-type profile. The second regime is the regime in which the boundary
tangent and the easy axis directions are nearly parallel. In this case we show that there is a unique
minimizer of the energy in (24), and this minimizer is close to the uniform state. We corroborate
our analytical findings and provide more information about the profiles of edge domain walls, using
one-dimensional numerical simulations that employ the method from [36].
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Our paper is organized as follows. In section 2, starting from the full three-dimensional micro-
magnetic model we derive a variational model for edge domain walls that we intend to investigate
in this paper. Section 3 is devoted to a rigorous formulation of the problem and includes the
statements of the main results about existence, regularity and the qualitative features of edge do-
main walls. In sections 4, 5, 6 and 7 we prove the main theorems formulated before in section 3.
In section 8, we present the results of numerical simulations, compare them with our analytical
findings and discuss open problems. Finally, in Appendix A we provide a rigorous derivation of
the one-dimensional micromagnetic energy in magnetic strips under natural assumptions on the
one-dimensional magnetization profile.

2 Model

Consider a uniaxial ferromagnet occupying a domain Ω ⊂ R3, with the easy axis oriented along the
second coordinate direction. Then the micromagnetic energy associated with the magnetization
state of the sample reads, in the SI units [22,29]:

E(M) =
A

M2
s

∫
Ω
|∇M|2 d3r +

K

M2
s

∫
Ω

(M2
1 +M2

3 )d3r

− µ0

∫
Ω
M ·H d3r + µ0

∫
R3

∫
R3

∇ ·M(r)∇ ·M(r′)

8π|r− r′|
d3r d3r′. (1)

Here M = (M1,M2,M3) is the magnetization vector that satisfies |M| = Ms in Ω and M = 0 in
R3 \ Ω, the positive constants Ms, A and K are the saturation magnetization, exchange constant
and the anisotropy constant, respectively, H is an applied external field, and µ0 is the permeability
of vacuum. In (1), the terms in the order of appearance are the exchange, crystalline anisotropy,
Zeeman and stray field terms, respectively, and ∇ ·M is understood distributionally.

In this paper, we are interested in the situation in which Ω is a flat ultra-thin film domain, i.e.,
we have Ω = D × (0, d), where D ⊂ R2 is a planar domain specifying the film shape and d is the
film thickness of a few nanometers. In this case the magnetization is expected to be essentially
independent from the third coordinate, and the full three-dimensional micromagnetic energy admits
a reduction to an energy functional that depends only on the average of the magnetization over
the film thickness (see, e.g., [27, Lemma 3]; for an analytical treatment in a closely related context,
see [26, 35]). Therefore, we introduce an ansatz M(x1, x2, x3) = Ms(m(x1, x2), 0)χ(0,d)(x3), where
m : R2 → R2 is a two-dimensional in-plane magnetization vector satisfying |m| = 1 in D and
|m| = 0 outside D, and χ(0,d) is the characteristic function of (0, d). Next, we define the exchange
length `, the Bloch wall width L, and the thin film parameter ν measuring the relative strength of
the magnetostatic energy [36]:

` =

√
2A

µ0M2
s

, L =

√
A

K
, ν =

µ0M
2
s d

2
√
AK

, (2)

and note that the above ansatz is relevant when d . ` [13, 17, 18, 27, 36]. Then, measuring the
energy in the units of 2Ad and lengths in the units of L, we obtain the following expression for the
energy as a function of m [19]:

E(m) =
1

2

∫
D

(
|∇m|2 +m2

1 − 2h ·m
)
d2r +

ν

2

∫
R2

∫
R2

Kδ(|r− r′|)∇ ·m(r)∇ ·m(r) d2r d2r′, (3)
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where δ = d/L is the dimensionless film thickness,

Kδ(r) =
1

2πδ

{
ln

(
δ +
√
δ2 + r2

r

)
−
√

1 +
r2

δ2
+
r

δ

}
, (4)

and we set H = K/(µ0Ms)(h, 0) for h : R2 → R2, assuming that the applied field lies in the film
plane. More explicitly, assuming that ∂D is of class C2, we have

E(m) =
1

2

∫
D

(
|∇m|2 +m2

1 − 2h ·m
)
d2r +

ν

2

∫
D

∫
D
Kδ(|r− r′|)∇ ·m(r)∇ ·m(r) d2r d2r′

− ν
∫
D

∫
∂D

Kδ(|r− r′|)∇ ·m(r)(m(r′) · n(r′)) dH1(r′) d2r

+
ν

2

∫
∂D

∫
∂D

Kδ(|r− r′|)(m(r) · n(r))(m(r′) · n(r′)) dH1(r′) dH1(r), (5)

where n is the outward unit normal vector to ∂D, and we took into account that the distributional
divergence of m is the sum of the absolutely continuous part in D and a jump part on ∂D.

We now consider the thin film limit introduced in [36] by sending δ to zero with ν and D fixed.
Observe that when δ is small, we have

Kδ(r) '
1

4πr
and

∫
∂D

Kδ(|r− r′|) dH1(r′) ' 1

2π
ln δ−1. (6)

Therefore, when m does not vary appreciably on the scale of δ, to the leading order we have
E(m) ' Eδ(m), where

Eδ(m) =
1

2

∫
D

(
|∇m|2 +m2

1 − 2h ·m
)
d2r +

ν

8π

∫
D

∫
D

∇ ·m(r)∇ ·m(r)

|r− r′|
d2r d2r′

− ν

4π

∫
D

∫
∂D

∇ ·m(r)(m(r′) · n(r′))

|r− r′|
dH1(r′) d2r +

ν ln δ−1

4π

∫
∂D

(m(r) · n(r))2 dH1(r). (7)

Since the last term in (7) blows up as δ → 0, unless m · n = 0 a.e. on ∂D, in the limit we recover

E0(m) =
1

2

∫
D

(
|∇m|2 +m2

1 − 2h ·m
)
d2r +

ν

8π

∫
D

∫
D

∇ ·m(r)∇ ·m(r)

|r− r′|
d2r d2r′, (8)

with admissible configurations m ∈ H1(D; S1) satisfying Dirichlet boundary condition m = st
on ∂D, where t is the positively oriented unit tangent vector to ∂D and s : ∂D → {−1, 1}. In
fact, since the trace of m belongs to H1/2(∂D;R2), the function s is necessarily constant on each
connected component of ∂D. Note that this creates a topological obstruction in the case when D is
simply connected, giving rise to boundary vortices at the level of Eδ [27,28,34]. At the same time, it
is clear that for suitable multiply connected domains the considered admissible class is non-empty.
A canonical example of the latter is an annulus (for a physics overview, see [25]). In the absence
of crystalline anisotropy and applied field, the ground state of the magnetization in an annulus is
easily seen to be a vortex state. However, this result no longer holds in the presence of crystalline
anisotropy, since the latter does not favor alignment of m with the boundaries. In large annuli,
this would lead to the formation of a boundary layer, in which the magnetization rotates from the
direction tangential to the boundary to the direction of the easy axis. We call such magnetization
configurations edge domain walls (for similar objects in a different micromagnetic context, see [37]).
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Figure 2: Illustration of the strip geometry.

Focusing on one-dimensional transition profiles in the vicinity of the boundary, we now consider
D to be a strip of width w oriented at an angle β ∈ [0, π/2] with respect to the easy axis (see Fig.
2). We define

x = x1 cosβ + x2 sinβ (9)

to be the variable in the direction normal to the strip axis. Then, with the applied field h set to
zero, the energy of a magnetization configuration m = m(x) per unit length of the strip is equal
to (see Appendix A)

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

4π

∫ w

0

∫ w

0
ln |x− y|−1m′β(x)m′β(y) dx dy, (10)

where mβ = eβ ·m, with eβ = (cosβ, sinβ), provided that

mβ(0) = mβ(w) = 0. (11)

The energy in (10) may also be rewritten using the operator
(
− d2

dx2

)1/2
(acting from H1(R) to

L2(R) and understood via Fourier space, see Appendix A)

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

4

∫ ∞
−∞

mβ

(
− d2

dx2

)1/2

mβ dx. (12)

Another useful representation of the energy in (10) that expresses the double integral in terms of
mβ rather than its derivative is (see Appendix A)

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

8π

∫ ∞
−∞

∫ ∞
−∞

(mβ(x)−mβ(y))2

(x− y)2
dx dy. (13)
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Lastly, we express the energy in (13) in terms of the angle θ between m and the easy axis in the
counter-clockwise direction:

m = (− sin θ, cos θ). (14)

With a slight abuse of notation, we get that the energy associated with m is given by

Eβ,w(θ) =
1

2

∫ w

0

(
|θ′|2 + sin2 θ

)
dx+

ν

8π

∫ ∞
−∞

∫ ∞
−∞

(sin(θ(x)− β)− sin(θ(y)− β))2

(x− y)2
dx dy, (15)

where we set θ(x) = β, for all x 6∈ (0, w). The energy functional in (15) is the starting point of
our analysis throughout the rest of this paper. In particular, it is straightforward to show that
minimizers of (15) exist among all θ − β ∈ H1

0 (0, w), are smooth in the interior and satisfy the
Euler-Lagrange equation

0 =
d2θ

dx2
− sin θ cos θ − ν

2
cos(θ − β)

(
− d2

dx2

)1/2

sin(θ − β) x ∈ (0, w), (16)

where [15] (
− d2

dx2

)1/2

u(x) =
1

π
−
∫ ∞
−∞

u(x)− u(y)

(x− y)2
dy, (17)

and here and everywhere below −
∫

denotes the principal value of the integral. Notice that the Euler-
Lagrange equation in (16) coincides with the one for the classical problem of the Néel wall [10].

3 Statement of results

We now turn to the problem of our main interest in this paper, which is to characterize a single
edge domain wall. For this purpose, we would like to send the parameter w to infinity and obtain
an energy minimizing profile θ(x) solving (16) for all x > 0 and satisfying θ(0) = β (also setting
θ(x) = β for all x < 0 in the definition of the last term in (16)). We note that for the problem on
the semi-infinite domain with β ∈ [0, π/2] the boundary condition at x = 0 is equivalent to that
in (11) because of the reflection symmetry, which makes the energy invariant with respect to the
transformation

θ → −θ, β → −β. (18)

We also note that for β = 0 we clearly have θ = 0 as the unique global minimizer for the energy in
(15). Therefore, in the following we always assume that β > 0.

As can be seen from standard phase plane analysis, in the absence of the nonlocal term due to
stray field, i.e., when ν = 0, the edge domain wall solution is explicitly

θ(x) = 2 arctan

(
e−x tan

β

2

)
for x > 0, (19)

noting that for β = π/2 there is also another solution which is obtained from the one in (19) by a
reflection with respect to θ = π/2. Furthermore, for all β ∈ (0, π/2) and ν = 0 this is the unique
solution of (16) satisfying θ(0) = β and approaching a constant as x → +∞. The profile θ(x) is
decreasing monotonically from θ = β at x = 0 to θ = 0 at x = +∞ and decays exponentially at
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infinity. It also minimizes the energy in (15) with ν = 0 and w =∞ among all θ−β ∈ H̊1
0 (R+). By

H̊1
0 (R+) we mean the Hilbert space obtained as the completion of the space C∞c (R+) with respect

to the homogeneous Sobolev norm

‖u‖2
H̊1

0 (R+)
:=

∫ ∞
0
|u′|2dx. (20)

Note that by Sobolev embedding the elements of H̊1
0 (R+) may be identified with continuous func-

tions vanishing at x = 0 (cf. [8, Section 8.3]). The minimizing property of θ(x) in (19) may be seen
directly from the Modica-Mortola type inequality for the energy with ν = 0 and w =∞:

E0
β(θ) :=

1

2

∫ ∞
0

(
|θ′|2 + sin2 θ

)
dx =

∫ ∞
0
|(cos θ)′| dx+

1

2

∫ ∞
0

(
|θ′| − | sin θ|

)2
dx

≥
∣∣∣∣∫ ∞

0
(cos θ)′ dx

∣∣∣∣ = | cosβ − cos θ∞| ≥ 1− cosβ. (21)

In writing (21), we used weak chain rule [8, Corollary 8.11] and the fact that sin θ ∈ H1(R+)
whenever E0

β(θ) < +∞ and, hence, sin θ(x) → 0 as x → +∞, implying that θ(x) → θ∞ ∈ πZ [8,
Corollary 8.9]. Furthermore, by inspection the case of equality holds if and only if θ is given by
(19).

A natural question is whether this type of boundary layer solution also exists for ν > 0. We
point out from the outset that if one formally sets w = ∞ in (15), one runs into a difficulty
that the nonlocal term in the energy evaluated on the function in (19) is infinite. Indeed, by
positivity of the nonlocal and anisotropy terms, for any configuration with bounded energy we
would have sin θ ∈ H1(R+) and, therefore, limx→∞ θ(x) = θ∞ ∈ πZ, as before. On the other hand,
if θ∞ − β 6∈ 2πZ, the nonlocal part of the energy becomes infinite:∫ ∞

−∞

∫ ∞
−∞

(sin(θ(x)− β)− sin(θ(y)− β))2

(x− y)2
dx dy ≥

∫ ∞
R

∫ 0

−∞

sin2(θ(y)− β)

(x− y)2
dx dy

≥
∫ ∞
R

sin2(θ(y)− β)

y
dy ≥ 1

2
sin2 β

∫ ∞
R

dy

y
= +∞, (22)

where we chose a sufficiently large R > 0, such that sin2(θ(y)− β) ≥ 1
2 sin2(θ∞ − β) = 1

2 sin2 β > 0
for all y > R. This phenomenon has to do with the divergence of the energy of a pair of edge
domain walls minimizing Eβ,w in (15) as w → ∞. Indeed, for β 6= 0 an edge domain wall carries
a net magnetic charge spread over a region of width of order 1 near the edge. Therefore, the
self-interaction energy per unit length of a single edge domain wall diverges logarithmically with
w, as can be seen by examining the argument in (22). Thus, in order to concentrate on a single
edge domain wall, we need to appropriately renormalize the wall energy by “subtracting” the
infinite self-interaction energy of a single wall. To this end, we introduce a smooth cutoff function
ηβ : R → [0, β] that satisfies ηβ(x) = β when x ≤ 0, ηβ(x) = 0 when x ≥ 1, and η′β(x) ≤ 0 for
all x ∈ R, and formally subtract its contribution from the integrand in the last term in (15). This
produces the following renormalized energy

Eβ(θ) :=
1

2

∫ ∞
0

(
|θ′|2 + sin2 θ

)
dx

+
ν

8π

∫ ∞
−∞

∫ ∞
−∞

(sin(θ(x)− β)− sin(θ(y)− β))2 − (sin(ηβ(x)− β)− sin(ηβ(y)− β))2

(x− y)2
dx dy, (23)
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which is clearly finite when θ = ηβ. Notice that ηβ(x) mimics the edge domain wall profile near
the edge and thus has the same leading order self-energy as the edge wall, which is what motivates
its introduction in (23).

Care is needed in defining a suitable admissible class of functions θ(x) in order to make the
last term in (23) meaningful, as the integrand there may not be in L1(R2). The latter is related to
the logarithmic divergence at infinity of the respective integrals mentioned earlier. Therefore, we
rewrite the energy Eβ(θ) in an equivalent form for smooth functions θ(x) satisfying θ(x) = β for
all x < 0 and θ(x) = πn for some n ∈ Z and all x > R� 1:

Eβ(θ) =

∫ ∞
0

(
1

2
|θ′|2 +

1

2
sin2 θ +

ν

4π
·

sin2(θ − β)− sin2(ηβ − β)

x

)
dx

+
ν

8π

∫ ∞
0

∫ ∞
0

(sin(θ(x)− β)− sin(θ(y)− β))2

(x− y)2
dx dy

− ν

8π

∫ ∞
0

∫ ∞
0

(sin(ηβ(x)− β)− sin(ηβ(y)− β))2

(x− y)2
dx dy, (24)

as can be verified by a direct computation. We observe that this energy is well-defined, possibly
taking value +∞, on the admissible class

A :=
{
θ ∈ C

(
R+
)

: θ − β ∈ H̊1
0 (R+)

}
. (25)

Indeed, the last term in (24) is independent of θ and finite (see Lemma 5). Therefore, the main
difficulty with the definition of Eβ comes from the last term in the first line of (24). Nevertheless,
as we show in Lemma 6, the integrand in the first line of (24) may be bounded from below by an
integrable function that does not depend on θ. This makes the definition of Eβ in (24) meaningful.

We are now in the position to state our existence result for the edge domain walls, viewed as
minimizers of the one-dimensional energy Eβ in (24) over the admissible class A in (25).

Theorem 1. For each β ∈ (0, π/2] and each ν > 0, there exists θ ∈ A such that Eβ(θ) =
inf θ̃∈AE(θ̃). Furthermore, we have θ ∈ L∞(R+) and limx→∞ θ(x) = θ∞ for some θ∞ ∈ πZ.

We remark that the minimizers obtained in Theorem 1 do not depend on the specific choice of ηβ.
Indeed, denoting by Eβ(θ, ηβ) the value of the energy for a given θ and ηβ, we have for any θ and

η
(1,2)
β such that E(θ, η

(1,2)
β ) < +∞:

Eβ(θ, η
(2)
β )− Eβ(θ, η

(1)
β ) =

ν

4π

∫ ∞
0

sin2(η
(2)
β − β)− sin2(η

(1)
β − β)

x
dx

+
ν

8π

∫ ∞
0

∫ ∞
0

(sin(η
(1)
β (x)− β)− sin(η

(1)
β (y)− β))2 − (sin(η

(2)
β (x)− β)− sin(η

(2)
β (y)− β))2

(x− y)2
dx dy,

(26)

which is a constant independent of θ. In particular, minimizers of Eβ(·, η(1)
β ) over A coincide with

those of Eβ(·, η(2)
β ).

The result in Theorem 1 should be contrasted with that for the case ν = 0 discussed at the
beginning of this section. For the latter, for all β ∈ (0, π/2) we have existence of a unique minimizer
in A, which is monotone decreasing and converging to zero exponentially at infinity. In the case
ν > 0, on the other hand, our result does not exclude a possibility of winding near the film edge,
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expressed in the fact that one may have θ → πn for some n 6= 0 as x → +∞. Similarly, neither
uniqueness nor monotonicity of the energy minimizing profile are guaranteed a priori, and the decay
at infinity is expected to follow a power law (cf. [10] and section 8 below).

We now turn to the questions of further regularity and the Euler-Lagrange equation satisfied by
the minimizers obtained in Theorem 1. Formally, the Euler-Lagrange equation associated with (24)
coincides with (16) for all x ∈ R+ (again, extending θ to θ(x) = β for x < 0). However, care needs
to be exercised once again, since the function sin(θ−β) no longer belongs to L2(R), so the standard

approach to the definition of
(
− d2

dx2

)1/2
via Fourier space no longer applies directly. Nevertheless,

we show that (16) still holds for the minimizers, provided that one uses the integral representation

in (17) as the definition for
(
− d2

dx2

)1/2
. The latter is meaningful whenever θ is smooth, and we

have explicitly

θ′′(x) = sin θ(x) cos θ(x) +
ν

2π
· sin(θ(x)− β) cos(θ(x)− β)

x

+
ν

2π
cos(θ(x)− β)

(
−
∫ ∞

0

sin(θ(x)− β)− sin(θ(y)− β)

(x− y)2
dy

)
∀x > 0. (27)

This picture is made precise in the following theorem.

Theorem 2. For each β ∈ (0, π/2] and each ν > 0, let θ be a minimizer from Theorem 1. Then
θ ∈ C2(R+) ∩ C1(R+) ∩ W 1,∞(R+) and (27) holds. In addition, we have |θ′(0)| = sinβ and
limx→0+ |θ′′(x)| =∞.

We remark that the last statement in Theorem 2 prevents the minimizer in Theorem 1 to be
smooth up to x = 0, in contrast with the case ν = 0 (see (19)). In turn, because of the presence of
the nonlocal term in (27) further regularity of the minimizer for x > 0 cannot be established by a
standard bootstrap argument. A further study of higher regularity of the domain wall profiles in
the film interior would require a finer simultaneous treatment of the exchange and stray field terms
and goes beyond the scope of the present paper.

We end with a consideration of two parameter regimes in which further information can be
obtained about the detailed structure of the energy minimizing profiles. In both these regimes
the nonlocal term in the equation may be viewed as a perturbation. The first is the regime when
β ∈ (0, π/2) is arbitrary, but ν is sufficiently small depending on β. Then we have the following
result about the behavior of minimizers.

Theorem 3. Let β ∈ (0, π/2) and let θν be a minimizer of (24) for a given ν > 0. Then, as ν → 0
the minimizers θν converge uniformly on [0,+∞) to the minimizer θ0 of (21), defined in (19).

We note that we need to avoid the value of β = π/2 in the statement of Theorem 3, because even
in the case ν = 0 there are two possible minimizers: one is given by (19) and the other by its
reflection with respect to θ = π/2. On the other hand, it is easy to see by an inspection of the
proof of Theorem 3 that convergence in its statement is uniform in β for all 0 < β ≤ β0 < π/2.
Note also that the statement of Theorem 3 implies that θν(x) → 0 as x → +∞ for all ν > 0
sufficiently small depending on β. In other words, the domain wall profiles cannot exhibit winding
in this parameter range.

The second regime is for fixed values of ν > 0 and sufficiently small β > 0. Here we have the
following result.

Theorem 4. Let ν > 0, let 0 < β ≤ β0 for some β0(ν) > 0, and let θβ be a minimizer of (24).
Then θβ is unique, and θβ → 0 uniformly on [0,+∞) as β → 0.
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Again, the statement of Theorem 4 implies that θβ(x) → 0 as x → +∞ for all β > 0 sufficiently
small depending on ν.

4 Proof of Theorem 1

We begin by defining

Jβ(θ) :=

∫ ∞
0

∫ ∞
0

(sin(θ(x)− β)− sin(θ(y)− β))2

(x− y)2
dx dy, (28)

and making the following basic observation.

Lemma 5. We have

Jβ(ηβ) < +∞. (29)

Proof. Since ηβ(x) = 0 for all x ≥ 1, we may write

Jβ(ηβ) =

∫ 1

0

∫ 1

0

(sin(ηβ(x)− β)− sin(ηβ(y)− β))2

(x− y)2
dx dy

+ 2

∫ 1

0

∫ ∞
1

(sin(ηβ(y)− β)− sinβ)2

(x− y)2
dx dy

=

∫ 1

0

∫ 1

0

(sin(ηβ(x)− β)− sin(ηβ(y)− β))2

(x− y)2
dx dy

+ 2

∫ 1

0

(sin(ηβ(y)− β)− sinβ)2

1− y
dy. (30)

By smoothness of ηβ we have

| sin(ηβ(x)− β)− sin(ηβ(y)− β)| ≤ C|x− y|, (31)

for some C > 0 depending only on ηβ. Therefore, the integrands in the right-hand side of (30) are
essentially bounded, yielding the result.

With the result of Lemma 5 in hand, we can write the energy in (24) as

Eβ(θ) = Fβ(θ) +
ν

8π
Jβ(θ)− ν

8π
Jβ(ηβ), (32)

where

Fβ(θ) :=

∫ ∞
0

(
1

2
|θ′|2 +

1

2
sin2 θ +

ν

4π
·

sin2(θ − β)− sin2(ηβ − β)

x

)
dx. (33)

While Jβ(θ) ≥ 0 by definition, we also have the following result concerning Fβ(θ).

Lemma 6. For every θ ∈ A we have

1

2
sin2 θ(x) +

ν

4π
·

sin2(θ(x)− β)− sin2(ηβ(x)− β)

x
≥ − C

1 + x2
∀x > 0, (34)

for some C > 0 depending only on β, ν and ηβ. Furthermore, Fβ(θ) is bounded below independently
of θ.
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Proof. Since by the definition of ηβ we have |ηβ(x) − β| ≤ Cx for some C > 0 and all x ∈ (0, 1),
the left-hand side of (34) is bounded below on this interval. At the same time, by trigonometric
identities and Young’s inequality we have for all x ≥ 1 and any ε > 0

sin2(θ − β)− sin2(ηβ − β)

x
=

sin(θ − 2β) sin θ

x
≥ −ε sin2 θ − 1

4εx2
. (35)

Hence, choosing ε sufficiently small depending only on ν, we can control the left-hand side of (34)
from below by −C/x2 for all x ∈ (1,∞), where the constant C > 0 depends only on ν. Combining
the estimates on the two intervals then yields (34). Finally, the last statement follows from (34)
and the fact that the integrand in (33) is measurable on R+.

Proof of Theorem 1. Since inf θ̃∈AEβ(θ̃) ≤ Eβ(ηβ) < +∞, and since Eβ(θ) ≥ −C for some C > 0
and all θ ∈ A by Lemmas 5 and 6, there exists a sequence of θn ∈ A such that

−∞ < inf
θ̃∈A

Eβ(θ̃) = lim inf
n→∞

Eβ(θn) < +∞. (36)

Furthermore, by Lemma 6 and positivity of Jβ we have ‖θ′n‖L2(R+) ≤ C for some C > 0. Therefore,
upon extraction of subsequences we have θ′n ⇀ θ′ in L2(R+) for some θ ∈ H1

loc(R+) and θn → θ
in C([0, R]) for any R > 0 fixed by Sobolev embedding [8, Theorem 8.8 and Proposition 8.13].
By a diagonal argument we then conclude that upon further extraction of a subsequence we have
θn(x)→ θ(x) for every x > 0.

Now, by the lower semicontinuity of the norm we have lim infn→∞ ‖θ′n‖L2(R+) ≥ ‖θ′‖L2(R+).
Therefore, by Lemma 6 and Fatou’s lemma we get lim infn→∞ Fβ(θn) ≥ Fβ(θ). Again, by Fatou’s
lemma we also get lim infn→∞ Jβ(θn) ≥ Jβ(θ). In fact, since (θn) is a minimizing sequence, the

inequalities above are equalities. This implies that θn−β → θ−β strongly in H̊1
0 (R+), and, hence,

we have θ ∈ A. Thus, θ is a minimizer of Eβ over A.
Finally, observe that by weak chain rule [8, Corollary 8.11] and Lemma 6 we have sin θ ∈

H1(R+). Therefore, by [8, Corollary 8.9] we also have sin θ ∈ C
(
R+
)

and sin θ(x)→ 0 as x→ +∞.
On the other hand, from the Modica-Mortola type inequality and Lemmas 5 and 6 we obtain∫ ∞

0
| sin θ| |θ′| dx ≤ 1

2

∫ ∞
0

(
|θ′|2 + sin2 θ

)
dx < +∞, (37)

which implies that θ(x)→ θ∞ for some θ∞ ∈ πZ as x→ +∞. This concludes the proof.

Remark 7. We have shown existence of a minimizer for the energy in (24) since a priori the
energy in (23) did not make sense for all θ ∈ A. However, if θ ∈ A satisfies Eβ(θ) < C (in the
sense of (24)) then it is not difficult to see that the energy in (23) also makes sense and coincides
with that in (24).

5 Proof of Theorem 2

We now proceed to the proof of Theorem 2, where we have to compute a variation of the energy
in (24). It is clear how to deal with all the terms except Jβ(θ). In order to find the variation of
Jβ(θ), for notational convenience we define

u(x) := sin(θ(x)− β), (38)
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for θ ∈ A and notice that ∫ ∞
0

∫ ∞
0

(u(x)− u(y))2

(x− y)2
dx dy = Jβ(θ). (39)

We are taking a variation with respect to θ as follows: θ(x) 7→ θ(x) + εφ(x), with φ ∈ C∞c (R+)
and ε ∈ R. It is convenient to introduce the corresponding variation in u, defined as u(x) 7→
u(x) + εψε(x), where

ψε(x) :=

{
sin(θ(x)+εφ(x)−β)−sin(θ(x)−β)

ε ε 6= 0,

cos(θ(x)− β)φ(x) ε = 0.
(40)

Note that for every x ∈ R+ we have

ψε(x)→ ψ0(x) =: ψ(x) as ε→ 0. (41)

Before computing the variation of Jβ(θ) we will need two technical lemmas concerning the
properties of ψε.

Lemma 8. Let ε ∈ R, θ ∈ A, φ ∈ C∞c (R+), and let ψε be defined in (40). Then ψε ∈ H1(R+),
and for almost every x ∈ R+ we have

|ψε(x)| ≤ |φ(x)| and |ψ′ε(x)| ≤ |φ′(x)|+ |θ′(x)| |φ(x)|. (42)

Proof. By mean value theorem, we have

ψε(x) = cos(θ(x) + ελε(x)φ(x)− β)φ(x), (43)

for some λε(x) ∈ (0, 1), which yields the first inequality in (42). Next, applying the weak chain
rule [8, Corollary 8.11], we obtain ψε ∈ H1

loc(R+), and for almost every x ∈ R+ we have

ψ′ε(x) = cos(θ(x) + εφ(x)− β)φ′(x) +
cos(θ(x) + εφ(x)− β)− cos(θ(x)− β)

ε
θ′(x). (44)

In particular, ψ′ε has compact support and, hence, ψε ∈ H1(R+). Therefore, again by mean value
theorem and triangle inequality we have for some λε(x) ∈ (0, 1)

|ψ′ε(x)| ≤ | cos(θ(x) + εφ(x)− β)| |φ′(x)|+ | sin(θ(x) + ελε(x)φ(x)− β)| |φ(x)| |θ′(x)|, (45)

yielding the result.

Lemma 9. Let ε ∈ R, θ ∈ A, φ ∈ C∞c (R+), and let ψε be defined in (40). Then there exists C > 0
independent of ε such that for every δ > 0 there holds∫∫

{|x−y|≤δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤ Cδ and

∫∫
{|x−y|≥δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤ Cδ−1.

(46)

In particular ∫ ∞
0

∫ ∞
0

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤ 2C. (47)
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Proof. First of all, since ψε has compact support lying in R+, we can extend ψε by zero to the
whole real line. By Lemma 8, ψε is absolutely continuous and, hence, for all x 6= y we have

ψε(x)− ψε(y)

x− y
=

∫ 1

0
ψ′ε(y + t(x− y))dt. (48)

Therefore ∫∫
{|x−y|≤δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy

=

∫∫
{|x−y|≤δ}

∫ 1

0

∫ 1

0
ψ′ε(y + t(x− y))ψ′ε(y + s(x− y)) dt ds dx dy. (49)

Interchanging the order of integration and applying Cauchy-Schwarz inequality, from (49) we obtain∫∫
{|x−y|≤δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤

∫ 1

0

∫∫
{|x−y|≤δ}

|ψ′ε(y + s(x− y))|2 dx dy ds. (50)

Finally, using the new variable z = x− y in place of x yields∫∫
{|x−y|≤δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤

∫ 1

0

∫ +δ

−δ

∫ ∞
−∞
|ψ′ε(y + sz)|2 dy dz ds = 2δ

∫ ∞
0
|ψ′ε(y)|2 dy,

(51)

which in view of Lemma 8 gives the first estimate in (46).
To obtain the second estimate in (46), simply note that∫∫
{|x−y|≥δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy ≤ 2

∫∫
{|x−y|≥δ}

|ψε(x)|2 + |ψε(y)|2

(x− y)2
dx dy

= 4

∫∫
{|x−y|≥δ}

|ψε(y)|2

(x− y)2
dx dy =

8

δ

∫ ∞
0
|ψε(y)|2dy, (52)

yielding the claim, once again, by Lemma 8.
Lastly, (47) is an immediate corollary to (46) with δ = 1.

We now establish Gâteaux differentiability of Jβ(θ) with respect to compactly supported smooth
perturbations of θ.

Lemma 10. Let θ ∈ A be such that Jβ(θ) < ∞, let φ ∈ C∞c (R+), and let u and ψ be defined in
(38) and (41), respectively. Then

lim
ε→0

Jβ(θ + εφ)− Jβ(θ)

ε
= 2

∫ ∞
0

∫ ∞
0

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy. (53)

Proof. Observe that, using ψε defined in (40), we can write

Jβ(θ + εφ)− Jβ(θ)

ε
= 2

∫ ∞
0

∫ ∞
0

(u(x)− u(y))(ψε(x)− ψε(y))

(x− y)2
dx dy

+ε

∫ ∞
0

∫ ∞
0

(ψε(x)− ψε(y))2

(x− y)2
dx dy. (54)
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Next, for δ ∈ (0, 1) we split the integrals above into those over {|x − y| ≤ δ} and those over
{|x − y| > δ}. Since Jβ(θ) < ∞, by Cauchy-Schwarz inequality and Lemma 9 the former are
bounded by C

√
δ with C ≥ 0 independent of ε ∈ (−1, 1)\{0}. To compute the latter, we use

Lebesgue dominated convergence theorem to pass to the limit as ε→ 0 with δ fixed. Observe that
since

2

∫∫
{|x−y|>δ}

|u(x)− u(y)| |ψε(x)− ψε(y)|
(x− y)2

dx dy ≤
∫∫
{|x−y|>δ}

(u(x)− u(y))2

(x− y)2
dx dy

+

∫∫
{|x−y|>δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy, (55)

and since by our assumption and (39) the first integral is bounded, it is sufficient to dominate the
integrand in the second term of the right-hand-side of (55) by an integrable function independent
of ε.

Using Lemma 8, we can write for all |x− y| > δ:

(ψε(x)− ψε(y))2

(x− y)2
≤ (|ψε(x)|+ |ψε(y)|)2

(x− y)2
≤ 2
|φ(x)|2 + |φ(y)|2

(x− y)2
χ{|x−y|>δ}(x, y) =: Gδ(x, y), (56)

where χ{|x−y|>δ} is the characteristic function of the set {|x − y| > δ}. Since φ is bounded and
has compact support, we have Gδ ∈ L1(R+ × R+). Therefore, since ψε(x)→ ψ(x) as ε→ 0 for all
x ∈ R+, by Lebesgue dominated convergence theorem we have

lim
ε→0

∫∫
{|x−y|>δ}

(u(x)− u(y))(ψε(x)− ψε(y))

(x− y)2
dx dy =

∫∫
{|x−y|>δ}

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy

(57)

lim
ε→0

∫∫
{|x−y|>δ}

(ψε(x)− ψε(y))2

(x− y)2
dx dy =

∫∫
{|x−y|>δ}

(ψ(x)− ψ(y))2

(x− y)2
dx dy <∞. (58)

Lastly, combining this result with the estimates of the integrals over {|x − y| ≤ δ} and sending
δ → 0 completes the proof, once again, by Lebesgue dominated convergence theorem, Lemma 9
and Cauchy-Schwarz inequality.

With the differentiability of Jβ established in Lemma 10, differentiability of Eβ then follows
by a standard argument. Thus, we arrive at the following result that yields the Euler-Lagrange
equation for a minimizer of Eβ over A in weak form.

Proposition 11. Let θ be a minimizer of Eβ over A. Then

ν

4π

∫ ∞
0

∫ ∞
0

(sin(θ(x)− β)− sin(θ(y)− β))(cos(θ(x)− β)φ(x)− cos(θ(y)− β)φ(y))

(x− y)2
dx dy

+

∫ ∞
0

(
θ′φ′ + φ sin θ cos θ

)
dx+

ν

2π

∫ ∞
0

φ sin(θ − β) cos(θ − β)

x
dx = 0 ∀φ ∈ C∞c

(
R+
)
. (59)

Our next goal is to find an alternative representation of the nonlocal term in (59) that would
allow us to proceed with establishing higher regularity of the minimizers of Eβ, ultimately obtaining
the classical form of the Euler-Lagrange equation in (27).
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Lemma 12. Let θ ∈ A be such that Jβ(θ) <∞. Then for every φ ∈ C∞c
(
R+
)

we have∫ ∞
0

∫ ∞
0

(sin(θ(x)− β)− sin(θ(y)− β))(cos(θ(x)− β)φ(x)− cos(θ(y)− β)φ(y))

(x− y)2
dx dy

+2

∫ ∞
0

sin(θ(x)− β) cos(θ(x)− β)

x
φ(x) dx

= 2

∫ ∞
0

(
−
∫ ∞

0

cos(θ(y)− β)θ′(y)

x− y
dy

)
cos(θ(x)− β)φ(x) dx. (60)

Proof. We begin by defining u and ψ as in (38) and (40), respectively, and extending them by zero
to the whole of R. We also similarly extend φ. To simplify the notations, we still denote those
extensions as u, ψ and φ, respectively.

Next, we define

I :=

∫ ∞
−∞

∫ ∞
−∞

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy, (61)

and for δ > 0 we write I = Iδ1 + Iδ2 , where

Iδ1 :=

∫∫
{|x−y|>δ}

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy, (62)

Iδ2 :=

∫∫
{|x−y|≤δ}

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy. (63)

Note that by our assumptions (61) and, hence, (62) and (63), define absolutely convergent integrals.
Indeed, by Lemma 8 and Cauchy-Schwarz inequality we have

|I| ≤ J1/2
β (θ)

(∫ ∞
−∞

∫ ∞
−∞

(ψ(x)− ψ(y))2

(x− y)2
dx dy

)1/2

= J
1/2
β (θ)

(∫ ∞
0

∫ ∞
0

(ψ(x)− ψ(y))2

(x− y)2
dx dy + 2

∫ ∞
0

|ψ(x)|2

x
dx

)1/2

, (64)

which is finite by Lemma 9.
Let now wn ∈ C∞c (R+) be such that wn → θ − β in H̊1

0 (R+), and extend wn by zero for x < 0.
We claim that if un := sinwn, then we have In → I as n→∞, where

In :=

∫ ∞
−∞

∫ ∞
−∞

(un(x)− un(y))(ψ(x)− ψ(y))

(x− y)2
dx dy. (65)

Indeed, define Iδ1,n and Iδ2,n as in (62) and (63) with u replaced by un. Arguing as in the proof of

Lemma 10, in view of the pointwise convergence of un to u we have Iδ1,n → Iδ1 . At the same time,

by the argument in the proof of Lemma 9 and boundedness of u′n in L2(R), we also have |Iδ2,n| ≤ Cδ
for some C > 0 independent of n. Thus, the claim follows by arbitrariness of δ.

Now, since both un and ψ belong to H1(R) by Lemma 8 and [8, Corollary 8.10 and Corollary
8.11], we may proceed by expressing In in Fourier space [30, Theorem 7.12]:

In =

∫ ∞
−∞
|k|F∗[un]F [ψ]dk, (66)
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where “∗” stands for complex-conjugate and

F [u] :=

∫ ∞
−∞

e−ikxu(x) dx. (67)

Alternatively, we can write (66) as

In =

∫ ∞
−∞

(−i sgn(k))∗F∗[u′n]F [ψ]dk, (68)

We now pass to the limit n → ∞ by taking advantage of the fact that u′n → u′ in L2(R) and,
therefore, we have

I =

∫ ∞
−∞

(−i sgn(k))∗F∗[u′]F [ψ]dk = 2

∫ ∞
−∞

(
−
∫ ∞
−∞

u′(y)

x− y
dy

)
ψ(x) dx, (69)

where we inserted the definition of Hilbert transform [21, Section 5.1.1].
Finally, to obtain the desired formula, we separate out the contribution of the negative real axis

in the integral over y in (61). We have

I =

∫ ∞
0

∫ ∞
0

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy + 2

∫ 0

−∞

∫ ∞
0

u(x)ψ(x)

(x− y)2
dx dy

=

∫ ∞
0

∫ ∞
0

(u(x)− u(y))(ψ(x)− ψ(y))

(x− y)2
dx dy + 2

∫ ∞
0

u(x)ψ(x)

x
dx, (70)

where we took into account that since φ ∈ C∞c
(
R+
)

(see (41) for the definition of ψ), there is no
singularity in the integral near x = 0. At the same time, from (69) we get

I = 2

∫ ∞
0

(
−
∫ ∞

0

u′(y)

x− y
dy

)
ψ(x) dx, (71)

which concludes the proof.

Proof of Theorem 2. By Proposition 11, θ solves (59). At the same time, by Lemma 12 we have∫ ∞
0

θφ′′ dx =

∫ ∞
0

gφ dx ∀φ ∈ C∞c (R+), (72)

where

g(x) := sin θ(x) cos θ(x) +
ν

2π
cos(θ(x)− β)−

∫ ∞
0

cos(θ(y)− β)θ′(y)

x− y
dy. (73)

Notice that since sin θ ∈ L2(R+) and θ′ ∈ L2(R+), by the properties of Hilbert transform [21,
Theorem 5.1.7 and Theorem 5.1.12] we have that g ∈ L2(R+) as well. Hence θ′′ ∈ L2(R+), which
by Sobolev embedding [8, Theorem 8.8] implies that θ ∈ C1(R+) and θ′ ∈ L∞(R+).

Focusing now on the nonlocal term, let u(x) be defined by (38), extended, as usual, by zero
to x < 0, and let h(x) denote the integral in (73), with x ∈ R. Note that by chain rule we have
u ∈ C1(R+), and u′(x) experiences a jump discontinuity at x = 0 whenever u′(0+) 6= 0. Also, by
weak chain rule [8, Corollary 8.11] we have u′′ ∈ L2(R+). Passing to the Fourier space as in the
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proof of Lemma 12 (but treating h as a member of S ′(R) now), for any φ ∈ C∞c (R+), extended by
zero to x < 0, we can write

−
∫ ∞
−∞

hφ′ dx =
1

2

∫ ∞
−∞
|k|F∗[φ]F [u′] dk =

1

2

∫ ∞
−∞

(−i sgn(k))F∗[φ]F [u′′] dk

+
u′(0+)

2

∫ ∞
−∞

(−i sgn(k))F∗[φ] dk =

∫ ∞
0

(
−
∫ ∞

0

u′′(y)

x− y
dy

)
φ(x) dx+ u′(0+)

∫ ∞
0

φ(x)

x
dx, (74)

where by u′′ we mean the absolutely continuous part of the distributional derivative of u′ on R.
Thus, we have

h′(x) = −
∫ ∞

0

u′′(y)

x− y
dy +

u′(0)

x
in D′(R+). (75)

In this expression, the first term is still in L2(R). Similarly, the second term is in L2
loc(R+). By

(72) and weak product and chain rules [8, Corollary 8.9 and Corollary 8.11], this then yields that
θ′′′ ∈ L2

loc(R+), implying, in particular, that θ ∈ C2(R+). Furthermore, by (72) we have

θ′′(x) = g(x) ∀x > 0. (76)

Finally, again by passing to Fourier space [15, Section 3] we have

−
∫ ∞

0

u′(y)

x− y
dy = −

∫ ∞
−∞

u(x)− u(y)

(x− y)2
dy = −

∫ ∞
0

u(x)− u(y)

(x− y)2
dy +

u(x)

x
, (77)

where we took into account that u(0) = 0. Substituting this expression to (76) yields (27).
To prove the remaining statements about the behavior of θ(x) near x = 0, we multiply (76) by

θ′(x) and integrate over R+. Since the Hilbert transform is an anti-hermitian operator from L2(R)
to L2(R) [21, Section 5.1.1], and since cos(θ(x) − β)θ′(x), extended by zero for x < 0, belongs to
L2(R), the contribution of the last term in the right-hand side of (73) vanishes. At the same time,
since θ′ ∈ H1(R+) we have θ′(x) → 0 as x → +∞ [8, Corollary 8.9]. Since also sin θ(x) → 0 as
x→ +∞, by [8, Theorem 8.2] we have

|θ′(0)|2 = sin2 θ(0). (78)

The boundary condition then implies that |θ′(0)| = sinβ. In particular, θ′(0) 6= 0. Thus, the
function u′(x) defined above experiences a jump discontinuity at x = 0, leading to a logarithmic
divergence of the integral in (73) as x→ 0+. This concludes the proof.

6 Proof of Theorem 3

With a slight abuse of notation we denote the energy in (24) by Eνβ . We first show that θν − β →
θ0 − β in H̊1

0 (R+) as ν → 0. Let us assume that Eνβ(θν) ≤ C and 0 < ν < 1. Using the same
arguments as in Lemma 6, we obtain

1

4
sin2 θ(x) +

ν

4π
·

sin2(θ(x)− β)− sin2(ηβ(x)− β)

x
≥ − C

1 + x2
∀x > 0, (79)

where C > 0 depends only on β and ηβ. Therefore we have

E0
β(θν) =

1

2

∫ ∞
0

(
|θ′ν |2 + sin2 θν

)
dx ≤ C, (80)
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which immediately implies (see the proof of Theorem 1) that θν −β ⇀ θ−β in H̊1
0 (R+) and θ ∈ A.

Now we prove Γ-convergence of energies with respect to the weak convergence in H̊1
0 (R+) (for a

general introduction to Γ-convergence, see, e.g., [6]). Let us assume that νn → 0 and θn−β ⇀ θ−β
in H̊1

0 (R+). Then by Sobolev embedding [8, Theorem 8.8], upon extraction of a subsequence we
also have θn(x) → θ(x) for all x > 0. Therefore, by lower semicontinuity of the norm, Fatou’s
lemma and positivity of Jβ we have

lim inf
n→∞

Eνnβ (θn) ≥ E0
β(θ). (81)

Now, taking any θ − β ∈ H̊1
0 (R+) such that Eνnβ (θ) < +∞, we can construct a sequence θn ≡ θ

that trivially satisfies
lim sup
n→∞

Eνnβ (θn) = E0
β(θ), (82)

establishing the Γ-limit sought.
Using the properties of Γ-convergence [6], we then have limν→0E

ν
β(θν) = E0

β(θ0), where θ0 is

given by the right-hand side of (19), which implies θν − β → θ0 − β in H̊1
0 (R+) and sin θν → sin θ0

in H1(R+) ∩ C(R+). However, from the Modica-Mortola type inequality in (37) we also have for
some C > 0 depending only on β and ηβ:∫ ∞

0
| sin θν ||θ′| dx ≤ Eνβ(θν) +

C

2
ν ≤ E0

β(θ0) + Cν = 1− cosβ + Cν. (83)

This implies that θν(x) ∈ (−Cν, β + Cν) for all x > 0 and some C > 0 depending only on β and
ηβ. Hence for any fixed β ∈ (0, 1

2π) we can always choose ν0 > 0 such that for all ν < ν0 we
have θν(x) ∈ [−1

2β −
1
4π,

1
2β + 1

4π] ⊂ (−1
2π,

1
2π) for all x > 0. Recall also that θ0(x) ∈ (0, β) ⊂

[−1
2β−

1
4π,

1
2β+ 1

4π] for all x > 0. Thus, using mean value theorem, with some θ̃(x) between θν(x)
and θ0(x), we arrive at

| sin θν(x)− sin θ0(x)| = | cos θ̃(x)| |θν(x)− θ0(x)| ≥ C|θν(x)− θ0(x)| ∀x > 0, (84)

for some C > 0 depending only on β. In particular, in view of the uniform convergence of sin θν to
sin θ0, for any ε > 0 and all ν sufficiently small we have

sup
x∈R
|θν(x)− θ0(x)| ≤ C sup

x∈R
| sin θν(x)− sin θ0(x)| < ε. (85)

This concludes the proof.

7 Proof of Theorem 4

Let us first show that θβ → 0 as β → 0 uniformly in C(R+). We define φβ(x) = max{β(1−x), 0} for
0 < β < π

4 and all x ∈ R. It is clear that Eβ(θβ) ≤ Eβ(φβ) and, therefore, after a straightforward
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computation,

1

2

∫ ∞
0

(
|θ′β|2 + sin2 θβ

)
dx ≤ 1

2

∫ ∞
0

(
|φ′β|2 + sin2 φβ

)
dx+

ν

4π

∫ ∞
0

sin2(φβ − β)− sin2(θβ − β)

x
dx

+
ν

8π

∫ ∞
0

∫ ∞
0

(sin(φβ(x)− β)− sin(φβ(y)− β))2

(x− y)2
dx dy

≤ β2 +
ν

4π

∫ ∞
0

sin2(φβ − β)− sin2(θβ − β)

x
dx

+
ν

8π

∫ ∞
0

∫ ∞
0

(φβ(x)− φβ(y))2

(x− y)2
dx dy

≤
( ν

4π
+ 1
)
β2 +

ν

4π

∫ ∞
0

sin2(φβ − β)− sin2(θβ − β)

x
dx. (86)

Now, with the help of trigonometric identities and Young’s inequality we estimate the last integral
in (86):

ν

4π

∫ ∞
0

sin2(φβ − β)− sin2(θβ − β)

x
dx

≤ ν

4π

∫ 1

0

sin2(φβ − β)

x
dx+

ν

4π

∫ ∞
1

sin(2β − θβ) sin θβ
x

dx

≤ νβ2

4π
+

ν

4π

∫ ∞
1

sin 2β cos θβ sin θβ − cos 2β sin2 θβ
x

dx

≤ νβ2

4π
+
νβ

2π

∫ ∞
1

| sin θβ|
x

dx ≤ ν(ν + π)β2

4π2
+

1

4

∫ ∞
1

sin2 θβ dx, (87)

recalling that 0 < β < π
4 and, therefore, cos 2β > 0. Combining the above inequalities, we obtain

1

4

∫ ∞
0

(
|θ′β|2 + sin2 θβ

)
dx ≤ Cβ2, (88)

for some C > 0 depending only on ν. Hence the left-hand side of (88) vanishes as β → 0, and by
(37) this implies θβ → 0 uniformly in C(R+) in this limit.

Now we prove uniqueness of minimizers when β is small enough. From the arguments above
it is clear that for all δ > 0 and all β sufficiently small we have θβ ∈ (−δ, δ). Therefore, if
uβ := sin(θβ − β), then θβ = β + arcsinuβ ∈ C1(R+) and uβ ∈ (−2δ, 2δ) for all sufficiently small δ.
We rewrite the energy Eβ(θβ) in terms of uβ:

Eβ(θβ) =
1

2

∫ ∞
0

(
|u′β|2

1− u2
β

+ sin2(β + arcsinuβ) +
ν

4π
·
u2
β − sin2(ηβ − β)

x

)
dx

+
ν

8π

∫ ∞
0

∫ ∞
0

(uβ(x)− uβ(y))2

(x− y)2
dy dx

− ν

8π

∫ ∞
0

∫ ∞
0

(sin(ηβ(x)− β)− sin(ηβ(y)− β))2

(x− y)2
dy dx. (89)

It is straightforward to show that the right-hand side of (89) is a strictly convex functional of uβ
for all δ sufficiently small and, therefore, the minimizer of Eβ is unique when β is small enough.
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8 Numerics and discussion

We conclude this paper by presenting the results of some numerical simulations that exhibit edge
domain walls and discussing some of their distinctive characteristics. We first perform a micromag-
netic simulation of the remanent magnetization configuration in a ferromagnetic strip, using the
simplified two-dimensional thin film model from section 2 (for details of the numerical algorithm,
see [36]). The result of the simulation is presented in Figure 1 and shows the long-time asymptotic
stationary magnetization configuration formed as the result of solving the overdamped Landau-
Lifshitz-Gilbert equation with the energy from (7) in a strip of lateral dimensions 128.25 × 32.25
(in the units of L). The initial condition was taken in the form of the magnetization saturated to
the direction slightly away from vertical. The thin film parameter was fixed at ν = 20. The dimen-
sionless parameters above correspond, for example, to those of a permalloy strip (Ms = 8 × 105

A/m, A = 1.3× 10−11 J/m and K = 5× 102 J/m3 [1]) with dimensions 20.7µm×5.2µm×4nm, for
which ` = 5.69 nm and L = 161 nm, giving an edge domain wall width of order 1 µm.

To obtain the one-dimensional domain wall profiles numerically, we solve a parabolic version of
(27) for θ = θ(x, t) in R+ × R+:

θt = θxx − sin θ cos θ − ν

2
cos(θ − β)

(
− d2

dx2

)1/2

sin(θ − β), (90)

with Dirichlet boundary condition

θ(0, t) = β, (91)

and initial data

θ(x, 0) =
2β

1 + ex/2
, (92)

which is a monotonically decreasing function that asymptotes to zero as x → +∞. To solve the
above problem, we employ a finite-difference discretization and an optimal-grid-based method to
compute the stray field, extending θ by its boundary value to x < 0. The details of the numerical
method can be found, once again, in [36]. The domain wall profiles are then identified with the
steady states of (90) reached as t→∞.

We collect the results of our numerical solution of the above problem for a range of physically
relevant values of β and ν in Figs. 3 and 4. The upper panels (a)-(c) of Fig. 3 show the profiles
of edge domain walls with β equal to π/2 (red curves), π/4 (green curves) and π/8 (blue curves).
The lower panels show the same profiles in log-log coordinates, with the dashed lines indicating
1/x decay. Each pair of panels corresponds to a different value of ν: ν = 1 in panels (a) and (d);
ν = 10 in panels (b) and (e); ν = 50 in panels (c) and (f). In all the simulations, a discretization
step ∆x = 0.125 was used near the edge on a non-uniform grid with a stretch factor b = 20 [36] and
terminating at x ' 6× 103. A 16-node optimal geometric grid was used in the transverse direction
to compute the stray field [23,36].

For 0 < β ≤ π/2 the obtained domain wall profiles exhibit monotonic decay from θ = β at x = 0
to θ = 0 at x = +∞. Thus, qualitatively the profiles are similar to those in (19) corresponding to
the case ν = 0. This is in agreement with the predictions of Theorem 3 and Theorem 4 for the
cases ν . 1 and β . π

2 , respectively. At the same time, one can see from Figs. 3(b) and 3(c) that as
the value of ν is increased, the profiles develop a multiscale structure, whereby an inner core forms
near the edge on the O(ν) length scale for ν � 1, followed by either an exponential (β = π/2) or
an algebraic (β 6= π/2) tail. Heuristically, this scaling may be derived by balancing the anisotropy
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(a)

(d)

(b)

(e)

(c)

(f)

Figure 3: Computed boundary wall profiles for β = π/2, π/4, π/8. In panels (a) and (d), ν = 1;
in panels (b) and (e), ν = 10; in panels (c) and (f), ν = 50. The upper panels (a)-(c) show the
computed profiles for the given values of β and ν. The lower panels (d)-(f) show the same profiles
in log-log coordinates, with the dashed lines indicating the 1/x decay.

and the stray field terms in (27). A structure similar to this was reported previously for Néel walls
at large values of ν [19, 20, 22, 33, 36]. Notice that all the profiles are regular and exhibit a finite
slope near the edge, in agreement with Theorem 2.

Focusing on the decay of the domain wall profiles, we observe that even though the overall
shape of the profile may be qualitatively similar to that in (19), they exhibit slow algebraic decay
for all β 6= π/2, even for small values of ν, see Figs. 3(d)–(f). In all those cases, the profiles exhibit
a decay rate proportional to 1/x, which can be explained by the fact that there is a build-up of
magnetic charge near the material edge, which results in a stray field decaying like 1/x away from
the edge. This should be contrasted to the asymptotic 1/x2 decay observed in Néel walls [10]. At
the same time, for the special value of β = π/2 the decay becomes exponential, which can also be
seen directly from (27). Indeed, when β = π/2, the cos(θ(x)−β) factor multiplying the contribution
of the stray field vanishes as x → +∞, making the anisotropy term dominate at large values of x
and, therefore, resulting in exponential decay.

We note that the domain wall profiles obtained by us numerically in Fig. 3 are not guaranteed
to be those corresponding to the global energy minimizers in Theorem 1. Instead, they may
correspond only to local energy minimizers. In fact, neither monotonicity, nor uniqueness of the
energy minimizing edge domain wall profiles are known a priori, in contrast to the Néel walls in
the bulk of the material [10, 38]. In order to assess whether other types of local minimizers may
exist in the problem under consideration, we performed further numerical studies of solutions of
(90)–(92) by considering values of β outside the interval (0, π/2]. The obtained stationary solutions
for ν = 10 are shown in Fig. 4. All these solutions decay to zero as x→∞, indicating a nontrivial
winding (i.e., a variation of θ by more than π/2) in each one for β 6∈ [0, π/2]. We emphasize that
these domain wall profiles are stabilized by nonlocal effects, since in the absence of stray field, i.e.,
when ν = 0, such solutions do not exist. At the same time, the solutions with winding appear
to have higher energy than the corresponding ones in Fig. 3 for the same value of ν, indicating
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(a) (b) (c)

Figure 4: Edge domain walls exhibiting winding and lack of monotonicity obtained by solv-
ing (90) for ν = 10 and different values of β. In (a), β = −π/2, π/2, 3π/2, 5π/2. In (b),
β = −3π/4, π/4, 5π/4, 9π/4. In (c), the non-monotone decay in the tails of the solutions for
β = −5π/8 (red), β = −3π/4 (green) and β = −7π/8 (blue) at large x is emphasized.

that the global energy minimizers do not exhibit winding. Furthermore, for −π < β < −π/2 the
solutions exhibit overshoot and a non-monotone decay to zero as x → +∞, see Fig. 4(c). Thus,
monotonicity of the initial data in (92) is not preserved under (90). Let us also mention that we
tried different non-monotone initial conditions, but did not obtain any other solutions than those
shown in Fig. 4. However, monotone solutions with larger winding were observed numerically for
still larger values of β. According to our numerics, it appears that edge domain wall solutions with
arbitrarily large winding are possible.

To conclude, we note that an a priori lack of monotonicity is an obstacle for proving the precise
asymptotic decay of the profiles, using the methods of [10]. A broader question of interest is whether
the one-dimensional domain wall profiles in Theorem 1 are also minimizers, in some suitable sense,
of the two-dimensional micromagnetic energy in (8). It is well known that magnetic domains often
exhibit spatially modulated exit structures near the material boundary [22], and spatially periodic
and more complicated two-dimensional edge domains have been observed experimentally in thin
films with strong in-plane crystalline anisotropy [11].

A One-dimensional energy

For the reader’s convenience, below we present a derivation of the one-dimensional energy in (10)
from the two-dimensional energy in (8) and then collect some rather well-known facts about the
one-dimensional fractional Sobolev norm appearing throughout our paper.

The energy E0(m) in (8) with h set to zero may be equivalently written as

E0(m) =
1

2

∫
D

(
|∇m|2 +m2

1 − ϕ∇ ·m
)
d2r, ϕ(r) = − ν

4π

∫
D

∇ ·m(r′)

|r− r′|
d2r′, (93)

where ϕ is the stray field potential. Since we are interested in one-dimensional transition profiles in
the vicinity of the material edge, we assume D to be an infinite strip of width w oriented at an angle
β ∈ [0, π/2] with respect to the easy axis (see Fig. 2) and consider one-dimensional magnetization
configurations. Setting m = m(x) and ϕ = ϕ(x), where x is the normal coordinate to the strip
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axis defined in (9), the energy in (93) per unit length becomes

Eβ,w(m) =
1

2

∫ w

0

(
|m′1(x)|2 + |m′2(x)|2 +m2

1(x)
)
dx

+
ν

8π
lim
L→∞

∫ L

−L

∫ w

0

∫ w

0

m′β(x)m′β(y)√
|x− y|2 + |s|2

dx dy ds, (94)

where mβ = eβ · m, with eβ = (cosβ, sinβ) and mβ(0) = mβ(w) = 0, and we noted that the
contributions of the magnetic dipoles to the stray field potential at distances |s| � w are O(|s|−2),
making the last integral in (94) convergent as L→∞. We compute∫ L

−L

1√
|x− y|2 + |s|2

ds = 2 log

(√
L2 + x2 + L

x

)
= 2 ln |x− y|−1 + 2 ln(2L) +O(a2), (95)

with a = |x−y|
L . We know that |x − y| ≤ w for all x, y ∈ (0, w) and therefore a → 0 uniformly in

x, y as L → ∞. Using the fact that mβ(0) = mβ(w) = 0, we then obtain (10) for an arbitrary
m ∈ H1((0, w);R2) satisfying (11).

Now we derive several other representations of the one-dimensional energy in (10). We can
extend mβ by zero outside the interval (0, w) and rewrite the energy as

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

4π

∫ ∞
−∞

∫ ∞
−∞

ln |x− y|−1m′β(x)m′β(y) dx dy. (96)

Next we want to rewrite the nonlocal part of the energy in Fourier space. It is clear that mβ ∈
H1(R)∩L1(R) but ln |x|−1 diverges at infinity. We introduce the following function approximating
ln |x|−1:

Ka(x) := e−a|x| ln |x|−1, a > 0. (97)

It is clear that Ka(x) ∈ Lp(R) for all p <∞. Moreover, we have as a→ 0

ν

4π

∫ ∞
−∞

∫ ∞
−∞

Ka(x− y)m′β(x)m′β(y) dx dy → ν

4π

∫ ∞
−∞

∫ ∞
−∞

ln |x− y|−1m′β(x)m′β(y) dx dy. (98)

Here we used dominated convergence theorem, with the help of Young’s inequality and the fact that
mβ has compact support. Now we can use L2 Fourier transform (as defined in (67)) to obtain [30]∫ ∞

−∞

∫ ∞
−∞

Ka(x− y)m′β(x)m′β(y) dx dy =

∫ ∞
−∞

k2K̂a(k)|m̂β(k)|2 dk
2π
, (99)

where [4, Eq. (6) on p. 18]

K̂a(k) =
2aγ + a ln(k2 + a2) + 2k arctan(k/a)

k2 + a2
, (100)

and γ ≈ 0.5772 is the Euler constant.
We can split the integral in the right hand-side of (99) as∫ ∞
−∞

k2K̂a(k)|m̂β(k)|2 dk
2π

=

∫
|k|<1

k2K̂a(k)|m̂β(k)|2 dk
2π

+

∫
|k|>1

k2K̂a(k)|m̂β(k)|2 dk
2π
. (101)
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Using the facts that m̂β(k) ∈ L2(R), km̂β(k) ∈ L2(R) and

K̂a(k)→ π

|k|
as a→ 0 uniformly in k for all |k| ≥ 1, (102)

k2K̂a(k)→ π|k| as a→ 0 uniformly in k for all |k| ≤ 1, (103)

we obtain ∫ ∞
−∞

∫ ∞
−∞

Ka(x− y)m′β(x)m′β(y) dx dy → 1

2

∫ ∞
−∞
|k||m̂β(k)|2 dk. (104)

Combining (98), (99) and (104) we arrive at the following representation for the energy in (96):

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

4

∫ ∞
−∞
|k||m̂β(k)|2 dk

2π
, (105)

which is equivalent to (12).
We now want to rewrite the nonlocal term in the real space involving only mβ, but not m′β. In

order to do this we note that

1

2π

∫ ∞
−∞

|1− eikz|2

z2
dz =

1

π

∫ ∞
−∞

1− cos(kz)

z2
dz = |k|, (106)

and obtain ∫ ∞
−∞
|k||m̂(k)|2 dk =

∫ ∞
−∞

(∫ ∞
−∞

|1− eikz|2

z2
dz

)
|m̂β(k)|2 dk

2π

=

∫ ∞
−∞

1

z2

(∫ ∞
−∞
|(1− eikz)m̂β(k)|2 dk

2π

)
dz

=

∫ ∞
−∞

∫ ∞
−∞

|mβ(x)−mβ(x+ z)|2

z2
dz dx

=

∫ ∞
−∞

∫ ∞
−∞

|mβ(x)−mβ(y)|2

|x− y|2
dy dx. (107)

Therefore we can rewrite the original energy in the following way:

Eβ,w(m) =
1

2

∫ w

0

(
|m′1|2 + |m′2|2 +m2

1

)
dx+

ν

8π

∫ ∞
−∞

∫ ∞
−∞

(mβ(x)−mβ(y))2

(x− y)2
dx dy, (108)

which coincides with (13).
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[18] L. Döring, R. Ignat, and F. Otto. A reduced model for domain walls in a reduced model for
domain walls in soft ferromagnetic films at the cross-over from symmetric to asymmetric wall
types. J. Eur. Math. Soc., 16:1377–1422, 2014.
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[25] M. Kläui, C. A. F. Vaz, L. Lopez-Diaz, and J. A. C. Bland. Vortex formation in narrow
ferromagnetic rings. J. Phys. – Condensed Matter, 15:R985–R1024, 2003.
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[32] R. Mattheis, K. Ramstöck, and J. McCord. Formation and annihilation of edge walls in
thin-film permalloy strips. IEEE Trans. Magn., 33:3993–3995, 1997.
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Lond. Ser. A, 472:20150762, 2016.

27

http://arxiv.org/abs/1702.01980
http://arxiv.org/abs/1702.01986


[39] R. Riedel and A. Seeger. Micromagnetic treatment of Néel walls. Phys. Stat. Sol. B, 46:377–
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