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ABSTRACT We demonstrate a technique for calibrating a frequency-diverse, multistatic, computational
imaging system. A frequency-diverse aperture enables an image to be reconstructed primarily from a set of
scattered field measurements taken over a band of frequencies, avoiding mechanical scanning and active
components. Since computational imaging systems crucially rely on the accuracy of a forward model
that relates the measured and transmitted fields, deviations of the actual system from that model will
rapidly degrade imaging performance. Here, we study the performance of a computational imaging system
at microwave frequencies based on a set of frequency-diverse aperture antennas, or panels. We propose
a calibration scheme that compares the measured versus simulated scattered field from a cylinder and
calculates a compensating phase difference to be applied at each of the panels comprising the system. The
calibration of the entire system needs be performed only once, avoiding a more laborious manual calibration
step for each transmitting and receiving path. Imaging measurements performed using the system confirm
the efficacy and importance of the calibration step.

INDEX TERMS Frequency-diversity, computational imaging, software, calibration, near-field.

I. INTRODUCTION
Computational imaging approaches offer many advantages
that can address the challenges associated with conventional
imaging schemes, such as synthetic aperture radar (SAR)
and phased arrays—two of the most widely used imaging
techniques in the literature. These two techniques cover a
host of applications, including security-screening [1]–[3],
remote sensing and terrestrial imaging [4], and biomedical
applications [5], [6]. Although good image fidelity can be
achieved with these methods, they nevertheless have well-
known limitations. SAR systems, for example, are limited in
terms of acquisition speed, while phased arrays and electron-
ically scanned antennas are necessarily complex systems that
exhibit large power consumption, tend to be expensive, and
are often significant in terms of weight and size.

For an imaging system, it is desirable to reduce the imaging
time and system cost, and simplify the hardware architecture
while obtaining high fidelity images. The overall imaging
time is determined by the combination of the rate of the data
acquisition and the image reconstruction time. Data acquisi-
tion time can be significantly reduced through the use of an
electronically reconfigurable aperture to steer a beam or form

radiation patterns, rather than using mechanical scanning
equipment and fixed pattern antennas. However, conventional
approaches for dynamic apertures typically require active
components, increasing the system complexity and cost, such
as in phased arrays.

With the advent of high speed computing, modern imaging
systems increasingly have the opportunity to take advantage
of computational imaging concepts [7]–[9], which enable
greater flexibility in terms of the physical hardware design.
Computational imaging schemes necessitate precise knowl-
edge of the antenna field patterns, combined with specific
models of object scattering, to form a complete forward
model of the system that can be used to reconstruct a scene
from a set of measurements. The advantage of the compu-
tational imaging approach is that many alternative antenna
designs and corresponding radiation patterns can be inte-
grated into the system design, with numerical processing
playing a greater role in the ultimate image reconstruc-
tion. The challenge of such schemes is that any deviation
from the forward model will inevitably degrade the imaging
performance—sometimes drastically. The situation is espe-
cially acute for coherent imaging schemes, which rely on the

2488
2169-3536 
 2016 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 4, 2016



O. Yurduseven et al.: Software Calibration of a Frequency-Diverse, Multistatic, Computational Imaging System

interference of often complex field patterns, whose phase and
amplitude must be known to exacting tolerances.

Recently, a computational imaging system based on
the use of frequency-diverse aperture antennas has been
demonstrated at microwave frequencies [10]–[18]. In a
frequency-diverse imaging system, a scene is sampled using
antennas producing frequency-dependent radiation patterns
that exhibit complex spatial field patterns. As the frequency
is swept, the fields radiated by the imaging antennas sample
different sub-sections of the imaging domain, encoding the
scene information onto a set of measurements at a set of dis-
crete frequencies. Leveraging computational-imaging algo-
rithms, the frequency-encoded information can be used to
reconstruct the scene. This process does not involve mechan-
ical scanning or active circuit components.

One method of achieving a frequency diverse antenna is
to populate the upper conductor of a planar waveguide struc-
ture with resonant, complementary, metamaterial elements,
which couple to the local field within the waveguide and
radiate into the scene [10]–[14]. A waveguide mode excited
within the parallel plate structure excites the metamaterial
elements, each having a different resonant frequency selected
from within an operating bandwidth. With the resonance
frequencies of the elements chosen randomly, at any par-
ticular drive frequency the radiation pattern emerging from
the planar antenna will be distinct, with the total number of
distinct modes over the frequency band set by the quality
factor (Q-factor) of the resonant metamaterial elements.
Since the Q-factor of the antenna ultimately sets the number
of distinct measurement modes (or spatially distinct radia-
tion patterns), an alternative configuration is to use a closed
cavity resonator with a smaller number of radiating irises.
Enclosing the parallel plate waveguide with conducting walls
and reducing the number of radiating elements increases the
Q-factor considerably [15]–[17]. In the system presented
here, we use a recently demonstrated printed cavity antenna
design, consisting of an array of radiating irises distributed
in a Mills Cross pattern [18] (see Fig. 1). The Mills Cross
pattern, created by the overlap of the iris patterns on the
transmit and the receive antennas, maximizes coverage of
the scene in Fourier space, improving the orthogonality of the
field distributions in the scene space [19].

FIGURE 1. Mills Cross cavity antennas (a) receive (b) transmit.

Calibration is an important task necessary for all imag-
ing systems, but is particularly critical for coherent imaging

systems as well as computational imaging systems. For
the multistatic, frequency-diverse imaging system consid-
ered here, which consists of an array of transmitting and
receiving aperture antennas, system calibration is needed
specifically to correctly determine the phase centers of the
antennas [20]–[23]. Since a phase error translates to a spatial
offset in the range direction, the accumulation of phase errors
can result in each antenna reconstructing a given object on a
different plane, causing reconstruction algorithms to produce
distorted images or even fail completely.

For computational imaging systems, a detailed model is
required to establish the relationship between the fields gen-
erated by the antennas and those at the objects being imaged –
which we refer to as the forward model. Calculating the
forward model requires knowledge of the fields radiated
from the antennas. The field patterns can be obtained using
analytical models, such as the dipole approximation in [14],
or measurements, such as near-field scanning of the antennas
in [16]. Any errors involved in the forward model, such as
misalignment of the antennas or inaccurate information of
the fields radiated by the antennas will degrade the image
reconstruction. This challenge is magnified in a frequency-
diverse systemwhere the antennas produce complex radiation
patterns that vary strongly as a function of frequency.

Since coherent, computational imaging methods also
require absolute knowledge of the phase, the accuracy of
the forward model consequently depends on characteriza-
tion of the phase of all radio frequency (RF) paths in the
system. Such paths include all cables, switches and connec-
tors between the antennas and the RF signal source, which
we refer to here as RF connections. As we discuss in the next
section (specifically for multistatic, near-field imaging sys-
tems), any error in phase characterization of the RF connec-
tions will exhibit itself as effective noise in the reconstructed
image. Therefore, calibrating these contributors is critical.

In this paper, we demonstrate a practical calibration
method for a frequency-diverse, multistatic imaging system.
The proposed method relies on the use of a calibration target
(a metal cylinder) to calculate the additional phase difference
introduced by the RF connections in the system. By compar-
ing the simulated and measured signals reflected from the
calibration object, we obtain the phases introduced by the
RF connections for all transmitting and receiving paths and
are thus able to compensate for these effects. The proposed
calibration technique is a one-step procedure and circumvents
the requirement of performing a manual calibration for each
transmitting and receiving path within the system. This sig-
nificantly simplifies the calibration procedure and shortens
the amount of time required for system calibration.

II. CALIBRATION OF THE SYSTEM
Coherent imaging systems require accurate phase knowledge
of the system to achieve imaging. This is especially important
for multistatic imaging systems consisting of an array of
transmitting and receiving antennas. Unaccounted for RF
connections between the signal source and the antennas can

VOLUME 4, 2016 2489



O. Yurduseven et al.: Software Calibration of a Frequency-Diverse, Multistatic, Computational Imaging System

significantly destroy the image reconstruction. It is therefore
necessary to calibrate the RF connections in the system in
such a manner that all aperture antennas effectively possess
a common phase. A straightforward way of achieving this
calibration is to remove each cable from the system and
perform a transmission (S21) measurement to obtain the phase
advance. The measured phase advance can then be removed
from the signal received from the imaging object when the
RF connections are attached to the system. We refer to this
process as manual calibration.
While manual calibration is feasible for systems with a

small number of antennas, as the number of the transmit-
ting and receiving antennas increases, manual calibration
of the RF connections becomes labor-intensive and time-
consuming. For an imaging system consisting of T trans-
mitting and R receiving antennas, the number of total RF
paths to be calibrated is T × R. For example, the frequency-
diverse imaging system considered in this work consists
of 16 transmitting and 48 receiving antennas, suggesting
that, if done manually, 768 different RF paths need to be
calibrated on an individual basis. One could calibrate each
transmitting and receiving path separately and then combine
their responses to determine the full set of calibration paths,
resulting in T+R = 64 S21 measurements being taken. How-
ever, this still requires considerable effort and attention to
measurement accuracy. As an alternative, a semi-automated
calibration procedure can be applied to compensate for the
additional phase advance introduced by each of the RF paths
(including all RF connections – i.e. cables, connectors and
switches). In this approach, we place a target in the scene
with known scattering characteristics and measure the phase
of the received signal from each transmitting and receiving
antenna pair within the system. We then model the exper-
imental configuration in a simulation platform, comparing
the measured signal to the simulated signal to calculate the
phase shift caused by the RF connections. This single-step
procedure does not require further iterations for different
RF paths.

As calibration target, we use a metal cylinder with a diam-
eter of 7.5 cm and a length of 2.1 m. Using a cylinder target
provides strong specular reflection, and hence return signal, at
some place on the target for all transmitting/receiving combi-
nations. Moreover, it has a well-defined analytic description
(quadric surface), making the cylinder structure easy to fit
and define in simulations [24]. For the implementation of a
cylindrical target as a calibration object, one might consider
creeping waves as a challenge. However, it should be noted
that the primary information obtained from themeasurements
is the group delay of the signal reflected from the cylindrical
target. The reflection from the specular target may be largely
approximated using a geometric diffraction approximation as
being from the specular point, or the point that is the image
of transmit antenna after being reflected from the surface of
the cylinder, the cylinder acting as a portion of a toroidal
mirror. The creeping wave arrives later and is a much smaller
contribution to the return signal. As the specular return is

both much stronger and separated in time from the creeping
wave, the creeping wave has little effect on the group delay
estimate.

FIGURE 2. Imaging configurations (a) simulation (Virtualizer)
layout (b) experimental layout.

The entire imaging environment, from the antenna plane
to the scene, can be modelled using a Matlab-based simu-
lation platform referred to here as the Virtualizer [14]. The
phase reference plane for the simulated system is coincident
with the plane of the antennas illuminating the calibration
object. The details of the RF connections and other aspects
of the physical system are not modelled directly, though an
arbitrary phase advance can be added in the software to each
simulated antenna. In Fig. 2, we depict the simulation and
experimental imaging system layouts for an imaging system
consisting of two transmitting and two receiving antennas.
As shown in Fig. 2(a), for the simulations, the reference
plane for imaging (i.e., the plane from which the signal is
transmitted and at which the reflected signal is received) is
identical to the antenna plane. For the experimental system
layout in Fig. 2(b), the reference plane is defined at the
ports of the RF signal source, a vector network analyzer
(VNA, Agilent N5245A), and the RF connections lie in
between the antenna and phase reference planes. The goal
of an automated calibration procedure is to create a com-
mon reference plane that coincides with the antenna plane
by removing all extraneous phase advances introduced by
the cabling. This calibration is achieved by comparing the
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experimentally measured signal collected from the calibra-
tion target to the simulated signal.

The frequency-diverse imaging system considered in this
work operates in the K-band regime, 17.5-26.5 GHz, dis-
cretized into 101 frequency points. In the Virtualizer, a for-
ward model is used for the imaging problem that includes
the propagating fields from and to the antenna plane, using
the first Born approximation to model scattering from objects
within the scene.

The forward model is used to create a measurement matrix
that correlates a set of signal measurements to the suscepti-
bility of voxelized objects in the scene as follows:

gMx1 = HMxN fNx1 + n (1)

In (1), g is the signal received from the calibration object,
H is the measurement matrix, f is the susceptibility vector
corresponding to those voxels comprising the calibration
object and n represents a noise term. The number of mea-
surement modes is given byM while the scene is discretized
into N voxels. Elements of the measurement matrix, H, are
proportional to the fields radiated by the transmitting, ETx,
and receiving, ERx, antennas evaluated at the position of a
given voxel, such thatHi,j ∝ ETxi,jE

Rx
i,j (calculated at frequency

fi and at position rj). In other words, the H matrix is pro-
portional to the dot product of the transmitting and receiving
vector fields, ETx and ERx. While the radiated fields from
the antennas can be simulated, to ensure exact agreement
with the experiments we use a near-Field scanner (Near-Field
Systems Inc., NSI 200 V-3 x 3) [16] to directly measure the
fields over a plane close to a given antenna, using a rela-
tively large field-of-view (FOV), with angular range of±60◦.
We assume that the accuracy of the near-field scan measure-
ments and the selected FOV are sufficient so as not to intro-
duce any significant source of error. The measured fields can
be propagated throughout the imaging domain using dyadic
Green’s functions [11].

The measured fields radiated by the antennas are used to
calculate the H matrix. The Virtualizer can then be used to
simulate the expected g from a virtualized cylinder, assuming
the phase reference plane is coincident with the antenna
plane, as depicted in Fig. 2(a). For the experimental system,
themeasured g includes the phase advances from the antennas
in addition to the phase advances through the distribution
paths between the reference and antenna planes, as depicted
in Fig. 2(b). Therefore, it is necessary to calibrate the system
such that the reference plane of the system is effectively
brought to the antenna plane. It should be noted that we use
the term distribution path to refer to the paths containing all
RF connections between the VNA and the individual trans-
mitting and receiving antenna pairs as shown in Fig. 2(b). The
distribution path can be considered as part of the propagation
path, which, in addition, includes the path between the anten-
nas and the scene.

Consider the fields radiated by a single frequency-diverse
antenna, Rx1, in the experimental system shown in Fig. 2(b).
For this example, we assume that an RF cable of 1 m length

FIGURE 3. Radiated electric field phase patterns (a) with calibration and
(b) without calibration.

is used to connect the antenna to the VNA. In Fig. 3, we
show the phase patterns of the radiated electric fields by
this antenna at 22 GHz with and without calibrating the RF
cable between the antenna and the VNA. For this analysis, we
import the experimental near-field scan of the antenna into the
Virtualizer and use Green’s functions for field propagation.

The electric field phase pattern shown in Fig. 3(a) has
been calibrated to compensate for the effect of the RF cable
between the VNA and the antenna, while no calibration has
been applied to the field pattern shown in Fig. 3(b). As can
be seen in Fig. 3, the calibrated and non-calibrated electric
field phase patterns radiated by the investigated antenna have
substantially different phase and hence will corrupt image
reconstruction. Applying a correction to the measured sig-
nal g can thus compensate for the phase advance introduced
by the RF path, so that the computational forward model
assumed in (1) is accurate.

FIGURE 4. Imaging of a point source target using a small system
consisting of one transmitting and one receiving frequency-diverse
antennas.

In order to observe the effect of lack of calibration on image
reconstruction, we first investigate a simpler configuration;
a small imaging system consisting of one transmitting and
one receiving antenna imaging a point source (voxel) target
as depicted in Fig. 4. This analysis allows us to observe the
importance of system calibration by means of analyzing the
point spread function (PSF). We assume that the antennas are
connected to the VNA using RF cables of 20 cm in length.
Although this analysis can be done for any cable length, we
choose 20 cm to be able to capture the shift in the location
of the reconstructed object using a reasonably sized recon-
struction volume. For imaging, the point source is placed at
x = 50 cm distance, which remains in the radiating near-field
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region of the small system depicted in Fig. 4. We perform
imaging in the Virtualizer using the experimentally measured
near-field scans of the antennas and use matched filter recon-
struction algorithm to solve (1) and reconstruct an estimate
of the scene, fest = H†g, whereH† is the conjugate transpose
of the H matrix [13]. We perform imaging with and without
calibrating the system. Reconstructed images of the point
source in range (x-axis) and cross-range (yz-plane) are shown
in Fig. 5.

FIGURE 5. Reconstructed images. Calibrated (a) range (b) cross-range;
without calibration (c) range (d) cross-range.

As can be seen in Figs. 5(a) and 5(b), the calibrated sys-
tem reconstructs good quality images of the point source
target in range and cross-range. However, the images that the
uncalibrated system reconstructed in Figs. 5(c) and 5(d) are
distorted. Analyzing Fig. 5(c), it can be seen that although
both RF cables connecting the antennas and the VNA are
of the same length, the result is a significant distortion in
the reconstructed image, which is a direct consequence of
operating in the near-field. If we were operating in the far
field, we would only expect to see a shift in the recon-
structed position. The cross-range reconstructed image of the
point source in Fig. 5(d) is blurred and exhibits unwanted
side lobes in the reconstruction. It should be mentioned
here that in this analysis we used only one transmitting and
one receiving antenna for the sake of simplicity. Using a
larger scale system consisting of an array of transmitting
and receiving antennas would increase the amount of distor-
tion in image reconstruction when no system calibration is
applied.

To compare the simulated and measured signals to achieve
the system calibration, we need to ensure that the simulation
model in the Virtualizer represents the experimental set-up in
an accurate manner. This requires two important criteria to be
satisfied: First, knowledge of the field distribution radiated by
the antennas, and second, knowledge of the positions of the

calibration cylinder and the antennas within the experimental
system in a precise manner.

As mentioned earlier, the field distributions radiated by
the antennas are found from near-field measurements over
a plane, which can subsequently be propagated throughout
the scene volume. To obtain the positions of the antennas and
the calibration cylinder, we use a 3D optical scanning system
(CREAFORM3DLaser Scanner). The experimental imaging
system together with the calibration cylinder target is shown
in Fig. 6.

The small white circles on the antennas and the calibration
target in Figs. 6(a) and 6(b) are optical fiducials that are used
to identify the positons of the antennas and the cylinder target.
By referencing these fiducials, the exact positions of the
antennas and target can be precisely located and used in the
Virtualizer. The optical scanner provides the positions of
the optical fiducials, which can then be directly imported into
the Virtualizer software. A challenging task in this process
is the definition of the cylinder structure from the scanned
positions of the optical fiducials, which will be explained
in the next section. The full-system in Fig. 6(c) consists of
eight modules, one of which is shown in Fig. 6(a) in detail.
Eachmodule has two transmitting and six receiving antennas,
such that the full system consists of 16 transmitting and
48 receiving antennas. We use two ports of the VNA; the
first port is connected to the transmitting distribution chain
while the second port is connected to the receiving distri-
bution chain. As depicted in Fig. 6(d), for the transmitting
distribution chain we use three coaxial switches, multiplexing
the first port of the VNA to accommodate the transmitting
antennas. Similarly, for the receiving distribution chain, we
use 11 coaxial switches accommodating the receiving anten-
nas. Using the distribution network, we switch through all
transmitting and receiving antenna pairs at 101 frequency
points over the K-band, producing M = 77, 568 measure-
ment modes for imaging.

III. IMPLEMENTATION OF SOFTWARE CALIBRATION
In this section, we describe the specific calibration procedure
used for the frequency-diverse imaging system. The first step
is to define the location of the calibration cylinder within
the scene. Given a cluster of points measured by the optical
scanner from fiducials fixed to the surface of the cylinder
target, the following procedure was used to fit the location
and orientation of the cylinder in space. The location and ori-
entation of a cylinder can be described by a three-dimensional
translation and a three-dimensional rotation. The rotation is
specified by an axis of rotation and a right-handed angle of
rotation about this axis. This representation was chosen as
it avoids the gimbal lock problem [25] when searching for
the correct rotation. From the measured fiducial locations, a
cylinder is constructed within the Virtualizer by first extract-
ing the radius, orientation and location of the cylinder as
follows.

The procedure is divided into two nonlinear least-
squares fit steps, as performed by the Levenberg-Marquardt
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FIGURE 6. Experimental setup of the imaging system: (a) Single module
consisting of 8 antennas; (b) calibration cylinder; (c) full-system
consisting of 8 modules (16 transmitting and 48 receiving antennas).
The radiated electric field patterns for an Rx antenna are shown for three
adjacent frequencies, 21.91 GHz, 22 GHz and 22.09 GHz (d) switching
chain.

algorithm [26]. The first step is to find the translation
and rotation to align the cylinder with the z-axis. The pri-
mary penalty is the squared distance of each point ri after

translation and rotation r′i from the z-axis as given by the
function

argmin
a,t,θ

δ
(
|a|2 − 1

)2
+

∑
i

ε
∣∣r′i · ẑ∣∣2 + ∣∣∣r′i − ẑr ′i · ẑ

∣∣∣2
(2)

where

r′i = (ri + t) cos θ + [(ri + t)× a] sin θ

+ a [(ri + t) · a] (1− cos θ ) (3)

The rotation is achieved using Rodrigues’ formula [27].
Additional penalties are required to resolve ambiguities,
including ensuring that the length of the rotation axis vector
a remains one (with a penalty constant δ). The cylinder may
be translated along its length without changing its distance
from the z-axis, a small penalty is included so that the distance
from the z = 0 plane is minimized (with a penalty constant ε).
The result of the fit of the first step places the cluster of
points along the z-axis, but the center of the cylinder does
not necessarily correspond to the z-axis.

The second nonlinear fit step fits the axis of the cylinder
and its radius. The penalty function is the difference between
the squared distance between the trial axis and each point and
the squared trial radius:

argmin
c,R2

(∣∣∣r′i − ẑr ′i · ẑ− c
∣∣∣2 − R2)2

(4)

To aid convergence, the Jacobian of the penalty function
is also specified. Once the axis of the cylinder is found, the
translation t of the first step is adjusted to t’ so that the
cylinder axis corresponds to the z-axis after translation and
rotation:

t′ = t′ − [c cos θ − (c× a) sin θ + a (c · a) (1− cos θ )]

(5)

With the rotation, translation, and cylinder radius found,
a complete mesh of surface points on the cylinder visible to
the antenna array may be generated. The diagram provided in
Fig. 7 demonstrates a pseudocode description of the cylinder
fitting procedure. The antennas were localized within the
Virtualizer using a similar approach.

The defined cylinder in the Virtualizer created using the
scanned fiducial points is shown in Fig. 8.

Following the definition of the calibration target and the
alignment of the imaging system in the Virtualizer, the sim-
ulation configuration can be assumed to be identical to the
experimental set-up except for the RF cables. Thus, we can
compare the simulated, gscylinder , and measured, gmcylinder , sig-
nals collected from the cylinder calibration target to cal-
culate the additional phase advance introduced by the RF
connections between the RF source and the imaging anten-
nas. We can take the cross-correlation of these two sig-
nals in the time-domain to determine the phase. However,
cross-correlation in the time-domain enforces a linear phase
assumption in the RF paths. In order to avoid this assumption,
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FIGURE 7. Pseudocode diagram for cylinder fitting in the Virtualizer.

FIGURE 8. Constructed cylinder in the Virtualizer using the positions of
the detected optical fiducials.

alternatively, in the frequency-domain, the phase difference
between the simulated and measured signals can be calcu-
lated as follows,

C =
gmcylinderg

∗
scylinder∣∣∣gmcylinderg∗scylinder

∣∣∣ = ej(φ1−φ2) (6)

where,

gmcylinder = Aejφ1 (7)

gscylinder = Bejφ2 (8)

In (7) and (8), coefficients A and B represent the ampli-
tude of the signals (measured and simulated, respectively)
received from the calibration target. Following the calculation
of the calibration term, C , the experimental system can be
used to image objects rather than manually determining the
transmitting and receiving antenna paths individually. The
calibration term, C , can be applied to the measured signal

collected from an imaged object, gm, thus removing the phase
advance, or

gc = gm/C (9)

IV. IMAGING RESULTS AND DISCUSSIONS
To assess the accuracy of the proposed technique, we need
to analyze the difference between the phases of the measured
signals calibrated using the manual and the software calibra-
tionmethods. For this comparison, we assume that themanual
calibration provides the best measure of the phase advance, or
the ground truth. However, as mentioned earlier, due to the
large number of transmitting and receiving antennas, manual
calibration of the full-system in Fig. 6(c) is not feasible.
Therefore, for this study, we used a small system consisting
of a single module as shown in Fig. 6(a), which has four
transmitting and four receiving antennas, providing only 16
RF paths to be calibrated.

To achieve manual calibration of the small system in
Fig. 6(a), we connect the RF cables for each transmitting and
receiving path, and measure the phase response of each path,
6 S21, using a through connection as depicted in Fig. 9.

FIGURE 9. Manual calibration of the transmitting and receiving paths for
the small system set-up. For depiction, connection of the first
transmitting and receiving paths are shown.

FIGURE 10. Comparison of the phase responses of the received signals
calibrated using the manual and software calibration techniques for
path Tx1-Rx3.

Ultimately, for the RF connections considered here, we
expect a linear group delay across the bandwidth of operation.
In Fig. 10, we compare the phase responses and the magni-
tude of the difference between the phase responses for a single
transmitting and receiving path (Tx1-Rx3), calibrated using
themanual and the proposed software calibration approaches.
It should be noted that although this analysis was done for all
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the 16 RF paths, to improve the readability of Fig. 10, we
show only one of these paths, which was selected at random.

In Fig. 10, the manual (solid red curve) and software
(solid blue curve) calibrated phase responses exhibit linearly
decreasing phase, however it is difficult to observe the linear
response because it is wrapped between [−π , π ] radians
due to the long path length and the selected frequency sam-
pling rate. Their difference, however, is a constant—within
experimental variability—as clearly seen in the averaged
fitted line (dashed magenta line) obtained using a digital
(Savitzky-Golay) filter [28]. This suggest that we have deter-
mined an accurate calibration as a constant offset will not
change the solution to (1), and therefore will have no influ-
ence on imaging. Note in Fig. 10, we consider the magnitude
of the phase difference between the manual and software
calibrated signals solely for clarity to remove phase wrapping
associated with the values appearing near π (solid black
curve).

To validate the accuracy of the proposed software calibra-
tion approach, we image an object consisting of 0.7 cm, 1 cm
and 1.5 cm resolution targets using the full-system shown
in Fig. 6(c). The object was attached to a polycarbonate
foam stand using a small sticky tape placed on its back.
The dimensions of the metal stripes forming the resolution
targets were selected in accordance with the cross-range res-
olution of the imaging system, δcr ≈ 0.7 cm, calculated
using the standard synthetic aperture resolution equations [4].
Discretization of the scene was done at the resolution limit,
resulting in N ≈ 10, 000 voxels. In order to estimate the
image using the computational imaging framework expressed
in (1), we use the matched-filter technique. For this study, we
first image the object with and without calibrating the system.
The reconstructed images of the object are shown in Fig. 11.

FIGURE 11. Reconstructed image of the resolution targets (a) without
calibration (b) with calibration.

As can be seen in Fig 11(a), the reconstructed image
obtained without calibrating the system does not contain any
obviously useful information. This result underscores the
importance of calibrating the RF paths to achieve near-field
imaging. It can be seen in Fig. 11(b) that after calibrating the
system using the proposed calibration approach, the recon-
structed image of the imaged object reveals a clear outline of
the resolution targets.

FIGURE 12. Reconstructed image of the resolution targets as a function
of phase distortion applied to the calibration data (a) ±15◦ phase
distortion (b) ±30◦ phase distortion (c) ±60◦ phase distortion
(d) ±120◦ phase distortion.

Following the observation of the reconstructed images
obtained with and without calibrating the system, we inves-
tigate the robustness of the proposed calibration technique to
varying phase errors. In view of this, after calibrating the RF
paths of the system using the software calibration approach,
we introduce a phase distortion to the calibration data and
perform imaging using the distorted calibration. The phase
distortion added to the calibration data is Gaussian distributed
and changes as a function of frequency. In Fig. 12, the
reconstructed images of the resolution targets are shown
as a function of the amount of the phase distortion intro-
duced to the calibration data,±15◦,±30◦,±60◦, and±120◦,
respectively.

As can be seen in Fig. 12(a), the image of the object
reconstructed using the±15◦ phase distorted calibration data
is almost identical to the image reconstructed using the orig-
inal (non-distorted) calibration data shown in Fig. 11(b).
As shown in Fig. 12(b), although a phase distortion of ±30◦

degrades the reconstructed image slightly, the outlines of
the resolution targets are still evident in the reconstruction.
However, increasing the phase distortion above ±60◦ signif-
icantly affects the imaging as shown in Figs. 12(c) and 12(d).
In addition to being qualitatively analyzed, it is also important
that the images in Fig. 12 are quantitatively analyzed. In view
of this, we can consider the reconstructed image in Fig. 11(b)
as a ground truth and calculate the mean square error (MSE)
for the images shown in Fig. 12 as a function of the phase
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error introduced to the calibration data. Comparing the phase
distorted images in Fig. 12 to the ground truth, the MSE
was calculated to be 5.2% for ±15◦ phase distortion, 18.3%
for ±30◦ phase distortion, 41.2% for ±60◦ phase distortion,
and 82.9% for ±120◦ phase distortion. It should be noted
that for the reconstructed images in Figs. 11 and 12, we plot
the normalized amplitude of the reconstructed scene suscep-
tibility vector, f, in (1) within the range of 0-1 on a linear
scale. Plotting the reconstructed images on a logarithmic
scale results in 20 dB image dynamic range.

V. CONCLUSION
We have demonstrated a software approach to achieve cali-
bration of RF paths in a frequency-diverse multistatic imag-
ing system operating in the radiating near-field region. The
proposed technique makes use of a comparison between the
simulated and measured return signals from a calibration
target to calculate the phase advances introduced by the RF
cables. This software calibration circumvents the requirement
to perform individual calibration of each transmitting and
receiving path within the system manually, significantly sim-
plifying the overall system calibration. To verify the accu-
racy of the proposed calibration method, we constructed
two experimental systems; a small system for ground truth
comparison and a full-system for imaging of a number of
resolution targets. It has been demonstrated that the phase
response of the system calibrated using the proposed software
calibration approach is in good agreement with the ground
truth. When calibrated, reconstructed images of the resolu-
tion targets reveal a clear outline of the targets. It has also
been demonstrated that the proposed calibration technique
is robust to phase errors of up to ±30◦ with a calculated
image reconstruction MSE of less than 20%. The software
calibration is a generic calibration scheme that can be used
to calibrate any RF paths consisting of linear and non-linear
components. For the presented frequency-diverse system, the
antennas exhibit complex radiation patterns with nulls in the
patterns, which could reduce the accuracy of the calibration.
For this particular system, we could exploit the known linear
response of the RF paths and apply a linearization estimation
scheme on the phase data. This logical next step will be con-
sidered in the future. We also note that further improvement
to the presented calibration approach could be obtained by
considering the second order effects.
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