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Abstract 

Quality of Service (QoS) measures are the network parameters; delay, jitter, and loss and they do not 

reflect the actual quality of the service received by the end user. To get an actual view of the 

performance from a user’s perspective, the Quality of the Experience (QoE) measure is now used.  

Traditionally, QoS network measurements are carried on actual network components, such as the 

routers and switches since these are the key network components. In this thesis, however, the 

experimentation has been done on real video traffic. The experimental setup made use of a very 

popular network tool, Network Emulator (NetEm) created by the Linux Foundation. NetEm allows 

network emulation without using the actual network devices such as the routers and traffic generator. 

The common NetEm offered features are those that have been used by the researchers in the past. 

These have the same limitation as a traditional simulator, which is the inability of NetEm delay jitter 

model to represent realistic network traffic models, such to reflect the behaviour of real world 

networks. The NetEm default method of inputting delay and jitter adds or subtracts a fixed amount of 

delay on the outgoing traffic. NetEm also allows the user to add this variation in a correlated fashion. 

However, using this technique the outputted packet delays are generated in such a way as to be very 

limited and hence not much like real internet traffic which has a vast range of delays. The standard 

alternative that NetEm allows is generate the delays from either a Normal (Gaussian) or Pareto 

distribution. This research, however, has shown that using a Gaussian or Pareto distribution also has 

very severe limitations, and these are fully discussed and described in Chapter 5 on page 68 of this 

thesis. This research adopts another approach that is also allowed (with more difficulty) by NetEm: by 

measuring a very large number of packet delays generated from a double exponential distribution a 

packet delay profile is created that far better imitates the actual delays seen in Internet traffic.  

In this thesis a large set of statistical delay values were gathered and used to create delay distribution 

tables. Additionally, to overcome another default behaviour of NetEm of re-ordering packets once jitter 

is implemented, PFIFO queuing discipline has been deployed to retain the original packet order 

regardless of the highest levels of implemented jitter. Furthermore, this advancement in NetEm’s 

functionality also incorporates the ability to combine delay, jitter, and loss, which is not allowed on 

NetEm by default. In the literature, no work has been found to have utilised NetEm previously with such 

an advancement. 

Focusing on Video On Demand (VOD) it was discovered that the reported QoE may differ widely for 

users of different age groups, and that the most demanding age group (the youngest) can require an 

order of magnitude lower PLP to achieve the same QoE than is required by the most widely studied age 

group of users. A bottleneck TCP model was then used to evaluate the capacity cost of achieving an 

order of magnitude decrease in PLP, and found it be (almost always) a 3-fold increase in link capacity 

that was required. The results are potentially very useful to service providers and network designers to 

be able to provide a satisfactory service to their customers, and in return, maintaining a prosperous 

business. 
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 Introduction 

In packet networks, the metrics that allow the measurement of network quality are delay, loss, and 

jitter. These are the objective measures of network performance, which allow network providers to 

guarantee a level of service to their customers. In telecommunications, these metrics are referred to as 

the Quality of Service (QoS). QoS is a network-based measurement that outlines the quality of the 

network that customers are promised from a network provider such as the average up-time in a month, 

which most of the companies promise to be over 99% (and even 99.9%) [1] [2] [3] [4] [5], or the network 

coverage allowing the use a particular service. 

Quality of Experience (QoE), however, is a subjective measurement of network quality meaning that it 

corresponds to the network quality measurements taken from a customer’s prospective. Although QoS 

promises a certain level of offered service, the service that reaches a customer on the other end is not 

always as good as promised by the service provider with their QoS. QoE, then, covers what QoS does not 

cater for. As customer satisfaction is the key to having a prosperous business, hence, study of QoE can 

play a significant role in outlining the issues that may require network provider’s attention in order to 

provide a satisfactory service to their customers. 

This thesis presents that a) there has been a knowledge gap that has been created by inadequate 

emulation tools, which do not accurately reproduce real networking conditions, b) a bias in the QoS to 

QoE mapping results previously reported in the literature and elsewhere, caused by a failure to use a full 

age range of subjects in QoS-QoE mapping experiments. 

A very common way of measuring QoE is through the Mean Opinion Score (MOS). MOS has a scale of 5 

to 1 (Excellent to Poor respectively) for scoring video/audio quality of applications1 for example video or 

                                                           
1 Although MOS can be used to assess the quality of a wide range of traffic across a network; however, in this 
research the MOS evaluation is primarily conducted on video traffic unless otherwise specified. 
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audio network streaming, or real-time applications such as Skype. In the case of a video, the video is 

streamed over the network and shown to the research participants. They are then asked to give a score 

from 5 to 1 based on the quality of the video they perceived. 

In this research, QoE in packet networks was studied. The analysis was conducted on the QoE for video 

traffic under a range of scenarios to investigate loss and delays in such a traffic transmission whilst 

analysing the factors that may compromise the QoE in video applications. 

1.1 Motivation 

It is now well accepted by many researchers, including [6] [7], that user QoE measures are a far better 

representation of network performance as experienced by the user than are raw QoS measures (e.g. 

packet loss probability, mean end-to-end packet delay, delay jitter). However, evaluating QoE first 

requires accurate measurement of QoS metrics [8] [9] [10]. 

Prior research has shown that poorly designed measurements can easily lead to results that are very 

inaccurate [11] [12], e.g. 2 orders of magnitude in error for measured packet loss probability. When 

translated through QoS to QoE mapping this could be a difference between “good” and “highly 

unsatisfactory” user quality. 

1.2 Goal 

The objective of this PhD research was to study QoE by analysing video traffic. This then involved 

designing the right, innovative toolset to be able to effectively conduct the research. A state-of-the-art 

testbed was designed to fulfil the research needs. For details refer to Chapter 4 on page 47. The aim was 

to investigate the video QoE in depth by mimicking common network scenarios. This included analysing 

video traffic on a local network and also video traffic from across the Internet such as YouTube.  

Although previous research has been conducted on video QoE, the objective of this research was to go 

beyond the limitations experienced by researchers previously. These limitations were mainly not being 

able to replicate the real-world network patterns within laboratory environment, which consequently 

gave the researchers an insight into the general behaviour of networks under various constraints but 

still did not relate closely to the real-world network traffic. Therefore, the main objective of this 

research was to go beyond the conventional ways of QoE study, such as interpreting the mathematical 

results that reflect various network scenarios, and experimenting on real network traffic whilst seeing 

the network artefacts in reality after introducing network imperfections. This would of course involve 

users’ opinion based on the video quality they experience as a result of a network problem added on the 

network artificially. The experimental setup was such that users were shown a video as if they were 

sitting in their living room streaming from Netflix or YouTube. 

Meaningful results collected from this realistic user-involved research allowed me to highlight the 

factors that, having worked on and improved, network service providers could provide a better service 

to their customers which would then lead to a prosperous business. 
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1.3 Skills and Tools Assessment 

In order to successfully complete this research, a certain level of skill was required. Particular software 

and hardware tools were also required to conduct the research.  

It is worth mentioning that required skills/tools assessment was not a one-off task. Along with the 

progress of the research, further technical skills were acquired. Similarly, more software/hardware tools 

were added to the required list. Initially, the required skillset and tools were different. For more on 

initial planning see Appendix B on page 188. 

With the arisen need of designing a new testbed, a range of new skills was required equally for the 

design and the use this new testbed. Some of these skills, which were acquired in order to adapt to the 

changing circumstances, are listed below: 

• Linux administration 

o Operating System installations and maintenance 

o Ability to install and remove required packages 

o Command line familiarity 

o Familiarity with the filesystem and desktop environment 

o Ability to write scripts to simplify the desired tasks 

o Ability to change and add Linux kernel configurations 

• Network management knowledge 

• Ability to research online, and solve problems 

The newly required tools included a laptop to run Ubuntu for the initial testbed design, and a Raspberry 

Pi. 

The initial design of the testbed incorporated a laptop, later, however, a desktop computer (later named 

NetEmBox-1) was acquired. For more on the testbed design, refer to Chapter 4 on page 47. 

1.4 Design of Experiments 

When studying the effect on QoE of packet loss and jitter (whether as standalone metrics or a 

combination), a different level of degradation on the link was added without notifying the experimental 

subjects what was the amounts implemented. Furthermore, the packet loss/jitter was varied in a 

random order. For instance, when showing a video to experimental subjects with a range of added 

packet loss levels: 0.01%, 0.1%, 1%, 5%, and 10%, the packet loss was applied in such a way that it was 

not increasing or decreasing gradually with each experimental run. This random application of packet 

loss ensured that, whilst recording their MOS, experimental subjects did not merely follow the trend 

knowing the packet loss was higher or lower than the previous run of the experiment. This then 

guaranteed that experimental subjects recorded their MOS based on the actual quality of the video they 

experienced rather than improving or worsening their MOS rating gradually following the decrease or 

increase in the packet loss. The same procedure was followed in the experiments to study delay/jitter. 

In previous research, the population of experimental subjects was biased, as they all tended to be from 

academia, either PhD students or PostDoc researchers, and so falling in an average age range of 21-30. 

As the user population used in this study covers age groups 10-65+, this research is not biased on 

participants’ age. In addition to being from different age groups, users were also of different gender and 
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ethnicity groups. The results could be potentially biased if viewed on the basis of geographical location 

of users since all research participants were from London. 

During this research, young people from 10-18 years age group attended the QoE evaluation sessions 

with the permission and in the presence of their parent(s). 

1.5 Outline of the Thesis 

Chapter 1 This thesis is laid out in such a way that the first Chapter lays the basis of this 

research work with an introduction. 

Chapter 2 The literature is reviewed.  

Chapter 3 A description of associated technical concepts and terms is given. 

Chapter 4 Research methodology is laid out where the need for an alternative testbed is 

discussed and the testbed design phases are outlined. 

Chapter 5 The newly designed testbed is utilised to proceed with the experimentation – 

the results are shown therein. In this chapter, experimentation has been done 

on video traffic with artificially added packet delay and loss. The Pareto 

distribution in NetEm along with a review of the Normal distribution is also 

debated. Furthermore, the use of custom delay distributions in NetEm is 

discussed, and bespoke delay distribution tables is used to study jitter. 

Additionally, video traffic has been studied over network protocols: UDP and 

TCP. 

Chapter 6 QoE and MOS is discussed and MOS scores collected from various age groups 

are provided and debated.  

Chapter 7  The study conducted to evaluate the QoE of the YouTube traffic is outlined. The 

progressive-download video is studied in both cases: with automatically 

adjusted download quality, and with a pre-set 720p download video quality. 

Chapter 8 The significance of QoE evaluation on VOD across a range of age groups is 

discussed. Out of all of the users from different age group, it was outlined which 

group of participants is most demanding in terms of the service quality of a 

given service. 

Chapter 9 This chapter concludes the findings from this research, along with possible 

future work. A conclusion is then made towards the commercial importance of 

this research. 

After the references, appendices list the material that was not included in the main part of the thesis to 

maintain the coherency. 
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 Literature Review 

2.1 Chapter Introduction 

To help one understand the importance of this research work this chapter lays the basis for this research 

with an introduction to Quality of Experience (QoE) of any provided service. QoE is a measure of the 

actual quality of the promised service experienced by the end user. An outline is then described how the 

QoE is measured. Mean Opinion Score (MOS), as a way of evaluating QoE, is then explored, and some of 

the network researchers and companies that take this approach for QoE evaluation are discussed. An 

overview of QoE research in the area of network is then given. Quality of Service (QoS) as metrics is then 

discussed, and the effect link congestion on the QoE is explored. This then leads to greater clarity on the 

necessity of network measurements, involving delay, jitter, and packet loss. Next, types of network 

measurement are described. Then queueing theory, a basic concept to understand network systems, is 

discussed along with application of queueing systems. 

The use of network emulators in the literature in QoE research is then reviewed, and a discussion of why 

NetEm was chosen for this research. Major known flaws in NetEm are also highlighted, and a discussion 

of how these particular flaws have been overcome to take advantage of the valuable core features of 

NetEm; this is detailed in Chapter 4, on page 48. Then a literature review is provided on the approach 

taken to record MOS that involved participants of different age groups. 

2.2 Quality of Experience (QoE) 

QoE is the quality of service that is perceived by the user for many services offered today such as VoIP, 

IPTV, and even web browsing. With the help of QoE knowledge in such a competitive market, service 

providers can make useful decisions in providing a satisfactory service whilst being able to monitor the 

provided service to keep the customer interested [13]. QoE provides a numerical metric that tells us the 

overall satisfaction that a customer has with their service provider or vender. Traditional Quality of 

Service (QoS) only refers to the network performance. However, QoE also focuses on the facility or 
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service quality such as the cost, coverage, usability, and reliability [6] [14] [15]. Various people have 

defined QoE differently. According to TechTarget.com [16] (direct quote): 

“Quality of Experience (QoE or QoX) is a measure of the overall level of customer satisfaction with a 

vendor. QoE is related to but differs from Quality of Service (QoS), which embodies the notion that 

hardware and software characteristics can be measured, improved and perhaps guaranteed. In contrast, 

QoE expresses user satisfaction both objectively and subjectively. The QoE paradigm can be applied to 

any consumer-related business or service. It is often used in information technology (IT) and consumer 

electronics.”  

As QoE is user-centric, it has a direct impact on the business. AWTG outline this on their website [17] 

(direct quote): 

“In terms of the network operator, the quality of experience is the ultimate measure of how subscribers 

perceive the performance of the network and its services. A poor user experience will result in dissatisfied 

customers, leading to a poor market perception and ultimately weakening of the brand. Improving the 

QoE will improve customer loyalty and enable the network operator to maintain a competitive edge.” 

Although different people from different backgrounds have described QoE with slightly different terms, 

the main concept behind all of these definitions from several researchers is the same – making it a 

subjective measurement by involving the end user. QoE does not replace the concept of QoS, however, 

it makes the QoS more tailored and exclusive to what service the user perceives. Hence, QoE still studies 

the end-to-end communication link, however focussing more on the human interaction rather than the 

technical aspects of the communication link. This would make sense from the point of view of a human 

who has to use the services on a daily basis to fulfil their needs. They will not bother much about what 

goes on in terms of the technical steps in order to process their request, but rather, the end users are 

more concerned about if they are receiving the expected service to a satisfactory level. 

From the history of QoS, the main concern was to understand hence improve the performance of the 

network to provide a good level of service to the user. Then the improvement of the concept of the QoS 

included providing a service agreement to the customer, and abiding by the promised metrics of service. 

Moving on, the new form of QoS included a better service to selected applications and services whilst 

including the metrics such as reliability, throughput, loss probability, delay and jitter [18]. It was then 

observed that QoS has a great impact on the user of the service, which led to focussing more on the 

technical performance parameters instead of the service quality itself. With this approach in focus, it 

was soon realised that examining these performance metrics alone still does not reflect the actual 

performance of the network considering the needs of the end user. Therefore, to fill this gap in service 

monitoring, it was decided the perception by someone was required to assess the service performance 

accurately. The most commonly used scale in the subjective for voice and video QoE assessment is the 

ACR. In this type of subjective test, a number of people taking the test denote their experiences on a 

scale of 1 to 5, where 1 represents the “bad” level and 5 denotes “excellent” level of service [19]. The 

average of the obtained scores is called the MOS, which is discussed further in the following Section. 

2.3 Mean Opinion Score (MOS) 

MOS is a means to carry out a subjective testing for evaluating how an end user would receive or 

experience an offered service. In general, quality of audio or video transmission is expressed by the 
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qualitative descriptions such as ‘very good’, ‘ok’, or ‘very bad’. However, to express this audio/video 

quality mathematically, MOS can be used which allows us to describe the quality of such services with 

numbers corresponding to, for example, an ‘excellent’ or ‘unacceptable’ quality.  

The range and type of the experiences the users were put through have a direct impact on the achieved 

MOS. This results in the MOS values only to be compared in the case of the conditions being the same 

[20]. The table in the Figure 2.1 gives the most commonly used MOS rating and their descriptions along 

with their impairment. 

 

Figure 2.1: MOS ratings and their description for QoE measurement [21] 

This new concept of network assessment led to the decision that a service-user himself / herself would 

be well suited to carry out the judgement on the service performance and decide the quality of the 

content delivered. This was then named as Perceived QoS or end-user QoS. With the passage of time, it 

became clear that the involvement of the end user was vital in ensuring the delivery of a good level of 

promised service. The competition in the industry for service providers gave more emphasis on the 

customer, the end user of the service. The opinion of the end user on the experience of their acquired 

service then became so important that for a successful business, the service vendor reshaped the 

concept of the perceived QoS whilst centralising the end user in the assessment of the quality of service. 

This new approach of assessment of the service quality is now called the QoE, making the end-user the 

subject who experiences the level of the services provided [22]. 

There has been a great interest into researching the QoE across a multidisciplinary field. The research 

focuses on assessing the quality of a provided service in a user centric fashion. As the QoE is subjective 

regarding the complex human quality perception, QoE does not have any precise boundaries or a 

generally agreed definition. As a result, the QoE measurement has become a challenge. 

The above described method of evaluating QoE, also known as the MOS, is referred to as the subjective 

QoE assessment. The table in Figure 2.1 emphasises the fact that in subjective QoE measurement a user 

is involved and is provided with predefined ratings to express their opinion on QoE. The provided test 

conditions are also referred to as Stimulus. The user who experiences the service and records the 

feedback based on their measures (also known as the response, or the subjective measures). A simple 

model of Subjective QoE assessment is given below. 

Stimulus     User Assesses the QoE based on Test conditions     Response 
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Another type of QoE assessment is called objective QoE prediction. Unlike the Subjective QoE 

assessment, the Objective QoE prediction employs analytical/statistical models and converts the input 

parameters into estimated QoE. Objective QoE prediction typically measures properties such as task 

performance, and behaviour. The model for this type of QoE measurement is as follows. 

Input   QoE = A formula that utilises input parameters               Output 

MOS has been used to evaluate QoE of audio and video by various companies including [23] [19] [24] 

and independent researchers [25] [26] [27] who are merely a few to mention. 

2.4 QoE Research on Network Traffic  

QoE has been a major recent focus of research for researchers. Studies have been conducted on wide 

range of network traffic, in particular: VoIP QoE, real time video streaming QoE, and TCP video QoE. 

Common factors that have a vital impact on the QoE are the packet loss and packet delay and jitter. 

Therefore, researchers pay particular attention to studying packet delay and loss probabilities to these 

metrics for a particular type of traffic in a given network. For instance, [28] provides a packet loss 

probability analysis in wireless sensor networks, and overviews the causes of the packet loss in such 

networks. 

With a rise in video-based streaming services, many researchers have developed an interest in studying 

the QoE of video traffic. For instance, QoE quality metrics of video streaming over wireless networks 

have been studied in [29] with an aim to explore the ways to improve QoE in existing and new streaming 

services. In [30] the authors have addressed the issue that affects the QoE by the delaying of random 

packets in the wireless link, which leads to video playback interruptions. Thus, they study the 

interruption probability in wireless video streaming. Real time estimation of QoE has also been 

performed by combining subjective and objective assessments by using a no-reference and low-

complexity method in [31].  

In [32] QoE study on video traffic has been done and researchers have focussed on the HTTP-based 

video content delivery on a shared wired network. This technology allows the video bit-rate to adapt to 

the link condition dynamically. The researchers in [32] have proposed a resource management 

framework, which allows mobile operators to maintain QoE by having control over the resource 

allocation over a shared network. 

2.5 QoE in the Presence of Congestion (QoS as Metrics) 

As IP traffic is of bursty nature [33] [34] [35], there may be a very small number of data packets in a 

queue at a certain interval of time, and the next moment a large number of packets come in 

simultaneously. This behaviour of the IP traffic has a direct effect on the QoE since it can lead to the 

buffer being very full, and ultimately a significant number of packets being dropped, delayed, or subject 

to jitter. This would be due to the arrival rate being greater than the service rate, as well as a finite 

capacity of the queueing buffer in the router. 

As described above, as the load gets close to 100%, the queue server struggles to maintain the service, 

in other words, QoS degrades. However, having activated delay, jitter, and loss through NetEm on the 
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router QoE can be degraded well before the load reaches 100%, as has been confirmed in [36]. This is 

because the traffic congestion results in packet loss and network delays even at lower loads.  

 Congestion Control by the Bandwidth Method 

The congestion in the router or the network can be controlled by increasing the bandwidth of the link or 

the network allowing more data packets from various applications to be transmitted simultaneously. 

This will ultimately reduce the queues, causing less delay and loss of information. 

The overall structure of modern networks is such that the routers that route the data packets from one 

end to the other are connected through a physical layer of fibre optics and copper. The whole network 

architecture is divided into three sections allowing an easy deployment and installation of the network. 

This division can also be thought of three layers; the first layer consists of the provider network (P) 

which consists of Core routers. The provider network then connects to the part of the network known as 

the Provider Edge (PE), which as the name suggests is the edge of the Provider network (P). The PE then 

connects to the third layer in the network called the Customer Equipment (CE), which is the part of the 

network setup or installation at customer premises.  

 

Figure 2.2: IP Network Architecture [37] 

As for the capacity of these three divisions of networks, the P as its needs require, has high capacity 

links. The capacity of these links in developed countries is usually 40Gbit/s to 100 Gbit/s. The network 

links between the P and PE are typically between 10Gbits/s and 40Gbit/s. Whereas the CE to PE 

connections have a capacity in the range of 1 Gbit/s to 10Gbit/s. 

Although increasing network capacity does improve the network performance, it is expensive and can 

introduce network down times whilst in the upgrade stages, which can lead to poor QoE to the 

customers. Nevertheless, to cope with the increasing demand of modern applications on networks, it is 

vital to be able to transmit data from a particular range of applications with a minimum delay utilising 

the network limited capacity. 
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2.6 Network Measurements involving Delay, Jitter, and Loss 

In real world packet networks, the common factors related to the network performance are the packet 

loss and delay. The average packet loss is the ratio of the packets lost with the packets transmitted. 

Whereas the average length of time for which the buffer is in an overflow state over a certain length of 

time (whether 24 hours or one busy hour) is called the overflow probability. The mean delay is the 

average packet delay between two given points in the network. It is worth noting that this calculation is 

an average, meaning that the overall performance of the network for a given month would be calculated 

to estimate the mean delay. In a given month, there may be times during a single day when the network 

performance is poor due to a larger number of service users. However, it is a significant possibility that 

at night when there will be comparatively fewer users, less delay is experienced. Therefore, on average, 

the network performance will generally be satisfactory. Hence, for a meaningful test of network 

performance where the delay2 and loss noted give a good representation of the network condition, the 

testing should be done over a busy hour3 [38]. This busy hour is modelled in my choice of delay 

distribution and loss probability used in this thesis. Different levels of jitter represent busyness and 

congestion on different levels in that busy hour. 

Delay can be measured using passive and active measurements along with bandwidth and packet loss. 

Not only does this help measure these the performance of the network, but it can also be very useful in 

predicting traffic behaviour. In [39], a detailed study is represented for understanding and controlling 

end-to-end delays on a large-scale IP network. In [40], PDF of delay data is used to interpret the network 

load status. Additionally, it is also shown that the Pareto distribution can be used to approximate 

statistical end-to-end delay in a network [41] [42]. In [43], an algorithm, based on the Pareto distribution 

has been designed to smooth the delay jitter in Cyber-Physical Systems (CPSs). CPSs represent a system 

which tightly integrates computation, communication and physical processes, and require doing the 

right thing at the right time [43]. 

Jitter is the delay variation between the individual packets in a stream of packets. Although the source in 

a network transmits packets in a steady stream. By the time the packets reach their destination device 

travelling across the network, all packets do not have the same even spacing between them as it was at 

the time of initial transmission. Packets get spaced out or clumped together with a random delay among 

them, which in network terminology is known as jitter. The figure below visualises the concept of jitter. 

                                                           
2 In VoIP services the acceptable delay is up to 177 ms, exceeding this threshold will affect the QoE [198]. 
3 Busy hour refers to a 60-miuntes window within a 24-hours period when the traffic load on the network is at a 
maximum [11]. 
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Figure 2.3: Jitter in a packet network [44] 

Major causes of jitter are considered to be network congestion, configuration errors, and TFIFO 

queueing discipline for packet queueing [44]. Although traditionally for the design of the IP networks, 

typically, the average delay and loss have been focussed on by the network service providers as key 

metrics. Jitter, if not dealt with effectively, can have a significant impact on real time traffic such as VoIP, 

and interactive services and video streaming [45] [46] [47] [48]. 

Therefore, various researchers have taken a range of approaches to calculate and minimise the end-to-

end jitter. For instance, in [49] an analytical approximation is shown to calculate the end-to-end delay 

jitter in periodic traffic with a constant packet size. For calculating jitter in a single queue with Poisson 

traffic, [50] has proposed fairly straight forward formulas. In [51], delay and jitter for voice traffic have 

been analysed, and it is suggested that Priority Queueing could significantly improve the voice quality by 

minimising delay and jitter. More sophisticated approaches have also been employed to preserve the 

speech quality in VoIP traffic as shown in [52] where the concepts of network fingerprint, data pre-

processing, and neural networks are utilised. In [53] and [54], researchers propose a modified version of 

E-model to predict jitter in a transmission channel. 

2.7 Network Measurement Types 

An SLA is an agreement between a customer and the service provider, which states the terms and 

conditions of the provided service and network characteristics such as guaranteed average network up 

time over a month and latency. If the service provider fails to provide the promised service they 

compensate the customer. BT promises the service availability of 100% [1]. It is understandable that an 

SLA is of vital importance to both the customer and the service provider. An SLA, in other words, is to 

stay within the agreed terms of performance metrics. This emphasises the significance of measuring the 

performance metrics of the network and keeping a close eye on them. 

One of the ways of carrying out network measurements is probing, where measurements are done by 

taking samples at specified time intervals. Depending on the type of measurement being used, the 

pattern of the sampling may have an effect on the performance of the network. Once the 

measurements have been taken, the probes are assessed against the traffic metrics to conclude the 

packet delay and losses [55] [56]. 

There are two main types of network probes, active and passive probes. Passive probes do not disturb 

the flow of the traffic and are done by observing the normal traffic [57]. Cisco Service Agent is an 

example of passive probing [58]. This type of measurement does not require any dedicated hardware 

setup, and the Cisco routers can perform the measurements given that traffic is present on the link 

where the measurement is required. 

Active probing on the other hand requires additional packets to be sent out into the network, which 

clearly requires an additional setup, which could even just be the software to produce and monitor 

these packets. The results obtained from the probing depend on how the probing packets interact with 

the traffic in the network. A smaller time gap between probing packets gives better insight into 

assessing the traffic behaviour. As such, generally, a larger number of probing packets may give more 

reliable results. However, this is only true to certain point and producing more than a specific number of 
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probing packets may affect the flow of the data traffic reducing the accuracy of measurement results. 

This behaviour of active probing has also been outlined in [59]. Therefore, a high frequency of the 

probing sampling can have a direct impact on the overall performance of the network. To overcome this 

challenge, various ways have been described in [56] for doing active probing measurements. These 

techniques of active probing are Simple Random, Stratified Random Sampling, Systematic Sampling, and 

Batch Poisson Sampling. These different types of probing describe different patterns of probing 

producing probe packets and sending them out into the network for assessment purpose. In this thesis 

probing refers to active probing. 

2.8 Network Traffic Patterns 

Common patterns of network traffic seen in real world networks are shown in Figure 2.4 through to 

Figure 2.7.  

 

 

Figure 2.4: A simple PFIFO network traffic model 
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Figure 2.5: Traffic model based on a distribution 

 

 

 

Figure 2.6: Traffic model based on the Normal distribution 
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Figure 2.7: Traffic model based on the Pareto distribution 

NetEm, a network emulator discussed in detail in Section 2.12 on page 33, allows modelling of these 

traffic patterns to mimic behaviour of realistic networks. 

2.9 Queueing Theory 

Queues can be found in various areas and aspects of daily life such as at supermarket checkout points, 

traffic lights, waiting at passport control and so on. These are the queues we acknowledge encountering 

every day. However, there are some other queueing mechanisms that cannot necessarily be seen. In 

fact, we do not even notice them taking place in various computerised structures. An example is in the 

streaming of a video to a personal device, where the video is delivered in the form of data packets, each 

going through various routers whilst queueing up for the onward transmission, where they will finally 

reach the end device. 

A similar example is of a web server, which processes a request to open a website, e.g. www.bing.com. 

The loaded website seen on the computer screen is a result of the content sent by the web server in the 

form of data packets. These data packets travel through a series of queueing systems across various 

networks, and then finally reach the computer through the Network Interface Card. Further to this, the 

web request is not fulfilled by one element of a network only, but it involves various subsystems 

working to do a specific job to deliver the information requested. At each of these subsystems, there is a 

queue of requests sent by other users from all over the Internet. Consequently, here, there exists a 

queueing system too. However, in order to visualize this kind of queueing system the relevant software 

and hardware tools are required. Nevertheless, there are various services that we receive with the use 

of queueing mechanisms, and sometimes, without even realizing it [60] [61]. 

Queueing theory is the mathematical examination of waiting lines and processing units in various 

systems. Queueing theory helps us to mathematically model the design characteristics of various 

networks, assessing parameters such as link bandwidth, delay estimation, the number of buffers and 

their capacities, blocking and dropping probability. A typical network may have customers (in this case 

packets) arriving, waiting in the queue then being served. In our case of VoIP, modelling and analysing 

the results allows us to evaluate the performance of the system under design consideration. 
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2.10 Queueing Systems 

In queueing systems, the arriving calls, messages or tasks are denoted as ‘customers’, whereas the 

specific system mechanisms that are in place to provide service to these customers are known as 

‘servers’. Queueing systems have an important role in modelling and performance analysis, particularly 

for telecommunication and computer systems. These systems can range from a very simple to very 

complex incorporating a network of queues, such as those in communication and operating systems. 

The number of servers in a queueing system can be one or more depending on the nature of the system 

and the desired functionality. If the arriving customers find the server busy they have to queue up to 

receive the service. For example, in the telecommunications field, the ‘servers’ could be routers, 

computer processors, as well as the web servers with back-end processes. Hence the ‘customers’ in such 

queueing systems could be users, packets, and web requests [62] [63]. 

A queueing system can be described in terms of the arrival pattern, the nature of the service provided, 

the number of the servers in the system that can provide a service simultaneously, and the capacity of 

the system. The buffer length in real systems is always finite, although in the analysis it is often assumed 

to be infinite to study the queueing behaviour. The arriving packets at the input of the system are 

measured by the metric known as the mean arrival rate, λ, which is the average number of packets 

arriving per unit time. 

A queueing system typically has the following structure; 

 

Figure 2.8: A Typical Queueing System  

Queueing systems can be characterized by different measurement parameters in order to model specific 

systems. For example, the arrival process can be based on either inter-arrival times or group arrivals 

depending on the type of the system under examination. Similarly, the number of queues and the queue 

servers also vary. Some other features also vary depending on a particular requirement, such as the 

service disciplines (FIFO), or priority scheduling [62]. 

The total traffic arrived and fed into the system is known as the ‘load’, and is denoted with ρ. This term 

has great importance in the field of queueing theory. To determine the load, the mean arrival rate is 

multiplied with the average service time: 

 𝐿𝑜𝑎𝑑 = 𝑀𝑒𝑎𝑛 𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑅𝑎𝑡𝑒 𝑥 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑒𝑟𝑣𝑖𝑐𝑒 𝑇𝑖𝑚𝑒 (2.1) 
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Since the average service time is defined as 1/µ, hence the load becomes: 

 ρ =
λ

µ
 (2.2) 

Where: 

ρ is the load; 

µ is the service rate; 

λ the mean arrival rate. 

It is worth noting that ρ is dimensionless. For the system to be stable ρ should always be less than 1. 

Conversely, if ρ is equal to or greater than 1, the server will not be able to maintain the service and the 

queue length will grow to overflow. 

Furthermore, it should be noted that according to the above formula, if the arrival rate λ and the service 

rate µ are equal then the load will be 1, indicating that the system will become unstable. This 

emphasises the fact that the service rate, µ, should always be greater than the mean arrival rate, λ, for a 

stable system [64]. 

This makes sense if one considers the analogy of a supermarket. If, at a till at a supermarket, the cashier 

is serving at a higher rate than the rate of customer arrivals in the queue then it will allow quick 

transactions. The opposite is true also: if the cashier is too slow to process the customers as they arrive, 

transactions will be slow and the queue will grow.  

The study of various queue models is useful in visualising the queueing systems in order to get more 

insight into their characteristics. In queueing theory, these different queue models can be used to model 

systems that have certain behaviours or arrangements. Some widely used queues for the design and 

analysis of server-based queueing systems are the G/G/k4, M/G/k, M/D/k, M/M/k, where in each case, G 

expresses General distribution, M refers to Markovian, and ‘k’ denotes the number of queue servers. 

2.11 The Use of Network Emulation Tools 

Many emulation tools have been used to study several types of networks by a number of researchers. In 

[65] [66] [67] [68] researchers discussed network emulators that are suitable for different network sizes 

and natures to meet specific needs. In [69], the three most common network emulators: Dummynet, 

NISTNet, and NetEm have been discussed along with their pros and cons; and a feature comparison 

among these three production-quality network emulation tools is carried out. 

  

                                                           
4 The term follows the Kendall’s notation, which has the following form: 
Packet Inter-arrival times distribution / Service time distribution / The number of queue servers. 
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Table 2.1:A comparison of Dummynet, NISTNet, and NetEm [69] 

 Dummynet NISTNet NetEm 

Availability Included in FreeBSD 

Available for Linux 2.4 
and 2.6 (<2.6.14), patch 
available for more recent 
versions 

Included in Linux 2.6 

Time resolution System clock (up to 

10 KHz) 
Real time clock System clock (up to 1 KHz) 

or high resolution timers 

Interception point Input and output Input only Output only 

Latency Yes, constant value 

Yes, with optionally 

correlated jitter following 

uniform, normal, Pareto 

distributions 

Yes, with optionally 

correlated jitter following 

uniform, normal, Pareto 

distributions 

BW limitation 

Yes, delay to add to 

packets is computed 

when they enter 

Dummynet 

Yes, delay to add to 

packets is computed 

when they enter NISTNet 

Yes, using the Token 

Bucket Filter from TC 

Packet drop Yes, but without 

correlation 
Yes, optionally correlated Yes, optionally correlated 

Packet reordering No Yes, optionally correlated Yes, optionally correlated 

Packet duplication No Yes, optionally correlated Yes, optionally correlated 

Packet corruption No Yes, optionally correlated Yes, optionally correlated 

 

Although there were many network simulation and emulation tools to choose from including the ones 

shown in [69], it was discovered that the use of NetEm in this testbed would offer higher flexibility, in 

particular, with the research plans to go beyond the traditional experimental arrangements covered by 

many researchers in the past. Therefore, it was decided to use NetEm as the network emulation tool in 

the to-be-designed testbed. 

2.12 NetEm (Network Emulator) 

NetEm, from Linux Foundation [70], has been very popular among network researchers over the past 
few years. Many researchers [71] [72] [73] [74] have been utilising the capabilities of NetEm to carry out 
experimentation over a range of scenarios to study network traffic. 
 
Network Emulator, as the name suggests, is a Linux based tool that has the capability to emulate a vast 

range of network scenarios. It allows network engineers to emulate wide area network properties to 

test protocols. With the help of NetEm, one can emulate various networks whilst having a control over 

delay, loss, duplication and re-ordering of network data packets. 

“NetEm provides Network Emulation functionality for testing protocols by emulating the properties of 

wide area networks. The current version emulates variable delay, loss, duplication and re-ordering”, 

direct quote [70]. 
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NetEm allows two types of delay emulation. The first type of NetEm delay, a fixed delay, is depicted in 

Figure 2.9. 

 

Figure 2.9: NetEm adds a fixed delay to outgoing data packets. 

The second option available in NetEm to emulate a delay is with the use of a distribution. NetEm has 

built-in delay distributions called Normal and Pareto. A delay can be added to the outgoing traffic based 

on one of these built-in distributions. This is illustrated in Figure 2.10. 

 

Figure 2.10: Packet delay added using a delay distribution in NetEm. 

NetEm is a very common tool used widely by many researchers. It allows the network researchers to 

emulate network environments for the purpose of evaluating new applications and protocols. These 

environments offer the testing and design of network related applications in controllable conditions 

where the experiments can be repeated infinitely for concluding a desired outcome or a concrete 

finding. Among many other companies, Actual Experience (www.actual-experience.com) and Teragence 

(www.teragence.com) use NetEm for network research. 

2.13 Previous QoE Research on NetEm 

The experiments in this thesis were carried out on a testbed that utilises the core functionalities of 

NetEm. NetEm has previously been used by many researchers including [31] [71] [72] for studying 

networks’ behaviour. In [31], NetEm was used to analyse VoIP traffic, in order to study the behaviour of 

jitter and delay in the traffic. The researchers also noted that the effect of PLP on the QoE was not as 

severe, and the MOS dropped below 2 only after the PLP reached as high as 20% [31].  

However, the approach taken in [31] to evaluate jitter and delay has followed the method introduced by 

the Linux Foundation, the people behind NetEm. This way of modelling jitter simply involves adding +/- 

‘t’ milliseconds to the arrival time of each packet. This, however, does not represent real life networks 

since the actual networks do not show a uniform delay jitter [44] [75]. As such, modelling a realistic jitter 

http://www.actual-experience.com/
http://www.teragence.com/
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model in a controlled lab environment, which reflects real world telecommunication networks, has been 

a challenge for network researcher for many years. 

Despite being a very popular network emulator tool, NetEm with its default emulation settings has a 

major flaw – although network jitter can be modelled with minimal effort with out-of-the-box 

configuration, the jitter model under the default settings does not represent patterns found in real 

world networks. Real world networks do not follow a predefined delay/jitter pattern, which is what 

NetEm allows as input. For instance, at one particular part in the network there could be delays that are 

negligible for many applications, however, at another point in time there could be massive delays at the 

same network node due to congestion or a link failure. NetEm’s official developers are aware of this flaw 

in NetEm, and therefore describe the application of delay/jitter as an “approximation”. This 

approximation, however, is acceptable for low level network emulation, but not reliable for a detailed 

analysis of a network behaviour. The main limitation that NetEm poses, i.e. being unable to produce a 

realistic jitter model, is also highlighted by [82]. 

Furthermore, by default NetEm does not retain the original packet order in the presence of non-trivial 

jitter. NetEm uses a queueing discipline called TFIFO (see Section 4.8 on page 52 for details for 

operational details of TFIFO). TFIFO in NetEm has the same working principle as a datagram network, 

meaning that the packets could be going through different nodes across the network and arrive at the 

destination in any order regardless of the original sequence they were initially transmitted in (see 

Section 3.4.4 for a review of theoretical behaviour of this queueing discipline). This behaviour of NetEm 

would not affect the results severely in general network emulations where the focus is on packet loss. 

However, in a QoE investigation losing packet order can be a major drawback with a direct impact on 

the QoE degrading it significantly [76] [77] [78]. Again, this was an issue that required attention to gain 

convincing results. 

The research represented in this thesis attempts to overcome these challenges by 1) modelling a delay 

jitter from a self-made distribution table, and 2) implementing a traffic control with PFIFO queueing 

discipline. The newly developed delay distribution tables were inputted in NetEm to create jitter values 

from many hundreds of randomly produced variants. This brought the resulting delay jitter very close to 

that seen in real world networks; refer to Appendix G on page 209 for details. 

The distribution that was chosen to be built in this thesis has been outlined in [79] and [80]. This delay 

jitter distribution was created by utilising NetEm-offered functionality that allows the user to build an 

arbitrary distribution [71]. 

2.14 Previous Work Involving Different Age Groups 

Earlier QoE research has not been done across a wide range of age groups. In schools, some published 

work on QoE has studied QoE across age groups [81]. Otherwise a report to the UK Government’s Office 

of the communications regulator in the UK (OfCom) concluded that “…the scores are comparable across 

the different age groups, although the oldest participants had a tendency to score higher and the 

youngest to score lower…” [82]. Also, a survey of global broadband networking by consultants Ovum 

(2016) concluded that “…Younger people tend to be heavier and more demanding users, meaning that 

their usage is higher and expectations greater” [83]. 
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The literature, e.g. [84], [85] and [86] suggests that the age group 19-30 is much better represented in 

earlier work mapping QoE/MOS to QoS metrics. This is the age group that contains most PhD students 

and post-docs, so most published QoE/MOS to QoS mapping the results will have tended to be biased 

towards this group, and will have necessarily excluded the group of slightly younger users who make up 

a considerable proportion of heavy users of broadband networks (as noted earlier). These younger users 

are potentially of considerable interest to network and service providers. The experimental results in 

this research suggest that youngest people in the 10-18 age group are the least patient out of all other 

age groups, and hence require a higher level of service quality. It was concluded that, as a comparison 

with the most often studied 19-to-30-year-olds, if the same level of MOS score is to be achieved by 10-

18-year-olds an order of magnitude improvement in the network PLP will be required. Experiments were 

done to determine the capacity increase for targeting the aforementioned drop in the PLP. This capacity 

increase was studied through a bottleneck link that has multiplexed TCP traffic queueing at the link. It 

was seen with the results achieved, that the bottleneck link capacity needs to be increased 

approximately 3-times (unless RTTs on the network are very low) to achieve the above-mentioned order 

of magnitude improvement in the PLP. 

Videos are not only seen just by people from a certain age group, hence any study of video on demand 

(VOD) QoE will be more viable if a range of user groups were involved in the research to give their 

opinion: from young to elderly people. As reported by the UCL researchers, the brain of an adult person 

functions differently to a young person or a child [87]. It has also been researched that elderly people 

have more patience than children and adults when it comes to experiencing visuals, and that “…elderly 

people are more susceptible to a negative experience” [88], and “…older people tend to be significantly 

happier and better at appreciating what they have…” [89]. Furthermore, in Chapter 1 of the book Brain 

Aging: Models, Methods, and Mechanisms [90] it is stated that “The basic cognitive functions most 

affected by age are attention and memory. Neither of these are unitary functions, however, and 

evidence suggests that some aspects of attention and memory hold up well with age while others show 

significant declines. Perception (although considered by many to be a precognitive function) also shows 

significant age-related declines attributable mainly to declining sensory capacities”. 

It is believed that earlier work in the literature has not focused enough on age varying QoE. For example, 

a recent (2016) PhD thesis states of its experimental subjects in a study of QoE “In this study, a total of 

43 subjects participated in subjective tests. The mean age of participants was 24.5 years, the maximum 

age was 32 years and minimum age was 21 years.” [91]. Hence, the aim of this research is to outline the 

experimental approach of studying QoE on users from a range of age groups. Having determined the 

most critical of these users in terms of service demand, we evaluated (as previously noted) the capacity 

cost of meeting the QoS parameters demanded by this group of people from the age group in question. 

Both the report [82], and Ovum survey [83] support the basis of this part of experimentation to examine 

QoE across age groups, and its effect on the underlying networks. 

2.15 Chapter Summary  

Before proceeding with the experimentation in this research, it is important to understand what led to 

the approach taken, and the reason for conducting this particular research work. This chapter reviewed 

the research work previously carried out in QoE in the field of data networks. It was also described how 

the research work in this thesis builds on and improves the QoE work previously engaged in across the 

area of networks.
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 Relevant Technical Concepts and 
Terms 

3.1 Chapter Introduction 

In this chapter, technical concepts and terms relevant to this research have been discussed. These 

technical concepts may serve as background knowledge for a better understanding of the work done in 

this research. Firstly, properties of a video file were outlined that govern the quality and size of a video 

file. Then some light was shed on the media player, VLC player, used for network streaming in this 

research. In the final section of this chapter, transport protocols along with some other network-specific 

terms are discussed. 

3.2 Video Properties 

The word video is no mystery to us these days as we see videos every day on a range of platforms 

including the web, TV, digital video disc (DVD) player, and our own videos recorded with our mobile 

phone cameras. The aspect, however, that we usually do not pay much attention to is the properties of 

these videos that differentiate them from one another in various features. 

In this Section, some video-related technical terms have been described that are of significant 

importance equally to the video cameras manufacturers and video makers, and in some cases, to the 

viewers of the videos too. 

 Bit Rate 

Bit rate (also written as Bitrate) is the number of bits processed per unit of time in a video or in other file 

types. Bit rate is generally expressed in bits per second (bps) but also occasionally denoted as kilobits 

per second (kbps) and megabits per second (Mbps). 
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As a rule of thumb, the higher the bitrate the higher the video quality. For instance, the videos seen on 

web are generally 1-2 Mbps. Bitrate of a DVD video is between 4-8 Mbps which is about four times 

higher quality than a web video. A Blue-ray HD video is in a range of 20-25 Mbps [92]. However, the 

higher quality as a result of higher bit rate also comes with a cost of higher file size which can be a strict 

limitation in some cases. A very popular video codec used these days in video, H.264, has various bit 

rates targeting different platforms. [93] has listed them as follows. 

LD 240p 3G Mobile @ H.264 baseline profile 350 kbps (3 MB/minute) 

LD 360p 4G Mobile @ H.264 main profile 700 kbps (6 MB/minute) 

SD 480p Wi-Fi @ H.264 main profile 1200 kbps (10 MB/minute) 

HD 720p @ H.264 high profile 2500 kbps (20 MB/minute) 

HD 1080p @ H.264 high profile 5000 kbps (35 MB/minute) 

It can be noted from the above listing which covers a variety of video qualities that higher bit rate gives 

a higher quality video, but in return the produced video file has a bigger size corresponding to the 

greater bit rate of the video. 

 Video Frame Rate 

In the world of video, a frame is a single image that is viewable by the video viewer. What we see as a 

video, in reality, is a series of still images. As these images are played in front of us very quickly, hence 

our brain gets tricked into believing that sequence of images to be a smooth motion video. Frame rate, 

thus, is the number of frames, i.e. images, that are played in every second in a video. Frame rate is 

expressed in frames per second (fps). As long as the frame rate of a video is a minimum of 16 fps, our 

brain will see it as a video playback [94]. The diagram below illustrates this concept. 

 

Figure 3.1: Visualising frame rate in a video [94]. 

Since the 20th century, for film videos the standard frame rate has been 24 fps, whereas for TV 

broadcast it has been 30 fps in some countries including North America and Japan, whereas 25 fps in 

other countries including Europe [94].  

Although the frame rate has been traditionally 24 fps in the world of cinema for decades, recently, this 

traditional barrier has been crossed by the director of The Hobbit: An Unexpected Journey movie, where 

the director doubled the frame rate for a film from 24 fps to 48 fps for the first time in history. 

According to Warner Bros., the concept behind this higher frame rate in a film was bringing the visuals 

even closer to reality [95]. In general, the higher the frame rate the smoother the video. 
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 Video Aspect Ratio 

Aspect ratio refers to the ratio between the width and height of an image or video frame. Aspect ratio is 

commonly expressed in a “width x height” or “width:height” form. For example, a 16:9 video aspect 

ratio means that the video is 16 units wide and 9 units high. It should be noted that aspect ratio is not 

same as the size of the video file, but it relates to only the relationship between width and height of the 

video [96] [97].  

The popular aspect ratios used widely are 4:3, 16:9, and 21:9. 4:3 was the previously used standard for 

TV screens from the mid of 20th century till the new wide screen TVs came out recently [98]. Wide 

screen TVs, along with DVD and other high-definition videos, use 16:9 aspect ratio. 21:9 aspect ratio, 

also known as Cinemascope, has mainly been used in motion picture films in the past. Recently 

computer monitors, also referred to as UltraWide monitors [99] and some TVs are also coming in 21:9 

aspect ratio. 

The Figure 3.2 below visualises how different aspect ratios look on a screen. 

 

Figure 3.2: Common video aspect ratios on a screen, along with currently popular TV sizes for eash aspect ratio [97] 

Old TVs and standard definition broadcast channels in the past used 4:3 aspect ratio. New TVs and flat 

screen computer monitors have an aspect ratio of 16:9, which is also the aspect ratio used by high 

definition (HD) TV broadcast channels. The movies are generally filmed with an aspect ratio of 21:9, 

which is why the projector screens in cinemas have a 21:9 aspect ratio. 

 Video Formats/Containers and Codecs 

Videos these days come in various formats, or technically termed, containers. A container contains 

video and audio data, and information about the video such as codec to be used to play the video, 

required audio codec, and possibly metadata for example video title and subtitle information. The file 

extension of a video file generally refers to the container used for that video. Some popular containers 

are Audio Video Interleave (.avi) from Microsoft, QuickTime (.mov or.qt) developed by Apple, Advanced 

Video Coding High Definition (AVCHD) developed in collaboration by Sony and Panasonic, and Flash 

Video (.flv, .swf) designed by Macromedia, a company that later merged with Adobe [100] [101]. 
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Video codecs have the job to represent analogue data in a digital form. A codec is a shorter word for 

compression/decompression. The design of codec requires various considerations to be taken into 

account, for instance, the codec should be able to offer a good quality video with a minimum size of the 

video file whilst utilising a lowest possible bit rate but keeping the data loss at a minimum [102].  

A codec can be a hardware device or software. Without the right codec a media player, whether a 

device or software, will not be able to play a media file. A screenshot of an error thrown by Windows 

Media Player in the absence of a required codec is shown in Figure 3.3. 

 

Figure 3.3: A media file unable to play without the right codec. 

Some of the popular codecs are [100] [103] [104]: 

MPEG-1: from Moving Picture Expert Group, mostly used in VCD production. 

MPEG-2: used in DVD production, and sometimes in HDTV broadcast. 

MPEG-4: the latest compression algorithm of its family, very popular across a variety of formats 

ranging from full HD to the lowest sized mp4 videos. 

H.264 (also known as MPEG-4 AVC): very popular among people who work with high definition 

digital video, used in digital video cameras and camcorders, can compress good quality videos 

for the web and equally for HD TVs. 

WMA: mostly used in video/audio streaming, supports 720 and 1080 high resolutions. 

DivX (DivX-encoded Movie): offers video compression with a minimal loss in quality, supports 

high definition resolutions up to 1080. May not be supported by some VCD players. 

Xvid: an open source equivalent of DivX, with a Xvid decoder, it is possible to play DivX media 

files. 

All codecs are designed having a particular platform in mind. The choice of a codec for producing videos 

is always a compromise between the file size and video quality. Depending on whether a video file is 

being prepared for a DVD or a web usage, or anything in between or beyond, we would choose a 

specific codec to meet our particular needs. 

 Video Resolution 

Resolution is a measure of pixels, defining the number of pixels present in a certain image. Pixels are 

small square shaped dots in different colour that make up the whole picture that we see [105]. In simple 

terms, video resolution defines how clear the video will be once played back on a video player (whether 



Chapter 3 Relevant Technical Concepts and Terms 

  Page 41 of 212

  

hardware or software). It is important to know that a video monitor or TV should also be HD for viewing 

a HD video. 

Video resolution is expressed in “length (in pixels) x height (in pixels)” of the video and denoted in pixels, 

written ‘p’ usually. If there are more pixels in a picture, the image will be clearer and very detailed. On 

the other hand, if there are less pixels present in a picture then the image will not look as sharp. The 

picture given in Figure 3.4 illustrates this further, where the resolution starts with 16X16p and goes up 

to 512X512p. 

 

Figure 3.4: The concept of image/video resolution illustrated by Vimeo with their logo [105] 

The above picture from Vimeo visualises that a higher resolution picture (having more pixels) will look 

much clearer and shaper. 

Most common video resolutions currently are SD with a resolution of 640x480, HD with a resolution of 

1280x720p, full HD with a resolution of 1920x1080, and 4K Videos that have resolution in the range of 

4000x2160p [105] [106].  

Some video streaming platforms, such YouTube, allow us to watch videos in various resolutions in order 

to keep the playback smooth considering our specific Internet connection speed. In the screenshot given 

in Figure 3.5, the actual resolution of this video is 4000x2160p (4K) but user can switch between many 

other available resolutions. 
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Figure 3.5: A YouTube video available in different video resolutions [107] 

In the resolution option of YouTube, however, only the height parameter of the video resolution is given 

starting with 240 pixels going all the way up to the maximum available resolution for this particular 

video. The highest available resolution available on YouTube player would be the actual video resolution 

at which that video has been shot on originally. 

3.3 VLC Media Player 

VLC, an open source media player from VideoLan [108], can be used on Windows, Linux, and MacOS 

computers. In addition to working as a media player to play a wide range of media files, VLC has very 

powerful streaming capabilities that allow local or network streaming with an extensive control over the 

protocols and codecs to meet specific streaming requirements. 

The VOD streaming can be done on VLC using a range of protocols including HTTP, UDP, and RTP. A full 

list has been given in Figure 3.6, followed by a description for each protocol as documented on the VLC 

website [109]: 
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Figure 3.6: VLC built-in protocols for network streaming 

• Display locally: display the stream on your screen. This allows one to locally display the actual 

video being streamed. Effects of transcoding, rescaling, etc. can be monitored locally using this 

function.  

• File: Save the stream to a file.  

• HTTP: Use the HTTP streaming method. Specify the TCP port number on which to listen.  

• MS-WMSP (MMSH): This access method allows one to stream to Microsoft Windows Media 

Player. Specify the IP address and TCP port number on which to listen. Note: This will only work 

with the ASF encapsulation method.  

• UDP: Stream in unicast by providing an address in the 0.0.0.0 - 223.255.255.255 range or in 

multicast by providing an address in the 224.0.0.0 - 239.255.255.255 range. It is also possible to 

stream to IPv6 addresses. Note: This will only work with the TS encapsulation method.  

• RTP: Use the Real-Time Transfer Protocol. Like UDP, it can use both unicast and multicast 

addresses.  

• IceCast: Stream to an IceCast server. Specify the address, port, mount point and authentication 

of the IceCast server to stream to. 

 
Transcoding can be used if the video is to be streamed with a specific format regardless of the original 

format of the video. The required transcoding option can also be chosen from available profiles in VLC 

player. 

https://wiki.videolan.org/File:Qt4_Streaming_Stream_Options.png/
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Figure 3.7: VLC transcoding options for output streaming 

The transcoding options shown in Figure 3.7 can be customized too with control buttons given on the 

right side of the dropdown menu for profiles. VLC also gives the option to create new profiles for 

transcoding. 

3.4 Network Technical Terms 

 Transmission Control Protocol (TCP) 

In telecommunications, various protocols are used for governing the behaviour of transmission that 

would take place. TCP is perhaps the most widely used protocols on the Internet. TCP has been designed 

to be used in a system where the reliability and performance has priority over the transmission speed. It 

offers a guarantee for delivering every packet from the source to the destination. 

From a technical aspect, TCP keeps the source and destination hosts in communication through a 

synchronised connection. The bulk of the transmission data (or file) is divided into small chunks (called 

segments) and transmitted separately [110]. Each transmitted packet is numbered. When a recipient 

receives a packet with a unique packet number it sends an acknowledgment packet back to the sender 

to confirm that a particular packet has been delivered. If an acknowledgement is not received in a 

certain duration of time, TCP assumes that the packet was lost on the way to the receiver, hence the 

sender is required to transmit the same packet again to address the packet loss. This way, although, the 

data transmission is slower because of the waiting time among individual packet transmissions, all 

information is transmitted without any loss or corruption in data. 

TCP requires every host to have a unique Internet Protocol (IP) address. Then, with the help of ports, 

various connections to request/deliver various services can be established with the same device having 

https://wiki.videolan.org/File:Qt4_Streaming_Transcoding.png/
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a unique IP address. A host with one IP address is able to communicate over 65535 unique ports at the 

same time [111]. 

With sophisticated mechanisms such as TCP, there is certainly a complex set-up if its specifications are 

seen, and every complex system poses many challenges. Likewise, TCP due to its dynamic traffic control 

gives a slow data transmission. TCP can be a choice of protocol when the transmitted data is desired to 

be received in full without any portions of it missing. For example, in the case of a file download, if the 

download is delayed by a few seconds it will not frustrate the user as much as having the file a few 

seconds earlier but not being able to open this corrupted file due to some bits of data missing in the 

downloaded file. 

 User Datagram Protocol (UDP) 

UDP has been designed to transmit data as quick as possible, as a result, UDP does not keep track of 

whether a data packet was successfully delivered or not. Hence having the error checking not being 

enabled by default makes it a faster protocol as compared to TCP. Unlike TCP, UDP sends all the packets 

without waiting for the acknowledgement from the recipient on whether or not any particular packets 

were received or not. If any packets get lost during transmission they cannot be retrieved or resent, the 

sender will rather carry on sending the remainder of packets. 

Technically, not having the synchronisation and error-correction present in UDP reduces the overhead, 

which in return gives a faster communication between hosts. Therefore, UDP is ideal when loss of a few 

packets will not affect the overall experience of a user [110], such as in streaming a video or Skype 

calling. 

 First In First Out (FIFO) 

Queueing systems used in various systems use buffers to store data packets temporarily before 

transmitting them on into the network or taking from the network in the case of incoming packets. 

There are some rules, commonly referred to as Queue Disciplines, that govern the order of the packets 

being taken out of the queue.  

The queueing disciplines used in buffers to dequeue the packets can differ from application to 

application. There are many queue disciplines some of which are FIFO, LIFO, FCFS, and random [112]. 

FIFO buffers take the packets out of the queue based on their order of arrival in the buffer, hence first in 

first out. So, the first packet that arrived in the queue will be served first. FIFO has the advantage of 

offering a simple implementation. FIFO also maintains the packet order, hence is suitable for packet 

networks where packet order needs to be preserved. 

 Time First In First Out (TFIFO) 

TFIFO is a NetEm queueing discipline based on FIFO. However, this queueing discipline gives precedence 

to arriving packets based on time instead of the original packet order formed at the sender host. With 

that as a working principle, TFIFO sends out packets that arrived in a buffer before the ones reaching the 

buffer later in time, even if the later arriving packets may have a higher priority according to the packet 

order number set by the sender. 
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Normally in packet transmission, after packets are transmitted from source they are free to take any 

path along the network to avoid congestion. At the receiving end, packets coming from all different 

routes are then put back in order before sending to the application they have been intended for. 

However, TFIFO works like a datagram network where packets take various paths and may reach in a 

different order at their destination. Figure 3.8 depicts this scenario. 

 

Figure 3.8: A TFIFO queue that resembles a datagram network where packets go out of order in transmission 

In a TFIFO queue, if some data packets are delayed due to congestion in the network this will 

significantly affect the QoE as the packets will be prioritised based on their arrival time at the buffer in 

question. 

TFIFO is the primary queueing discipline used in NetEm. Hence to stay aligned with real world network 

traffic behaviours, TFIFO had to be replaced with a suitable queueing discipline that does not re-order 

the packets based on time in order to preserve the original packet order set by the server computer. 

 Packet First In First Out (PFIFO) 

PFIFO queueing discipline, based on FIFO, is the second available queueing discipline in NetEm. Unlike 

TFIFO that gives priority to packets based on their arrival time in the queue, PFIFO transmits packets 

based on the actual order of packets in which they were initially sent from the server. Figure 3.9 

illustrates the functionality of a PFIFO queueing discipline. 

 

Figure 3.9: A PFIFO queue, which resembles a voice circuit network where packets are in order on the receiving end 

As seen in Figure 3.9, even though some packets may experience delays across the network and reach 

the buffer out of order, still they are put back in order before transmitting them onto the egress port. 

The packet order is strictly preserved even if this requires delaying all other packets just to maintain the 

original packet order. A PFIFO queue resembles a virtual circuit, where a line is dedicated to one 

connection and data packets only from this established connection utilise this given link to ensure 

packets follow the same path and stay in order. Delays are additive in PFIFO but not in TFIFO, therefore, 

PFIFO models real-world networks more credibly. 
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3.5 Chapter Summary 

This chapter discussed some key concepts and terms that serve as the prerequisite for this research 

work. As this research includes streaming of a video and then quality assessment of this video, hence, 

here the video properties were discussed that are considered in the making of a video as well to 

maintain the quality of a video. Then several options of VLC media player were conversed that allow the 

local playback and streaming of a video with a desired video format and video quality. Some network 

phenomena and protocols were also debated.
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 Research Methodology 

4.1 Chapter Introduction 

This chapter overviews the whole process of the research methodology: from starting the research work 

on the existing testbed and the need of an alternative testbed to the design of new hybrid testbed. 

For the design of the testbed, some technical drawbacks experienced during the design improvements 

have also been outlined. The chapter then concludes with the most recent design of the testbed, which 

is now being used by other students in Networks Research Group. 

4.2 The Router Lab (Previous Testbed) 

Initially a traditional testbed encompassing network routers and traffic generators was used and some 

of the experimental work on this existing set-up was conducted in the router lab. Initially, about twelve 

months were spent operating this testbed to develop the theoretical understanding of network 

simulations/emulations and the driving principles of the testbed in the router lab. 

However, the existing lab environment posed some challenges that required a serious consideration 

whether or not the testbed would align with the objectives of this research. It was unimaginable that 

natural disasters could have an impact on the pace of work until early summer 2015, when the router 

lab was seriously affected by storms allowing the rain water to penetrate the lab building. This rain 

water caused the lab air-conditioning unit to fail, which resulted in the lab temperature to rise to 45°C. 

This massive increase in temperature caused serious damage to the lab equipment. Although the kit was 

repaired, the incident raised concerns over the consistent use of the router lab in the long run. 

Another reason to seek an alternative experimental setup was the limitations and unnecessary 

challenges posed by the router lab that incorporated the actual routers and traffic generators. As the 

network components in question were the actual hardware network devices, configuring the testbed for 
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experimentation over large network scenarios would be very complex due to the innate lack of 

flexibility. Thus, studying advanced and state-of-the-art traffic patterns such as Video on Demand (VOD) 

would require a lot of work, and even then, this would not guarantee full control over the experimental 

setup. This router lab showed these limitations since it was originally designed to enable 

experimentation on static traffic only. This static traffic would be stochastically modulated by a 

Stochastic Modulation Tool (SMT), a software tool that worked in conjunction with the Xena traffic 

generator and was designed for VoIP traffic only. 

To address the above issues and meet the specific research objectives, a brand-new testbed was 

designed with an aim to conduct experiments more effectively. This newly designed testbed not only 

overcame the above outlined issues, but also offered more operational capability for carrying out a 

diverse range of experiments on a variety of traffic types to evaluate VoIP QoE, real time video QoE, 

TCP/UDP video QoE, and more. 

4.3 Design Considerations for the New Testbed 

Although it was now decided to design a more robust testbed, the actual specifications of the testbed 

were still to be explored to assess what proportions of hardware and software were to be implemented 

in the new testbed. Considering the performance and functionality that was required for the testbed, 

the distribution of network tasks among hardware and software also required thorough planning. For 

details on the challenges that were faced during the testbed design refer to Appendix A on page 183.  

As for the design structure of the new testbed, it was desired not to have something too close to 

traditional network simulations such as modelling network scenarios in Matlab. At the same time, 

reflecting on the past incident with the router lab, a major part of the testbed specifically being 

hardware-dependant was not required either. Having considered many design approaches over a 

significant period whilst in the design phase, the design specifications were finalised on the basis that 

the network features that network simulation/emulation tools offer should be taken advantage of. It 

was also anticipated that the testbed would facilitate the interfacing of actual consumer devices such as 

a computer, laptop, a tablet device, and a mobile phone. This would allow the study of a diverse range 

of network scenarios with a possibility to evaluate the service experienced by the end user on a 

particular device in a specific infrastructure, whether wired or wireless. After a comparison of popular 

network emulators, NetEm was chosen as the underlying system for the new testbed. For details, refer 

to Section 2.11 on page 32. 

4.4 NetEm Limitations 

While network simulation and emulation tools offer a way to mimic various network scenarios, saving us 

the effort and cost to put together actual network components, they unfortunately possess some 

restrictions that become of particular importance if a good fidelity is required in analysing a network.  

NetEm, like many other simulation tools, has some limitations too. One which raises a significant 

concern is the fact that NetEm’s delay jitter model does not represent the “patterns” witnessed in real 

world packet networks. These real-world network patterns show variability and do not follow a 

predefined trend of delay and jitter on a certain link. For example, there could be higher delays at a 

certain time over a network link, and other times (even in the matter of minutes), data packets could be 

propagating very swiftly with a negligible delay or jitter on that link. NetEm, however, only allows 
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implementation of jitter within a range specified by the input command. As outlined in the NetEm 

official documentation, delay can be implemented on an interface with the following command: 

# tc qdisc change dev eth0 root NetEm delay 100ms 10ms 25% 

 
According to NetEm developers, “...this causes the added delay to be 100ms ± 10ms with the next 
random element depending 25% on the last one. This isn't true statistical correlation, but an 
approximation.” [70]. 
 
Notably this approach has been described just as an ‘approximation’ by the NetEm developers 
themselves. 
 
In this research however, this issue was resolved, the details of which are to follow. 

4.5 The Approach Taken to the Use of NetEm 

Researchers have previously been utilising the default settings of NetEm to model packet loss, delay, 

and jitter as shown in many papers including [71] [72] that outline the fundamental operational facilities 

of NetEm. [72] also highlights one of the main limitations that NetEm poses – its inability to produce a 

realistic jitter model. 

In this research, however, the limitations shown by NetEm were bypassed whilst only making use of the 

best features that NetEm has to offer. As the NetEm delay jitter model fails to represent the patterns 

observed in real packet networks, in this research, bespoke delay distribution tables were implemented 

into NetEm. It was then possible to experiment with the VOD streams in a controlled lab environment 

with more accuracy. This way, the behaviour of network traffic was analysed by aligning it with real 

world network scenarios, which has not been possible previously in a lab environment. This functionality 

was achieved by producing jitter tables with a very large set of statistical values. These jitter tables were 

then changed into distribution tables to make them operational in NetEm. When delay was applied from 

NetEm with these distribution tables, the resulting traffic stream showed variability in delay based on 

this rich collection of statistical values present in the distribution table, hence bringing delay patterns 

very close to that of those seen in real-world Internet traffic. 

Another functionality that was added to this NetEm testbed was the ability to retain the original packet 

order. By default, NetEm puts data packets out of order when jitter is added. This issue was resolved by 

the use of a PFIFO queueing discipline.  

Thirdly, the testbed features have been advanced to apply delay, jitter, and loss simultaneously on 

network traffic. This combination of network parameter application is not possible with NetEm out-of-

the-box capabilities. 

With the above-mentioned added features in the testbed, one can add delay, jitter, and loss on the 

video being streamed and observe the effect on the perceived quality of the VOD i.e. the QoE at the 

user end. 

As such, the testbed was designed to not only use the core capabilities of NetEm but also give full 

control to model traffic behaviour for a wide range of network scenarios. This way, studying video traffic 

through local streaming, as well as sourcing from over the Internet such as YouTube, was made possible. 
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4.6 NetEm Testbed: The Initial Design 

The newly designed testbed consists of two Linux computers: a server, and a client. The role of the 

server was to house the NetEm facilities and take input from the user to stream and manipulate the 

traffic by altering its requested network parameters. The role of the client on the other hand, was to 

take the outputted traffic from the server and play it back for MOS evaluation or the testing. 

 

Figure 4.1: Testbed model 

As the client in this testbed was only responsible for playing back the video, or responding to whatever 

is sent to it, there were no limitations on the operating system running on the client computer with the 

option to have Windows, Macintosh, or Linux. Any Linux distribution would work, but to keep things 

simple and to utilise a wide range of utilities available in Ubuntu, it was decided that the Linux-based 

operating system of choice would be Ubuntu (www.ubuntu.com). 

A laptop was used as the server and a Raspberry Pi (RPi) as the client. Both, the server and the client 

were interlinked via a CAT5 Ethernet cable. Both computers were assigned a unique IP address so they 

could communicate with each other on the network. For instructions on assigning IP addresses to the 

server and the client, refer to Appendix D on page 191 and Appendix E on page 201. 

As NetEm was running on the server5 any outgoing traffic from the egress could be manipulated utilising 

NetEm traffic management capabilities. Figure 4.1 shows the design of the initial testbed where a 

Raspberry Pi was used as a client and my laptop had the role of a server to control the traffic. 

4.7 Testbed Improvement – Replacement of the RPi  

Having tested various network scenarios with the use of NetEm on the designed testbed, it was noted 

that the testbed was operational. The precision, however, was not as required and the RPi was failing to 

keep packet scheduling in precise places. 

It was suspected that due to the limited processing power of RPi, it introduced lags in its response time. 

To verify that, another alternative set-up was trialled where the RPi was replaced with another laptop 

and the collected results were analysed again. On running the ping probing with the same network 

parameters, it was seen that the RTT in milliseconds was shorter in the case of a laptop being used as a 

client as compared to the RPi being the client. This showed that the RPi introduced additional delay of a 

few milliseconds when responding to the ping packets sourced from the server. This would certainly be 

a major concern when the delay would be required to be very precise in the later experimentations. 

                                                           
5 The instructions on getting the latest build of ipRoute2 for NetEm are provided in Section 4.11.1 on page 47. 
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Therefore, this limitation of processing power of the RPi seemed a drawback in the designed testbed, 

which needed to be addressed. 

The RPi was then removed from the testbed and replaced with a laptop to function as a client. Now in 

this version of the testbed, there were two laptops connected to each other via an Ethernet cable 

working as a client and a server. 

 

Figure 4.2: Testbed Improvement - replacement of the RPi with another laptop 

Now, moving on from the basic type of experimentation i.e. the ping probing to experiment with the 

packet delay and loss, experimentation to model realistic network scenarios was desired. As previously 

packet loss and delays have been studied under QoE research on VoIP traffic [113] [114] [115], it was 

decided that the analysis of video traffic would be a state-of-the-art arrangement. 

The possible options for the design of a server-client model for traffic flow between the two computers 

was studied next. During the design evaluation and online research on the topic, a range of ways for 

accomplishing the task were considered. However, it was later realised that a too complicated client-

server model was not required if the main objective was to only analyse one type of traffic: the video 

traffic. As the networking between the client and the server had already been set up, to merely 

transport video traffic on the network, the network streaming capabilities of the VLC media player 

(www.videolan.org) could have been utilised. VLC is an open source cross-platform multimedia player 

hence free to use. 

The testbed was then prepared for VOD streaming which would allow analysis of the video traffic6. Upon 

completion of this iteration of the design of the testbed, the video successfully played on the server and 

streamed over the network. The video streaming was evaluated and analysed for assessing the playback 

quality on the client computer. This way, the effect of network performance metrics on the video traffic 

was studied, by not only emulating this, but actually being able to see the affected QoE on the actual 

video. It was then possible to stream the video from the server, and by adding any network delay or 

packet loss from NetEm, study the output video across the network on my client computer. With this 

advance testbed, a range of protocols could be used to transport the video traffic over the network, 

including UDP, HTTP, and RTP / MPEG Transport Stream.  

4.8 Operating NetEm with PFIFO instead of TFIFO 

By default, the queueing discipline that NetEm uses is TFIFO (see Section 3.4.4 on page 45 for a review 

of theoretical behaviour of this queueing discipline), which may not be an issue for simple network 

                                                           
6 For detailed instructions on how to prepare the server and client to talk to each other for analysing the video 
traffic and capturing MOS, refer to Appendix D on page 186 and Appendix E on page 196. 

http://www.videolan.org/


Chapter 4 Research Methodology 

  Page 53 of 212

  

emulations encompassing packet loss. However, when jitter is added to the network traffic through 

NetEm, the packets start getting re-ordered due to the behaviour of TFIFO queueing systems. TFIFO 

makes NetEm act like a datagram network where the packet order would not matter. However, packet 

order has a significant importance linked directly to QoE. Packets that are out of order at the destination 

node cause the QoE to degrade significantly [76] [77] [78].  Therefore, retaining packet order in packet 

networks will massively improve the QoE. Not being able to keep the packets in order in NetEm is a 

major flaw in this emulator if one plans to carry out advanced level network emulation to cover a wide 

range of network scenarios to mimic real life packet networks. 

Many people have desired to address this issue for disabling this automatic packet re-ordering in NetEm 

[116] and [117] are two of those places where this question was asked. The solution of course is 

replacing the TFIFO with a PFIFO, as instructed by Linux Foundation [118], the people behind NetEm: 

“Starting with version 1.1 (in 2.6.15), NetEm will reorder packets if the delay value has lots of jitter. If you 

don't want this behaviour, then replace the internal queue discipline TFIFO with a pure packet FIFO 

PFIFO.” 

However, these official instructions are not very precise and the NetEm manual does not specifically go 

into detail of how this can be done in practice. Having attempted various ways to achieve the desired 

functionality, initially there was not much progress since it was a widely recognised complex problem 

awaiting a solution. Further progress was made by exploring the Linux network routing principles. This 

fundamental knowledge of Linux traffic control was believed to be vital for comprehending the traffic 

structure and the level these mechanisms could be configured on. 

By exploring the Linux traffic control hierarchy, it was discovered that every interface consists of one 

egress root qdisc, and a handle is assigned to each qdisc (and class) which allows one to target a certain 

qdisc for configuration purposes. This qdisc-assigned handle has two parts in the form of 

<major>:<minor>. The <minor> number to a root qdisc has always a value of 0, whereas for the root 

qdisc, the <major> number is traditionally chosen to be 1 [119]. It was also noted that if there are 

classes applied on a qdisc they must have the same <major> number as their parent, which should be 

unique within an egress/ingress setup. However, the Linux kernel only communicates with the root 

qdisc rather than cascading through the whole hierarchy tree. The diagram in Figure 4.3 depicts this 

concept. 
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Figure 4.3: Classifying traffic in Linux, traffic filters' hierarchy [119]. 

I then advanced my understanding on the traffic queueing behaviour within the hardware buffer. It 

revealed to me that when a packet needs to be released from the queue and sent to an interface for 

onward transmission, the kernel sends a dequeue request to the root qdisc (at the top of the tree given 

in Figure 4.3). Nested classes do not communicate with an interface but only to their parent qdisc; the 

kernel only dequeues the root qdisc. 

Following this, it was noted that it will not be possible to change TFIFO to PFIFO simply by replacing the 

word TFIFO with PFIFO in my NetEm instructions. But instead, different levels of traffic control hierarchy 

shown in Figure 4.3 were to be addressed. To be able to that, the handles provided in Linux traffic 

control were to be used. This way, the default NetEm TFIFO functionality could have been replaced with 

a PFIFO queueing discipline.  

Targeting various levels of the traffic control hierarchy, of course, consisted of a set of instructions that 

were to be executed in NetEm for activating the PFIFO functionality on the egress port. The desired 

functionality was achieved with the use of filters on the same interface, which was facilitated by the 

handles. Ultimately, regardless of how excessive the added jitter was, NetEm was able to keep the 

packets in order during the transmission. Additionally, this improvement to the testbed made it possible 

to combine jitter, delay, and packet loss and still operate the queue as PFIFO. This way, the industry-

known NetEm issue of automatic packet reordering on jitter application was resolved. To see a summary 

of hands on practical steps for operating NetEm with a PFIFO queue, refer to Appendix C on page 189. 

Progressing to complex experimental scenarios where delay, jitter, and loss were to be added 

simultaneously, it could be quite tedious to type various lines of instructions in NetEm command prompt 

at the same time. Hence to save time, when executing a large number of instructions, bash scripts were 

later developed that simplified the process. 

This state-of-the-art setup was then showcased to other researchers who found it very valuable for 

studying the QoE. In their discussion, other researchers informed that although the QoE has been a 

focus of research for a long time, the expected outcomes so far were mainly in the form of simulations 

and the set of numbers that were further interpreted to approximate particular behaviours of video 

traffic over a network. But on this newly designed testbed, being able to see the added network 

imperfections on an actual network-streamed video was indeed a step forward in QoE research. 

Furthermore, the researchers agreed that this controllable environment to study QoE on a specific type 

of traffic such as video was unarguably a very effective and scalable way of conducting QoE research. 
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4.9 The Use of USB Ethernet Adapter and its Limitations 

Replacing the RPi with a laptop in the testbed solved the problem that 

the RPi posed – not being able to provide sufficient processing power. 

However, as the new client laptop in the testbed did not have an 

Ethernet port, a USB-NIC adapter to do the network interfacing had to 

be used. 

This adapter served the purpose but introduced extra delay at the 

network interface of the client computer. This would not be ideal 

when the precision was required in comparing the added delays 

against the analytical delay model. Therefore, eliminating this adapter 

was thought to be a necessity. This then led to reviewing the design of 

the testbed. 

4.10 NetEmBox-1 

The USB-NIC introduced additional delay which was seen in the playback of the video streamed across 

the network. This delay experienced in the video was uncontrollable as it was not explicitly added from 

NetEm. This unexpected and irrepressible delay was clearly a drawback potentially giving me inaccurate 

results in the later stages when the NetEm added delay was to be controlled precisely. Hence the design 

of the testbed was to be improved.  

In this upgraded version of the testbed, the main server setup was moved to a desktop computer 

(previously a laptop). This improved design of the testbed is shown in Figure 4.5. This new testbed 

design had many advantages over using a laptop as a server. Firstly, a desktop computer had much 

higher processing power when compared to a laptop. Secondly, this design gave the flexibility for 

upgrading or modifying the hardware in order to achieve the flexibility to carry out experimentation 

over a variety of network states. 

 

Figure 4.5: Testbed upgrade, a more powerful server computer 

This fully functional and optimised testbed was called NetEmBox-1. 

The server on NetEmBox-1 was running Ubuntu 14.04, which was a stable version of Ubuntu operating 

system with long term support. The client computer would work despite the type of operating system 

installed on it: Linux, Mackintosh, or Windows. 

Figure 4.4: USB to Ethernet adapter 
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The design of the testbed at this stage had met all predetermined requirements, hence the 

experimentation was put under focus until further hardware changes were required in the testbed to 

meet any specific research needs.  

So, proceeding with the experimentation, the effects of various added network deficiencies through 

NetEm were studied and the resulting video output across the network was viewed on the client 

computer. Figure 4.6 through to Figure 4.10 show a volunteer participating in recording the MOS. 

 

 

Figure 4.6: VOD streaming with 0.01% packet loss. A participant evaluating QoE and recording MOS 
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Figure 4.7: VOD streaming with 0.1% packet loss. A participant evaluating QoE and recording MOS 

 

 

Figure 4.8: VOD streaming with 1% packet loss. Evaluation of QoE 
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Figure 4.9: VOD streaming with 5% packet loss. A participant evaluating QoE and recording MOS 

 

 

Figure 4.10: VOD streaming with 10% packet loss. A participant evaluating QoE and recording MOS 

As the Figure 4.6 to Figure 4.10 depict, the video was shown to the participants with different levels of 

added packet loss through NetEm. It can be seen that as the applied packet loss increased, the video 

gradually showed more imperfections. To see the experimental results, refer to Section 5.4 on page 74. 
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Having experimented with video traffic under various default NetEm settings, it was now time to move 

on to study more realistic patterns of network traffic. As stated in Section 4.5, this would require the 

creation of custom jitter-distribution-tables, details of which are covered in the next section. 

4.11 Custom Delay-Distribution-Table Implementation in NetEm 

Real network traffic does not follow a specific pattern, hence delay in such traffic is unpredictable. To 

reflect the behaviour of the actual network traffic and in addition to offer the standard traffic control 

options, the distributions that NetEm has available to be used are the Normal and the Pareto 

distributions. According to NetEm developers “Typically, the delay in a network is not uniform. It is more 

common to use a something like a normal distribution to describe the variation in delay [70].” However, 

NetEm allows users to make custom distribution tables (based on experimental data) in NetEm for 

applying the delay on the traffic in question. Delay distribution tables were produced to model real-

world-like jitter pattern in the network traffic. Refer to Appendix G on page 209 for details about the 

algorithm that was used. Distribution tables created this way gave a more convincing delay distribution 

based on the traffic patterns described in Section 2.8. 

Although NetEm gives the option to add custom distribution delays, NetEm official documentation does 

not show any detailed instructions or any examples on how to do so. Additionally, any similar authentic 

work previously done by any researcher was not found. Therefore, the nature of the task not being very 

straightforward, various ways of implementing the distribution tables were tested and validation 

experiments were carried out to verify its operation. 

One typical way of creating a delay distribution table for a certain network is by using ping statistics for 

that particular channel or network. For instance, if one wants to analyse the behaviour of (or emulate) a 

network between two computers connected on a network, they ping between them to get large number 

of delay values for the network connecting both computers. The RTT values are then extracted out of 

the ping statistics and used to create a distribution table. The mean and the standard deviation are 

obtained from these RTT values, which are then used in the NetEm command when activating the 

distribution table produced. The larger the number of pings the better the resulting delay model. 

To create a delay distribution table in this research however a different approach was used. With the 

help of an algorithm, a set of statistical values was created for a particular standard deviation. This 

spreadsheet of values, which was based on a given standard deviation, were processed further for 

creating a delay distribution that could be used use in NetEm. Refer to Appendix H on page 209 for 

details.  

For describing the procedure of creating these distribution tables, the major steps have been highlighted 

in the following section. 

 Creating a Delay Distribution Table 

As the operating system used on the testbed was Ubuntu, the instructions below may only work in most 

recent versions of Ubuntu. 

To be able to create custom distribution tables, two utilities ./maketable and ./stats are required. Then 

one would use them in order to design the delay distribution tables from a given set of experimental 

data. 
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Firstly, the source code for iproute2 should be downloaded: 

git clone \ 

git://git.kernel.org/pub/scm/linux/kernel/git/shemminger/iproute2.git 

 

Then having navigated to the NetEm directory, the maketable and stats utilities were prepared. They 

were compiled with the following commands: 

cd iproute2/NetEm 

gcc -o maketable maketable.c -lm 

gcc -o stats stats.c -lm 

 

The statistical data produced was in an Excel spreadsheet, but having tested that for distribution design, 

it was noted that it would simplify the process if this data was firstly moved to a text file. Hence, the 

Excel spreadsheet data was moved to a txt file before proceeding further. 

The steps below should be followed in the given sequence to successfully create a delay distribution 

table that can be used in NetEm. Step 1 only applies if a user has the statistical delay values initially in an 

Excel spreadsheet. 

1 Copy data column from Excel sheet, make a new txt file, and paste the copied data into this and 

save it, giving it an exact name as the Excel file for your convenience. 

 

2 Open a Terminal from the menu or with Ctrl+Alt+T, and navigate to the directory where you 

saved the txt file from step 1 (e.g. Desktop), copy this txt file to iproute2/NetEm with the 

following command: 
 

cp filename.txt /home/PC_NAME/iproute2/NetEm 

 

3 Compile the distribution table. This would require converting from .txt to a .dist file. For this, 

you firstly need to navigate to the NetEm folder with the command similar to this: 

 
cd iproute2/NetEm/ 

 

4 Now once in NetEm folder, make use of the ./maketable utility to create a distribution table 

from the text file: 
 

./maketable filename.txt > distribution-name.dist 

 

5 Copy the distribution file to the tc folder: 

cp distribution-name.dist /usr/lib/tc 

6 Get the stats of your data (the txt file) for obtaining your mean and standard deviation. 

./stats filename.txt 

Save these stats somewhere since you will need them later own. This step was not necessary for 

the setup in this research as the mean and standard deviation had already been calculated. 
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7 The delays are now ready to be activated from the distribution table. Go to the tc folder: 

cd /usr/lib/tc  

8 Add the delays from the newly created distribution table: 

 
sudo tc qdisc add dev eth0 root NetEm delay 8ms 0.8ms distribution 

distribution-name  

 

Where 8ms is the mean and 0.8ms is the standard deviation of number of delay. 

 

9 To clear the delay replace the keyword add with del: 

sudo tc qdisc del dev eth0 root NetEm delay 8ms 0.8ms distribution 

Distribution-name 

Section 5.12 on page 97 includes experimental work based on custom-delay-distribution tables. 

4.12 NetEmBox-1 as a Proxy Server 

Having conducted the QoE study on local network traffic, the research was advanced to study the 

network traffic originating from the Internet, such as YouTube or Skype traffic. It is worth outlining that 

the connection to the Internet had specifically been chosen to be a wired connection. This is because a 

wireless connection (due to common wireless connection limitations) would lead to introducing 

additional uncontrollable transmission delays. On the other hand, a wired Internet connection would 

give much faster connection. Additionally, the connection between the Internet and NetEmBox-1 was 

not just a standard wired connection, but rather a fast Ethernet link with 1GB/s transmission rate. 

Figure 4.11 illustrates this experimental setup, referred to as proxy server setup. 

 

 

Figure 4.11: Proxy server arrangement for experimenting with Internet traffic 

To be able to study the Internet traffic, the testbed needed hardware advancement. Hence, proceeding 

with testbed design improvement, a second Network Adapter was installed on NetEmBox-1. This would 

allow the testbed to be connected to the Internet for experimenting on the network traffic from across 

the Internet, e.g. YouTube traffic. 
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Figure 4.13 depicts the upgraded hardware capabilities of NetEmBox-1 to be able to work as a proxy 

server. An additional Local Area Network (LAN) port allowed a wired connection to the Internet via a 

fast link Ethernet port. The second Ethernet port would serve the purpose of facilitating the local 

streaming, which was the primary function of the previous versions of this testbed.  

 

 

Figure 4.13: NetEmBox-1 upgrade – separate LAN ports for a wired Internet connection and local streaming 

Configuring two LAN ports was somewhat challenging as the computer would get confused as to which 

Ethernet was being used for what purpose. This was not straightforward as the IP addresses were of 

different nature for both configurations. Various ways were trialled for accomplishing the task and 

Figure 4.12: The network configuration of NetEmBox with one Network Interface Card (NIC) left, and network configuration 
with two NICs after the upgrade, right. 
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eventually both LAN ports were successfully assigned the desired functionality. This involved configuring 

network parameters on both the server computer and the laptop. 

This upgraded design then allowed experimentation on the traffic coming from the Internet, which was 

in addition to analysing the traffic locally. This way, the study could be conducted on the QoE of real life 

applications whilst artificially modifying the network metrics such as delay, jitter and packet loss. 

4.13 NetEmBox-2: The Extended Testbed Facilities 

Netebox-1 was desired to always be in working condition for demonstrating research work to other 

researchers and to collect the MOS. Therefore, any newly desired functions that was to be included in 

the testbed, was intentionally not tested on NetEmBox-1. This was because a newly added function 

might have not worked as expected in the first instance, which could leave some of the existing features 

of the testbed to malfunction too. 

Hence, to explore new possibilities, an additional testbed was prepared and was called NetEmBox-2. 

Whenever a new feature was required in the main testbed that was firstly tested on NetEmBox-2. So, in 

the design phase, the strategy was to design a feature, test it to verify the expected outcome, then 

optimise the design by addressing any issues outlined by the testing. This way, even if one particular 

new feature in question did not work as expected on NetEmBox-2 leaving it temporarily unusable, it 

would not introduce any setbacks as NetEmBox-1 would still be operational with the most recent stable 

version of the testbed design. 

 

Figure 4.14: NetEmBox-2 

For example, the implementation of the Wi-Fi hotspot feature was firstly implemented and tested on 

NetEmBox-2. Various packages were to be installed (then some removed) and various ways were tested 

to achieve the best working solution. This occasionally caused local wired streaming to become affected 

and not work. Therefore, working on this desired Wi-Fi hotspot feature on NetEmBox-2 was very 

convenient as the NetEmBox-1 was still in a stable working state. Once the desired wireless hotspot 
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functionality was achieved after attempting various approaches, the very last approach that finally 

worked was accepted and implemented on the main testbed, NetEmBox-1. 

4.14 Testbed Wireless Streaming Functionality for Mobile Phones 

The most recent functionality that was added to the testbed was the ability to carry out MOS evaluation 

on mobile phones. This allowed volunteers to watch the video streaming on their phones and tablets, 

and record their MOS responses. 

 

Figure 4.15: Wi-Fi hotspot for streaming to mobile phones 

Adding the Wi-Fi interfacing was quite challenging as the Linux kernel, Ubuntu, in particular does not 

support plug-and-play hotspot functionality. As a result, various packages were installed in the test stage 

to determine the most suitable settings to achieve the desired functionality before a working solution 

was reached. 

Figure 4.15 shows this state-of-the-art testbed offering all types of streaming options: Internet traffic 

streaming, local wired streaming, and the streaming of Internet and local-network videos wirelessly to 

hand-held devices such as mobile phones and tablets.  
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Figure 4.16: Wireless connectivity with NetEmBox-1 

The screenshots above show the successful connection of a mobile phone with the NetEmBox-1 

hotspot. 

4.15 The Final Upgrade: A More Robust Hotspot Design 

Although the NetEmBox-1 hotspot design that utilised a USB wireless modem served the purpose of 

basic mobile connectivity, it did not offer high throughput. Additionally, it was discovered that iOS 

devices such as iPhones and iPads were not able to connect to this hotspot. It was also observed that 

when more than one device was connected with this hotspot, some devices would experience 

intermittent Wi-Fi connectivity. 

This required an improved, more versatile design of the hotspot Wi-Fi infrastructure for evaluating MOS. 

To meet this design objective, further research was conducted in which it was found that using a 

network router instead of a USB wireless modem would give much higher throughput and signal 

strength. This is because a robust network router is a dedicated network device that has been designed 

with performance in mind. A higher specification hardware present in a network router would also allow 

multiple connections simultaneously without compromising on signal strength or quality.  

Therefore, the hardware design was revised and a Cisco router was incorporated in the testbed. This 

advanced hotspot facility is illustrated in Figure 4.17. 
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Figure 4.17: The designed testbed with a more robust Wi-Fi connectivity feature 

With this upgraded wireless infrastructure of the testbed, any device (regardless of whether its 

operation required a 2.4GHz or 5GHz channel) can be connected with the NetEmBox-1 hotspot. This full-

bodied Wi-Fi infrastructure does not compromise on signal quality and throughput regardless of the 

number of devices connected to the hotspot simultaneously. 

4.16 Results Collected from NetEm-based Testbed are Realistic 

Simulators use mathematical models as input and, based on a chosen experimental scenario, give a set 

of numbers as the output which are then interpreted to draw conclusions that relate these results to 

real world traffic. With the modifications made to NetEm on the designed testbed, however, a real video 

source as the traffic generation was used, so it is naturally realistic and closer to reality when compared 

to mathematical models in simulators and emulators. It was not the traffic generation that NetEm 

modified, but the model of packet queueing and therefore packet delay and jitter. The configured loss, 

jitter and delay that were implemented are based on the model given in [79], for details refer to 

Appendix G on page 209. 

4.17 Chapter Summary 

This chapter gave an insight into the experimental methodology used in this research. Various stages of 

testbed development have been described with a gradual improvement in the experimental lab used in 

this research. The testbed designed in this research has been discussed in depth. The underlying Linux-

based network emulator, NetEm, has been discussed and the reason for choosing NetEm over other 

network emulators and simulators has been explained. Many of the well-known flaws of default NetEm 

configurations have been discussed. Then, these NetEm limitations were addressed and resolved. 
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Having laid out all design stages of the designed testbed, it is seen why this hybrid testbed is a state-of-

the-art testbed for network experimentation. 
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 Experimentation with Artificially 
Added Loss and Jitter, and Bespoke 
Delay Distributions 

5.1 Chapter Introduction 

This chapter lays out the experimental work conducted on the NetEm testbed. The experimentation in 

this chapter has been divided in three parts. In the first section, experiments were done to verify the 

interfacing between all components of the testbed and it was investigated whether activating more than 

one network parameter, i.e. packet loss and delay/jitter, would affect the performance of the testbed, 

potentially leading to inaccurate experimental results. NetEm artificially added packet loss on to a video 

stream which was then implemented and studied. 

Then in the second set of the experiments, experimentation was done to study the Normal and Pareto 

distributions in NetEm. The default NetEm procedure of adding jitter does not implement realistic 

patterns of jitter (refer to Section 4.4 on page 49 for details). NetEm facilitates the implementation of 

delay distributions: Normal and Pareto, which enables NetEm to output delay patterns better than 

merely inputting a standalone end-to-end delay value. This was explored further in the second part of 

this chapter. 

In the third part of the experimentation in this chapter, QoE was evaluated by streaming VOD over both 

UDP and TCP protocols with artificially added loss and jitter. Firstly, a QoE evaluation was performed by 

experimenting individually with jitter and packet loss. Then both of these network metrics: jitter and 

packet loss were combined, and experimentation with self-made delay distribution tables was used to 

evaluate the QoE of the video. Using self-made delay distributions represent delay jitter in a far better 

manner than just adding/subtracting ‘t’, a fixed interval to/from the packet arrival time. In the 
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subsequent sections the experimentation results are given. The experimental setup was the same as the 

one given in Figure 4.11 on page 61. 

5.2 Preliminary Experiments 

Firstly, to verify the successful interfacing between the server and the client, ping probing was 

conducted – the client sending ping packets out to the server. A response from the server confirmed 

that the connection between the client and the server was successfully established. 

 
 

Figure 5.1: Preliminary experiments 

Then, packet loss was set from within NetEm and the ping probing was carried out again to verify that 

NetEm was working and some packets were being dropped as expected. 

5.3 Packet Delay Independent of Packet Loss 

The hypothesis: packet delay in a controlled packet network does not affect packet loss in that network, 

was studied and verified with the results that were achieved through experimentation. This part of 

experimentation was divided in the following stages: 

1. Required number of pings were collected in each case; 

2. Histograms from collected packet statistics were drawn; 

3. The histograms were changed into the PMF;  

4. All the points from the stem graph of PMF were added, they were expected to give a sum of 1 if 

the results were accurate from the PMF; 

5. The ping values were analysed to verify the added packet loss in each case. 

The sketches of PMF obtained in step 3 above showed convergence to a Gaussian. Here a delay plot was 

expected where all given values would condense very close to each other giving a bell shape 

corresponding to the central limit theorem. In the middle of this shape on the x-axis, the mean delay 

value was expected to be around a millisecond or half a millisecond due to the particular processing 
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power of the processor driving the Linux computer used. This seen delay would be a very low and 

introduced by machine processing and due to hardware limitations. 

The main objective of this experiment was that, although a packet loss at various levels was introduced, 

the delay would be approximately the same for all levels of the added packet loss. This would then 

verify that the packet loss does not affect the packet delay in a controlled packet network environment, 

which conforms to expected NetEm operation. 

To proceed with this experiment, ping probing was carried out and ping packets were sent from the 

server to the client across the network. To visualise the data conveniently, a target of 10 lost packets in 

each run of the experiment was set for individual packet loss scenarios. As a range of packet loss values 

was covered in his set of experiments, with a higher applied packet loss, a smaller number of packets 

would be required to meet the target of 10 lost packets and vice versa. 

In the first experimental run, 10,000 data packets were transmitted. As the aim was to lose 10 packets 

out of these 10000 transmitted packets, the packet loss was set to be: 

 
𝑝𝑙𝑝 =

10

10000
=

1

1000
 (5.1) 

 = 0.001 𝑜𝑟 0.001𝑥100 = 0.1%  

According to Equation (5.1), in every 1000 transmitted packets one packet is likely to be lost. For 

calculating the packet delay, the RTT was to be extracted from the ping probing output statistics. RTT is 

the time taken for a ping packet to go out of the egress port of the server out in the network and to the 

ingress port of the client computer, and then come back to the sever. Figure 5.2 shows the RTT values 

that were extracted from the statistics of the first run of the experiment with 0.1% PLP. 

 

 

Figure 5.2: PLP 0.1% - the RTT values extracted from the first run of the experiment 

These RTT values were then imported into Matlab and a histogram was drawn to visualise the data 

pattern. To achieve a histogram of the packet delay values, a MatLab program was created. Refer to 

Appendix F on page 207 to view the code for this program. With this designed program, the histogram 

that was obtained of the RTT data is shown in Figure 5.3. 
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Figure 5.3: Histogram of RTT values extracted from 10,000 transmitted packets. 

This histogram showed that most of the packets delayed had the RTT value between 0.5 and 0.7 

millisecond. The minimum and maximum delay values in the histogram have also labelled.  

The above histogram was then converted into PMF for a meaningful visualisation of the collected data, 

refer to Appendix F on page 207 to see the Matlab program that was developed to achieve this. 

The PMF plot was plotted in stem since this would clearly show the data points, making it easy to 

analyse the data behaviour. Again, the minimum and maximum data points in the PMF were labelled on 

the plot. 
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Figure 5.4: PLP = 0.1%, the PMF plot of packet delays 

For verification, the 10 data points in the PMF were taken and their sum was computed. It was expected 

that if the sum totals to a 1 then it would prove to be a realistic PMF of the data being analysed. 

 

Figure 5.5: The PMF variable created in Matlab 

In a similar way, the delay was studied for the rest of the loss scenarios under discussion, 1%, 5%, and 

10%. The PMF plots for these have been shown in Figure 5.6 to Figure 5.8. 
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Figure 5.6: PLP = 1%, the PMF plot of packet delays 

 

 

Figure 5.7: PLP = 5%, the PMF plot of packet delays 
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Figure 5.8: PLP = 10%, the PMF plot of packet delays 

The PMF graphs shown in Figure 5.6 to Figure 5.8 for all five PLP values depict that although the 

minimum and maximum delay values (highlighted in cyan and blue in the graphs) were different in each 

case, the peak of the PMF graph was always seen between 0.6ms and 0.7ms.  

This proved that in a controlled NetEm environment, the packet loss does not affect the packet delay. In 

this part of experimentation having witnessed that the delay for any loss values is almost the same, it 

was concluded that such packet loss is independent of packet delay, which verifies the expected NetEm 

behaviour. 

5.4 Traffic Analysis with Added Packet Loss 

Proceeding further with the experimentation, packet loss in network traffic was studied. This packet loss 

was added from NetEm and covered a range of values: 0.01%, 0.1%, 1%, 5%, and 10%. 

The reason for choosing the above packet losses specifically for experimenting with VOD was the fact 

that going any lower than 0.01% packet loss is not detected by many simulators/emulators. Whereas, 

having too high packet loss would result in the video being not viewable. Consequently, many 

researchers, including [120] [121] and [122] have used packet losses in a similar range for their 

experimentation. 

 Case 1: 0.01% Packet Loss 

Ping probing allows network researchers to determine packet loss as well as packet delay. The packet 

loss can be calculated simply by looking at the statistics and subtracting the received packets out of the 

total transmitted packets.  

One can determine the expected packet loss, i.e. the number of packets that would drop in a particular 

scenario, with the help of the following formula: 
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 𝑝𝑙𝑝

100
×  𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 (5.2) 

For example, if the packet loss of 0.01% is activated, and the total number of packets to be transmitted 

are set to be 100,000, the predicted packet loss using equation (5.2) would be: 

0.01

100
×  100000 = 10 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 

In this particular case, it would be expected that 10 packets would drop in this transmission. However, 

due to randomness, it is very unlikely that running the experiment would give a loss of 10 packets 

exactly. Even if it did happen in one experiment, running the experiment more than once would show a 

significant variation. Because of this variation, the packet loss will be less than or greater than 10 in 

every run of the experiment. This statistical randomness was investigated by analysing the experimental 

results.  

A packet loss of 0.01% was added from NetEm and 100,000 packets were transmitted to the client 

across the network. This experiment was repeated 10 times and all of these runs did not give a packet 

loss of exactly 10 packets. Instead, the packet loss varied and wobbled around 10, which can be seen in 

the results in Figure 5.9 through to Figure 5.13. From these figures it can be noted that for a low packet 

loss, e.g. 10 packets, the packet loss description in the ping summary may have worded it as “0% packet 

loss”, however, packet statistics for “received” field did show around 10 packets being lost in each run. 

 

 

Figure 5.9: Experimental run 1 - traffic statistics with 0.01% packet loss 

 

 

Figure 5.10: Experimental run 2 - traffic statistics with 0.01% packet loss 

 

 

Figure 5.11: Experimental run 3 - traffic statistics with 0.01% packet loss 
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Figure 5.12: Experimental run 4 - traffic statistics with 0.01% packet loss 

 

 

Figure 5.13: Experimental run 5 - traffic statistics with 0.01% packet loss 

The above experimental output screenshots shown in Figure 5.9 to Figure 5.13 are only for 5 runs, 

however, the packet loss values from all 10 experimental runs have been included in Table 5.1. It can be 

witnessed that the packet loss was not exactly 10 packets for any experimental run out of these 10 runs. 

But, it was varying above and below 10 packets in every run. This proved that the expected randomness 

does exist in the NetEm results. 

However, following this statistical randomness in results, if one needs to agree to a particular value for a 

network metric of interest (e.g. the packet loss in this case) for using it in further calculations, such a 

value would be achieved by taking the Confidence Interval (CI) of the values collected over a range of 

experiments. This gives an average packet loss, which can be referred to as a realistic packet loss value. 

This leads to calculating the CI for this experimental scenario. The packet loss from all 10 runs is utilised 

for the calculation of the CI. As 0.01% was a very low packet loss, to target 10 packets drop, the number 

of packets to be transmitted was set to 100,000. 

The overall mean PLP was then calculated along with standard deviation and the CI’s. 

Table 5.1: Experimental packet loss from 10 runs with 0.01% packet loss 

Experimental Run(s) Packet Loss = Packets Transmitted – Packets Received 

1 100000 – 99989 = 11 

2 100000 – 99993 = 7 

3 100000 – 99990 = 10 

 

 

4 100000 – 99990 = 10 

5 100000 – 99990 = 10 

6 100000 – 99989 = 11 

7 100000 – 99991 = 9 

8 100000 – 99992 = 8 

9 100000 – 99990 = 10 

10 100000 – 99992 = 8 
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The average packet loss 𝑥̅, was estimated with the help of equation (5.3).  

 
𝑥̅ =

∑ 𝑝𝑎𝑐𝑘𝑒𝑡 𝑙𝑜𝑠𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑟𝑢𝑛𝑠
 (5.3) 

𝑥̅ =
94

10
= 9.4 

The absolute error in the number of packets lost was: 

 
 𝛿 =  

𝑡
𝑁−1,1−

∝

2
 
 × 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝜎)

√𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑟𝑢𝑛𝑠 (𝑁)
 (5.4) 

 

Where t is determined from a Table-T, and is 2.576 which was determined by 99% confidence interval. 

Note that t was used, not z, because the standard deviation of the distribution was unknown. 

 𝜎𝑃𝐿𝑃 = √𝑝𝑞 (5.5) 

where: 

 𝑝 = 𝑝𝑙𝑝 (5.6) 

And 

 𝑞 = 1 − 𝑝𝑙𝑝 (5.7) 

For the PLP: 

 
𝑝𝑙𝑝 =  

𝑙𝑜𝑠𝑡 𝑝𝑎𝑐𝑘𝑒𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑝𝑎𝑐𝑘𝑒𝑡
 (5.8) 

=
9.4

100000
= 9.4 × 10−5 

The q using equation (5.7) was then: 

𝑞 = 9.4 × 10−5 = 0.9999 

The standard deviation of the PLP then, from equation (5.5) was: 

𝜎𝑃𝐿𝑃 = √9.4 × 10−5 × 0.9999 = 0.00999 = 9.69 × 10−3 

In addition, the standard deviation of number of packets lost7 was: 

 

𝜎𝑁𝑃𝐿 = √
∑ (𝑥𝑖 − 𝑥̅)2𝑁

𝑖=1

𝑁 − 1
 

(5.9) 

Where: 

𝑥𝑖 = 𝑒𝑎𝑐ℎ 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑑𝑎𝑡𝑎 

                                                           
7 There are two types of standard deviations (σ): one for the PLP, and the second one for the number of packets 
lost (NPL). 
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𝑥̅ = 𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑥𝑖 

𝑁 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠. 

Now substituting the values in equation (5.9):  

𝜎𝑁𝑃𝐿 = √
(11 − 9.4)2 + (7 − 9.4)2 + (10 − 9.4)2 + (10 − 9.4)2 …

10 − 1
 

The above calculation was carried out in MatLab, the program that was developed for this calculation is 

given in Appendix F on page 208. 

𝜎𝑁𝑃𝐿 =  1.3499 ≅ 1.35 

Using equation (5.4), the absolute error in the number of packets lost for the 10 runs of the experiment 

was: 

𝛿 =
2.576 ×  1.35

√10
= 1.0997 ≅ 1.10 

To calculate the lower and upper confidence intervals: 

 𝑈𝐶𝐼 = 𝑥̅ + 𝛿 (5.10) 

 𝐿𝐶𝐼 =  𝑥̅ − 𝛿 (5.11) 

Where: 

UCI =  Upper Confidence Interval 

LCI =  Lower Confidence Interval 

𝑥̅ =  average packet loss 

𝛿 = abolute error in the number of packets lost.  

So, from equations (5.10) and (5.11), the CI’s with (99% confidence and) packet loss of 0.01%: 

𝑈𝐶𝐼 = 9.4 + 1.1 = 10.5 

𝐿𝐶𝐼 = 9.4 − 1.1 = 8.3 

 Case 2: 0.1% Packet Loss 

In this experiment, the packet loss was changed to 0.1% and data from 10 runs was collected. The 

packet loss from each run has been provided in the Table 5.2. For an easy to follow analysis, it was 

decided that a scenario with the same target packet loss of 10 dropped packets would focused on. 

However, as the PLP was now higher than before, to target a packet loss of 10 packets the total number 

of transmitted packets had to be reduced from 100,000 to 10,000. The overall mean PLP was then 

calculated the same way. 

 



Chapter 5 Experimentation with Artificially Added Loss and Jitter, and Bespoke Delay Distributions 

  Page 79 of 212

  

Table 5.2: Experimental packet loss from 10 runs with 0.1% packet loss 

Experimental Run(s) Packet Loss = Packets Transmitted – Packets Received 

1 10000 – 9989 = 11 

2 10000 – 9989 = 11 

3 10000 – 9989 = 11 

 

 

4 10000 – 9988 = 12 

5 10000 – 9990 = 10 

6 10000 – 9986 = 14 

7 10000 – 9989 = 11 

8 10000 – 9991 = 9 

9 10000 – 9990 = 10 

10 10000 – 9990 = 10 

 

The average packet loss 𝑥̅, was calculated as follows using equation (5.3): 

𝑥̅ =
109

10
= 10.9 

The PLP, using equation (5.8), was: 

𝑝𝑙𝑝 =
10.9

10000
= 1.09 × 10−3 

The values for p and q using equations (5.6) and (5.7) respectively were: 

𝑝 = 1.09 × 10−3 

𝑞 = 1 − 1.09 × 10−3 = 0.99891 ≅ 0.999 

The standard deviation of the PLP then, from equation (5.5) was: 

𝜎𝑃𝐿𝑃 = √(1.09 × 10−3) × 0.999 ≅ 0.03 

In addition, the standard deviation of number of packets lost, using equation (5.9): 

𝜎𝑁𝑃𝐿 = 2.0923 ≅ 2.09  

Using equation (5.4), the absolute error in the number of packets lost for the 10 runs of the experiment 

was: 

𝛿 =
2.576 ×  2.09

√10
= 1.70 

Therefore, from equations (5.10) and (5.11) the CI’s with a packet loss of 0.1% were: 

𝑈𝐶𝐼 = 10.9 + 1.7 = 12.6 

𝐿𝐶𝐼 = 10.9 − 1.7 = 9.2 
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The upper confidence interval is larger because the experiment was run only 10 times. If packet loss 

statistics were collected from a large range of experiments, then the confidence intervals would be 

closer to the mean packet loss. 

 Case 3: 1% Packet Loss 

Due to a rise in the PLP in part of the experiment, i.e. 1%, number of transmitted packets were reduced 

to 1000 to stay consistent with the target packet loss of 10 packets. The mean PLP was then calculated 

for this scenario. 

Table 5.3: Experimental packet loss from 10 runs with 1% packet loss 

Experimental Run(s) Packet Loss = Packets Transmitted – Packets Received 

1 1000 – 991 = 9 

2 1000 – 992 = 9 

8 
3 1000 – 990 = 10 

 

 

4 1000 – 993 = 7 

 
5 1000 – 989 = 11 

6 1000 – 990 = 10 

7 1000 – 987 = 13 

8 1000 – 988 = 12 

9 1000 – 992 = 8 

10 1000 – 991 = 9 

 

The average packet loss 𝑥̅, was calculated with equation (5.3): 

𝑥̅ =
98

10
= 9.8 

The PLP then, using equation (5.8), was: 

𝑝𝑙𝑝 =
9.8

1000
= 9.8 × 10−3 

The values for p and q using equations (5.6) and (5.7) respectively were: 

𝑝 = 9.8 × 10−3 

𝑞 = 1 − 9.8 × 10−3 = 0.99 

The standard deviation of the PLP then, from equation (5.5) was: 

𝜎𝑃𝐿𝑃 = √(9.8 × 10−3) × 0.99 = 0.098 

In addition, the standard deviation of number of packets lost, using equation (5.9): 

𝜎𝑁𝑃𝐿 = 1.8619 ≅ 1.86   
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Using equation (5.4), the absolute error in the number of packets lost for the 10 runs of the experiment 

was: 

𝛿 =
2.576 ×  1.86

√10
= 1.50 

Therefore, from equations (5.10) and (5.11) the CI’s with a packet loss of 1% were: 

𝑈𝐶𝐼 = 9.8 + 1.5 = 11.3 

𝐿𝐶𝐼 = 9.8 − 1.5 = 8.3 

 Case 4: 5% Packet Loss 

For the PLP being 5%, the required number of packets to be transmitted was 200 in this case for 

meeting the packet loss target of 10 packets Packet loss statistics have been given in the Table 5.4. 

Table 5.4: Experimental packet loss from 10 runs with 5% packet loss 

Experimental Run(s) Packet Loss = Packets Transmitted – Packets Received 

1 200 – 187 = 13 

2 200 – 190 = 10 

3 200 – 183 = 17 

 

 

4 200 – 190 = 10 

 
5 200 – 187 = 13 

6 200 – 188 = 12 

7 200 – 188 = 12 

8 200 – 191 = 9 

9 200 – 195 = 5 

10 200 – 186 = 14 

 

The average packet loss 𝑥̅ was calculated with equation (5.3): 

𝑥̅ =
115

10
= 11.5 

The PLP then, using equation (5.8), was: 

𝑝𝑙𝑝 =
11.5

200
= 0.0575 ≅ 0.06 

The values for p and q using equations (5.6) and (5.7) respectively were: 

𝑝 = 0.06 

𝑞 = 1 − 0.06 = 0.94 

The standard deviation of the PLP then, from equation (5.5) was: 
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𝜎𝑃𝐿𝑃 = √0.06 × 0.94 = 0.24 

In addition, the standard deviation of number of packets lost, using equation (5.9): 

𝜎𝑁𝑃𝐿 = 3.9243 ≅ 3.92  

Using equation (5.4), the absolute error in the number of packets lost for the 10 runs of the experiment 

was: 

𝛿 =
2.576 ×  3.92

√10
= 3.19 

Therefore, from equations (5.10) and (5.11) the CI’s with a packet loss of 5% were: 

𝑈𝐶𝐼 = 11.5 + 3.19 = 14.69 

𝐿𝐶𝐼 = 11.5 − 3.19 = 8.31 

 Case 5: 10% Packet Loss 

To achieve a loss of 10 packets under a 10% PLP, 100 packets were to be transmitted. The packet loss 

from the 10 runs is given in Table 5.5. 

Table 5.5: Experimental packet loss from 10 runs with 10% packet loss 

Experimental Run(s) Packet Loss = Packets Transmitted – Packets Received 

1 100 – 91 = 9 

2 100 – 90 = 10 

3 100 – 90 = 10 

 
4 100 – 93 = 7 

5 100 – 90 = 10 

6 100 – 90 = 10 

7 100 – 85 = 15 

8 100 – 88 = 12 

9 100 – 95 = 5 

10 100 – 92 = 8 

 

The average packet loss 𝑥̅ was calculated with equation (5.3): 

𝑥̅ =
96

10
= 9.6 

The PLP then, using equation (5.8), was 

𝑝𝑙𝑝 =
9.6

100
= 0.096 ≅ 0.1 

The values for p and q using equations (5.6) and (5.7) respectively were: 
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𝑝 = 0.1 

𝑞 = 1 − 0.1 = 0.9 

The standard deviation of the PLP then, from equation (5.5) was: 

𝜎𝑃𝐿𝑃 = √0.1 × 0.9 = 0.3 

In addition, the standard deviation of number of packets lost, using equation (5.9): 

𝜎𝑁𝑃𝐿 = 2.7244 ≅ 2.72  

Using equation (5.4), the absolute error in the number of packets lost for the 10 runs of the experiment 

was: 

𝛿 =
2.576 ×  2.72

√10
= 2.2157 ≅ 2.22 

Therefore, from equations (5.10) and (5.11) the CI’s with a packet loss of 10% were: 

𝑈𝐶𝐼 = 9.6 + 2.22 = 11.82 

𝐿𝐶𝐼 = 9.6 − 2.22 = 7.38 

 Error Bar Plot for Given Packet Loss Cases 

Having calculated the mean packet loss, standard deviation, and confidence intervals for all five cases of 

PLP, the absolute error, 𝛿 was plotted having the packet loss values on x-axis and the corresponding 

mean PLP values on the y-axis. 

Table 5.6: Packet loss statistics along with Confidence Intervals (99% confidence). 

Applied PLP 

(%) 

Mean PLP 

(𝒙̅) 

Standard 

Deviation (𝜹) 

Lower Confidence 

Interval (LCI) 

Upper Confidence 

Interval (UCI) 

0.01 9.4 1.10 8.3 10.5 

0.1 10.9 1.70 9.2 12.6 

1 9.8 1.50 8.3 11.3 

5 11.5 3.19 8.31 14.69 

10 9.6 2.22 7.38 11.82 

 

A Matlab program was created to plot error bars, this program is given in Appendix F on page 207. The 

following error bar graph was obtained. 
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Figure 5.14: Error bar plot for the PLP values of 0.01%, 0.1%, 1%, 5%, and 10% 

As the collected data was from 5 experiments only, i.e. 5 cases of the PLP, the error bars shown in the 

graph are widely spaced. More samples of data would bring the error bars very closed to each other 

giving a well-defined pattern on the graph. 

5.5 PLP Testing in Combination with MOS 

When MOS was evaluated, only for VOD traffic was transmitted across the network. This was done as a 

precaution assuming more than one type of traffic transmitting across the network at the same time 

may lead to packet collisions, which could result in packet loss that was not planned from within NetEm. 

Consequently, the resulting packet loss could become higher than anticipated. Or, in the case of packet 

delays, it was suspected that a major discrepancy might be seen between the artificially added delay 

and the actual delay seen in the transmission. The experimental setup that was used for MOS evaluation 

is shown in Figure 5.15. 

 

Figure 5.15: Case 1 - only VOD streaming on the link 

Later on, it was decided that it would beneficial to know if some other type of traffic on the same 

interface would further degrade the QoE. To explore this, packet probing was conducted at the same 
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time as the VOD streaming. The ping duration was kept the same as the duration of the video in the 

streaming. This experimental scenario has been illustrated in Figure 5.16. 

 

Figure 5.16: Case 2 - VOD streaming and ping probing simultaneously on the same link 

It was noted that having two types of traffic on the same network travelling through the same interface 

on server and client did not affect the QoE. For verification, the ping statistics collected through the ping 

probing in this experiment were analysed. From NetEm, a packet loss of 10% was implemented on the 

link used for this experiment. Figure 5.17 and Figure 5.18 show the ping statistics in both cases. 

 

Figure 5.17: 11% packet loss with only ping traffic on the link 
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Figure 5.18: 9% packet loss with data traffic from both, ping probing and VOD streaming, on the same link 

The packet loss in each run was expected to be random around the actual activated packet loss of 10% 

from NetEm (as previously seen). However, if the packet loss had been affected with both types of 

traffic flowing simultaneously on the same link, it would show a significant increase in the packet loss in 

the latter case. But as seen in Figure 5.17 and Figure 5.18, the fact that the packet loss is lower in the 

case of data traffic from both applications on the same link shows that QoE was not affected when data 

packets from another application were travelling on the same link. This would be true for even higher 

number of applications transmitting data at the same time on the same network link as long as sufficient 

bandwidth is available on that link. 

Likewise, having monitored the received VOD steaming across the network, it was noted that in both 

cases, there was not a significant change in packet delay values either, which if existed, could have 

potentially been because of possible congestion in the network buffer8 when two types of data traffic 

were present on the same link. 

5.6 Investigating NetEm Jitter/Delay 

In NetEm, delay can be added on an interface simply by specifying a value under the delay parameter as 

shown below: 

# tc qdisc add dev eth0 root netem delay 100ms 

This method of activating NetEm delay is the simplest and adds a fixed delay of 100ms on the specified 

interface. However, it adds a fixed delay on the interface NetEm is running on. This could be acceptable 

for basic network testing but certainly is not adequate for analysing network traffic against conventional 

network behaviours.  

NetEm also facilitates the option to add a variation to a specified delay. As real-world networks show 

delay with variability, hence taking this approach to model a network delay could give a better view of 

                                                           
8 Congestion in the network buffer causes delay and differential delay leads to jitter. 
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real networks. This functionality can be achieved by adding delay and jitter with either of the two NetEm 

built-in delay distributions: Normal (Gaussian) or Pareto. 

As this research involved a detailed study of QoE involving MOS evaluation, simply adding a fixed delay 

to the video stream would not reflect realistic network behaviours. More flexibility and control over the 

jitter and delay implementation was required to be able to mimic realistic modern networks. Modelling 

delay a through a delay distribution gives a more precise control on the delay pattern. With that 

objective, it was decided to explore the use of Normal and Pareto distributions for modelling delay jitter 

as seen in real world network traffic patterns. To study the behaviour of these delay distributions, and 

to verify whether NetEm outputs the results for each of these as expected, ping probing was conducted 

for each of these distributions and results were put through some validations to verify their accuracy. 

5.7 Theoretical Validation of Normal and Pareto Distributions in NetEm 

When activating delay and jitter from NetEm with Normal and Pareto distributions separately, it was 

expected that on the achieved plots for each of these distribution: 

• Having x-axis and y-axis both in log scale, if the plotted graph shows a straight line that indicates 

Power Law, e.g. Pareto; 

• Having y-axis in log and x-axis in a linear scale, if the plotted line is straight it indicates an 

Exponential tail. 

Graphs produced from the ping results verified this expected behaviour for both distributions Normal 

and Pareto. Figure 5.19 and Figure 5.20 show the trend of the stem graphs shaping up to a straight line 

in the case of both Normal and Pareto distributions. As the experiment was run on a lower number of 

packets in transmission, the graph trend is not a well-shaped straight line. The number of packets were 

increased, and experiments were done again. The graphs were then plotted to investigate the effect of 

probing over many transmitted packets. 

 

Figure 5.20: One-sided Normal delay distribution Figure 5.19: Pareto delay distribution 
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Figure 5.21 and Figure 5.22 show that data points denoted in the stem graph shape up to an improved 

plot which conforms to the shape of the Normal and the Pareto as outlined above in the hypothesis 

bullet points: the exponential tail has the x-axis as a linear scale and the y-axis with a log scale, and the 

Pareto has both the x-axis and the y-axis on log scales. As the delay values have been broken down into 

segments of 10ms, the graphs show discrete points instead of a continuous probability density function. 

It is also noted, in the case of the Pareto distribution for the chosen datasets plotted on the graph, the 

very last data point always shoots up along the y-axis. This is because all data points beyond this get 

added into the last value, hence a lump is seen for the last data value as in the graph in Figure 5.19. 

 

5.8 Jitter Implementation with Normal and Pareto Distributions 

Although the Normal distribution does allow a jitter implementation, it does not allow an 

implementation of delays larger than the mean delay added to four times the standard deviation. 

Figure 5.22: Normal delay distribution with higher number of 
transmitted packets, 65,000 

Figure 5.21: Pareto distribution with higher transmitted 
packets, 100,000 
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Figure 5.23: A Normal (Gaussian) distribution 

Hence delay values higher than the mean delay added with four times the standard deviation9 will be 

truncated. Therefore, the jitter model achieved with Normal distribution was not close to what would 

be expected following the delay pattern in actual Internet traffic and the literature suggested that 

Pareto distribution could give a better jitter representation for an end-to-end delay model [41] [42] [43].  

Hence, it was considered that the use of the Pareto distribution for adding jitter could potentially give a 

more appropriate jitter model since the shape parameter alpha can be used to control the shape of the 

curve targeting a specific standard deviation for a jitter delay.  

 

Figure 5.24: A Pareto distribution 

It was then decided, as agreed by the researchers in [41] [42] [43], that the use of the Pareto 

distribution could be a better choice to model real-world traffic behaviours for studying end-to-end 

delays. A further investigation was then conducted to analyse the behaviour of the Pareto distribution 

as to what factors out of delay and jitter govern the shape of the Pareto. 

                                                           
9 As the use of a range of standard deviations was required including large standard deviations and small ones. 
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5.9 Activating Normal and Pareto distributions on a NetEm Interface 

When modelling delay and jitter with the Normal (Gaussian) distribution in NetEm, the required delay 

and standard deviation/jitter can be input directly. For example, for a mean delay of 100ms and jitter10 

of 20ms, we would activate this on NetEm interface as follows: 

# tc qdisc change dev eth0 root netem delay 100ms 20ms distribution normal 

 

However, for a Pareto distribution, the mean delay must be calculated first in order to use this in the 

NetEm command. This is because unlike the Normal distribution where the µ (the mean) and σ 

(standard deviation) are separate so they can be set individually, with the Pareto distribution, the 

standard deviation and mean both depend on the shape parameter ∝. So essentially, we are setting the 

standard deviation to achieve a certain value for ∝, which implies we will then have the mean. 

In this thesis, jitter was always parametrized by using the standard deviation σ of delays. Derivation of 

the mean from the standard deviation (in the context of jitter in this thesis) for Pareto can then be 

calculated. 

 

Figure 5.25: Derivation of Mean from the standard deviation 

Setting the distribution with the shape parameter ∝. 

Assuming 𝑥𝑚𝑖𝑛 = 1𝑚𝑠 

 
𝑚𝑒𝑎𝑛 =  

∝

∝ −1
 =

1

1 −
1

∝

 (5.12) 

 𝑣𝑎𝑟 =  
∝

(∝ −1)2(∝ −2)
 (5.13) 

 

In order to get the variance, if we substitute ∝ = 2.01 in equation (5.13), the calculated variance will be 

var = 201. However if ∝ is less than 2, e.g. 1.99, the variance will come out to be ∞ (infinity) which is not 

useful, hence not acceptable.  

                                                           
10 Because standard deviation is being used as jitter throughout this thesis. 
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Now because the scenarios under focus features ∝ just a little bigger than 2. 

This can be simplified to: 

 𝑣𝑎𝑟 =  
∝

(∝ −2)
 (5.14) 

 (∝ − 2). 𝑣𝑎𝑟 =  ∝ (5.15) 

 ∝. 𝑣𝑎𝑟 − 2. 𝑣𝑎𝑟 =  ∝ (5.16) 

 −2. 𝑣𝑎𝑟 =  ∝ (1 − 𝑣𝑎𝑟) (5.17) 

 
∝  =

−2. 𝑣𝑎𝑟

(1 − 𝑣𝑎𝑟)
 (5.18) 

s = standard deviation = 𝑣𝑎𝑟2, so: 

 
∝  =

−2. 𝑠2

(1 − 𝑠2)
=  

2. 𝑠2

(𝑠2 − 1)
 (5.19) 

 
𝑚𝑒𝑎𝑛 =  

1

1 − 1/∝
 =  

1

1 − 1/
2.𝑠2

(𝑠2−1)

=  
1

1 −
(𝑠2−1)

2.𝑠2

 (5.20) 

 

It was then seen from the derived formula in equation (5.20) that for the Pareto distribution ∝ is set 

only by the mean value, while the second input value ("jitter" or "standard deviation") provides only the 

right-hand limit to the width of the distribution. For Pareto: 

 

 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑑𝑒𝑙𝑎𝑦 = 𝑚𝑒𝑎𝑛 + (4 × 𝑟𝑖𝑔ℎ𝑡_ℎ𝑎𝑛𝑑_𝑙𝑖𝑚𝑖𝑡) 

 
(5.21) 

The mean was then calculated with the help of the formula in equation (5.20) for each standard 

deviation value from the range used in previous chapters. The range of standard deviation values that 

were used in the previous experimentation are 0ms, 5ms, 10ms, 80ms, 100ms. 

The mean that was calculated from each of the above standard deviation value for inputting in NetEm is 

shown in Table 5.7. 

Table 5.7: Mean calculated for each standard deviation value 

Jitter/Standard Deviation Mean 

0 ms 0 ms 

5 ms 1.923076923 ms 

10 ms 1.98019802 ms 

80 ms 1.999687549 ms 

100 ms 1.99980002 ms 

 

Now this calculated mean for each case with a different standard deviation can be inputted into NetEm 

command like so: 
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# tc qdisc change dev <interface> root netem <mean delay> <jitter> 

distribution <dist-type> 

 

The “jitter” value for inputting in NetEm was initially chosen to be 500ms11 and it was decided that this 

could be varied if required. 

 

So, the NetEm command with the calculated mean for a given standard deviation, the standard 

deviation being 5ms (Table 5.7) in this case, along with the jitter (500ms) value became: 

 
# tc qdisc change dev eth3 root netem 1.923076923ms 500ms distribution pareto 

  

When the decimal mean value given above in NetEm command were inputted in NetEm, NetEm 

rounded it to one decimal place making it 1.9ms. That raised the concern whether this behaviour of 

NetEm would give a unique streaming output for each of the above mean values in Table 5.7. To 

investigate this further, it was analysed whether NetEm was accepting the inputted value with full 

precision and then rounding to two figures only for printing back to the terminal, or NetEm only allows 

two significant figures internally hence rounds it to two figures before even accepting it as an input.  

  

It was decided to firstly check NetEm documentation to establish if it mentioned this in any way, which 

did not provide any meaningful information. The second approach to investigate the concern was to 

draw graphs with different mean delay values and then compare those graphs to evaluate the precision. 

This way, the graphs would show if NetEm rounded the mean value before applying it to the interface, 

or rounded it to two figures after its application only for notifying the user in the terminal. 

 

To proceed with the second approach to solving the problem, two different scenarios were formed 

where the mean delay values were chosen to be different. These two mean delay values were taken for 

jitters 10ms and 100ms respectively (refer to Table 5.7). These two scenarios, based on two different 

mean delays were expected to give very different delay distributions in a transmission of a large number 

of packets, 50,000 ping packets in this case. If, however, the achieved results are not different, then the 

use of Pareto distribution would not give a full control over mimicking real-world networks, as it will 

mean that NetEm allows only two significant figures as input. To verify the expected outcome, the ping 

probing for 50,000 packets was conducted in each case. 

 

The obtained graphs from the experimentation incorporating these two scenarios are given in 

 

Figure 5.26 and Figure 5.27. 

 

                                                           
11 The jitter value of 500ms was chosen to start off because this is a mid-range value, being not too low or high.  
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Figure 5.26: Graph to analyse Pareto distribution behaviour in the presence of 10ms mean delay 

 

 

Figure 5.27: Graph to analyse Pareto distribution behaviour in the presence of a higher, 100ms mean delay 

The graphs produced from the two different scenarios did not show different patterns on the achieved 

plots. This showed that NetEm simply rounds the mean value to a two significant figures value, which in 

both cases above was 2.0ms. 

 

As the shape parameter ∝ for a Pareto distribution is very sensitive to delay, to model a jitter model 

with a desired delay requires a high precision of ∝ input. Due to this delay-dependant senstivity, a delay 

distribution with a value ∝ = 2.01 would give a different shape as compared to a delay shape when ∝ = 
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2.0001. Furthermore, 𝑃(𝑑𝑒𝑙𝑎𝑦 > 𝑇) also varies hugely for a small change in ∝. The fact that the graphs 

in  

 

Figure 5.26 and Figure 5.27 are identical verifies that NetEm does not allow an input value with a higher 

precision than 2 decimal places. Therefore, it can be concluded that the use of NetEm built-to-type 

Pareto distribution is effectively impractical for modelling network delay distributions with any decent 

degree of precision. 

 

Although it is not possible to have very precise control over the use of Pareto distribution we can still 

use the built-to-type distributions the way NetEm instructs to study networks, which has been done in 

[123] where the researcher has not specified how they activate Pareto in NetEm. They have just 

mentioned the mean to be 20ms or 10ms, so it seems they are inputting it directly in NetEm like so: 

 
# tc qdisc change dev eth0 root NetEm delay 100ms 20ms distribution pareto 

This way of inputting parameters will use NetEm's built-in Pareto distribution, which will only reflect the 

real-world network scenarios very vaguely. Also, the author of [123] does not seem to be calculating the 

mean from the formula used in this thesis. If that were the case, the delay value that they used would 

have been in decimal format. Nonetheless, the Pareto formula in (5.19) describes the Pareto parameters 

that govern the shape of the Pareto. 

5.10 Experimentation with Jitter Using TCP and UDP Protocols 

TCP, as described in Section 3.4.1 on page 44, is a connection-oriented and robust transport layer 

protocol. TCP offers a reliable delivery of byte-stream data. This reliability and robustness offered is 

determined by various mechanisms. For example, for ordering the received packets/segments and to 

detect duplicate or missing packets, a sequence number is used. Error detection is facilitated with the 

use of checksums, and timers/acknowledgements are used to adapt the transmission rate to the 

condition of the link in the presence of loss and delay. However, initiating the connection between the 

sender and receiver, and then to maintain the transmission with all aforementioned mechanisms, TCP 

can be an overkill for delay-sensitive applications. UDP, due to its simple transmission principles relying 

on best effort but without offering a guaranteed packet delivery, can be a better choice for real-time 

applications. The developers of VLC media player, used for network video streaming in this research, 

also agree with this (direct quote) [124]: 

“TCP is not appropriate for many applications as for example, real-time applications. They often don't 

need, and will suffer from TCP's reliable delivery mechanisms. In those types of applications it is often 

better to deal with some loss, errors or congestion than to try to adjust for them. Example applications 

that do not typically use TCP include multimedia streaming, real-time multiplayer games and voice over 

IP (VoIP). In many cases, the User Datagram Protocol (UDP) may be used in place of TCP when just 

application multiplexing services are required.” 

VLC media player uses TCP and UDP configurations that have been set up as part of the operating 

system installation. So, for Ubuntu 14.04, which was used in this research, the TCP version installed in 

the OS kernel is the NewReno as stated in Ubuntu manual [125]: 
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“It is an implementation of the TCP protocol defined in RFC 793, RFC 1122 and RFC 2001 with the 

NewReno and SACK extensions. It provides a reliable, stream-oriented, full-duplex connection between 

two sockets on top of IP, for both v4 and v6 versions. TCP guarantees that the data arrives in order and 

retransmits lost packets. It generates and checks a per-packet checksum to catch transmission errors. 

TCP does not preserve record boundaries.” 

Similarly, for UDP, Ubuntu manual describes as follows [126]: 

“This is an implementation of the User Datagram Protocol described n RFC768. It implements a 

connectionless, unreliable datagram packet service. Packets may be reordered or duplicated before they 

arrive…” 

Proceeding with experimentation, VOD was streamed over both transport protocols: TCP and UDP. To 

introduce imperfections on the network link, jitter, by itself, was added to the video traffic stream going 

out of the server to the client computer. Jitter is defined as the standard deviation of the delay 

distribution as outlined in [127]. Table 5.8 shows the MOS score recorded by the participants for both 

Internet protocols against the applied jitter. 

Table 5.8: Jitter only experimental results with MOS values 

Jitter (ms) MOS 

UDP TCP 

0 5 5 

5 5 5 

10 4 5 

80 2 5 

100 1 4 

 

Over a real-world network link where traffic from a range of applications is present, UDP performs 

better for video streaming applications. However, in this particular test, the network link did not have 

real world network traffic from any other application, hence the real capabilities of TCP did not get 

exploited to the full extent, i.e. TCP protocol did not have to do much which would delay packets in an 

attempt to achieve 100% packet delivery retaining packet order. If the network link under experiment 

had real multi-source traffic then, in the process of attempting the re-transmission of any lost packets, 

TCP would result in delaying video packets which would degrade the QoE. So, in a comparison, TCP 

would have got a lower MOS score and UDP would have performed better for streaming a video, as 

expected. 

In this particular test scenario, it was noted that when transporting the video traffic on UDP, the video 

quality of the streamed video degraded as the amount of added jitter went beyond 5ms. So, when 10ms 

jitter was present, the artefacts were noticed in the video and the MOS reflected that. When the added 

jitter reached 100ms, the video was unwatchable; hence the MOS dropped massively and was recorded 

to be a 1 (see Figure 5.28). 
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5.11 Experimentation with Packet Loss Using TCP and UDP Protocols 

The same video was streamed again under this new scenario where only packet loss was applied on the 

video stream for both UDP and TCP. The packet loss was added in increments starting with 0.01% and 

going up to 0.5%. Table 5.9 shows this incremental increase in packet loss along with the experimental 

results. 

Table 5.9: Experimentation with VOD using UDP and TCP protocols with loss only implementation 

PLP (%) MOS 

UDP TCP 

0 5 5 

0.01 4 5 

0.025 4 4 

0.05 3 4 

0.1 2 3 

0.25 1 2 

0.5 1 1 

Figure 5.28: QoE experimentation on UDP and TCP protocols in the 
presence of NetEm implemented Jitter 
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It was noted that in the presence 

of packet loss, video quality is 

affected regardless of which 

Internet protocol is in use 

whether UDP or TCP.  

However, UDP was affected 

earlier than TCP and the MOS 

dropped for a packet loss as low 

as 0.01%. The video became 

unwatchable when packet loss 

reached 0.25%. Conversely, with 

TCP, the MOS dropped to a 4 

when the packet loss reached 

0.025%, which is later than the 

case of UDP. With a further 

increase in the PLP, the video was 

rated to be ‘very annoying’ at 

0.5% packet loss, which is twice 

as high PLP as in the case of UDP. 

5.12 Custom Delay Distributions for Jitter and Packet Loss  

In this set of experiments, custom delay distributions were created and called from within NetEm to be 

able to produce (or at least bring close to) a delay pattern that is found in real world networks. For 

instructions on how to design such delay distribution tables and then implement the delays from within 

NetEm, refer to the Section 4.11.1.  

Having completed the experimental setup, the experimentation was started by combining the loss and 

jitter parameters and the same video was streamed again over UDP and TCP transport protocols. From 

the collected results, it was noted that, in the presence of different jitter levels in the video stream, the 

TCP MOS did not change as rapidly as it did in the case of UDP. UDP showed significant degradation in 

the MOS with an increase in jitter. It was seen that, regardless of the low level of implemented packet 

loss on the stream, for a jitter of 100ms the MOS for UDP video stream became 1 rendering the video 

unwatchable which corresponds to ‘very annoying’ part of the MOS scale (see Figure 5.33).  

For TCP, as the implemented jitter did not primarily affect the video quality of the streamed footage, the 

points where TCP MOS would catch one’s attention was the PLP range of 0.1% through 0.5% in the video 

stream. In the case of a low added jitter such as 5ms, the MOS firstly dropped from 5 to 3 at 0.1% PLP, 

then the MOS dropped to a 2 when the PLP was 0.25% (Figure 5.30). For the jitter values higher than 

5ms, the MOS dropped to a 1 when the PLP reached 0.25% (see Figure 5.31, Figure 5.32, and Figure 

5.33). 

It was noted that for a low jitter of 5ms, TCP QoE is significantly affected when the packet loss reached 

0.5% (Figure 5.30), and beyond that point, the video became unwatchable. For higher jitter values of 

Figure 5.29: QoE experimentation on UDP and TCP protocols in the presence of 
NetEm implemented loss 
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10ms, 80ms, and 100ms, even though TCP performs better than UDP to retain the QoE, it still dropped 

to a 1 MOS rating when the applied PLP reached 0.25%. At that point and beyond, the video becomes 

unwatchable (Figure 5.31, Figure 5.32, and Figure 5.33). 

Table 5.10: MOS experimentation with UDP and TCP protocols having implemented both loss and jitter simultaneously 

Jitter (ms) PLP (%) UDP MOS TCP MOS 

5 (5e-3) 0.01 5 5 

5 0.1 3 3 

5 0.25 1 2 

5 0.5 1 1 

5 1 1 1 

5 10 1 1 

10 (1e-2) 0.01 4 5 

10 0.1 2 2 

10 0.25 1 1 

10 0.5 1 1 

10 1 1 1 

10 10 1 1 

80 (8e-2) 0.01 3 5 

80 0.1 2 2 

80 0.25 1 1 

80 0.5 1 1 

80 1 1 1 

80 10 1 1 

100 (1e-1) 0.01 1 5 

100 0.1 1 2 

100 0.25 1 1 

100 0.5 1 1 

100 1 1 1 

100 10 1 1 

 

Figure 5.30 to Figure 5.33 show the graphs for a combination of jitter and PLP values for both UDP and 

TCP. 
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Figure 5.30: UDP and TCP MOS comparison graph with loss and jitter applied simultaneously, jitter = 5ms, and loss is variable 

 

 

Figure 5.31: UDP and TCP MOS comparison graph with loss and jitter applied simultaneously, jitter = 10ms, and loss is variable 
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Figure 5.32: UDP and TCP MOS comparison graph with loss and jitter applied simultaneously, jitter = 80ms, and loss is variable 

 

 

Figure 5.33: UDP and TCP MOS comparison graph with loss and jitter applied simultaneously, jitter = 100ms, and loss is variable 

Looking at the MOS trend for UDP, it was seen that in all video streams with different jitter levels, when 

the loss reached 0.25% it severely affected the QoE and the evaluated MOS was always 1 regardless of 

what amount of jitter was applied. However, with an increase in jitter level too, the MOS dropped to an 
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even lower MOS score and quicker than the previous case where a lower amount of jitter had been 

applied for the same level of PLP. This behaviour was witnessed for the jitter levels 10ms, 80ms, and 

100ms. 

 Effect of Standalone Jitter and Loss on TCP vs UDP Protocols 

From the experimentation in this Chapter, UDP was seen to be very sensitive to jitter. The key points 

that significantly affect the QoE of a UDP stream are when the jitter is 10ms and 100ms. As there was 

more than one user involved in the research, it was noted that when jitter was 10ms the recorded MOS 

was 4 on average. But looking at the MOS score from the participants on an individual basis, it was seen 

that users rated a lower individual MOS score based on the video quality that had started to degrade. 

With an increase in the implemented jitter being 100ms, the quality of the video was very poor and very 

annoying for the user. Hence at this point, all participants rated the video with a MOS score of 1 in every 

run of the experiment. 

The QoE of the UDP stream is also affected by packet loss. Looking at the graph in Figure 5.29, it is noted 

that the quality of the video started to degrade when the applied packet loss reached 0.025%, which 

was reflected in the average recorded MOS of 4 for UDP at that point in the graph. When the PLP 

reached 0.25%, the evaluated MOS levels out to a 1. The QoE against this loss benchmark is of vital 

importance, which can be seen in service level agreements of typical network metrics guaranteed to 

network customers in [4] and [128]. 

TCP on the other hand, was not as severely affected by jitter, but loss did show a direct impact on the 

QoE of the TCP video stream. The initial degradation in the QoE of video becomes apparent when the 

applied packet loss reaches 0.1%. As the implemented loss is increased and reaches 1%, TCP QoE 

worsens to an extent that the video becomes unwatchable; hence the MOS drops to a 1. 

 Effect of Combined Loss and Jitter on Network Traffic QoE 

The implementation of both loss and jitter on video traffic produces a more realistic scenario of real 

world effects on VOD. This series of experiments show that the collective effect of loss and jitter 

significantly affects the QoE of VOD. Another outcome from these experiments was that the choice of 

protocol being used whether UDP or TCP, also has an impact on the QoE. With the collected results, it 

was noted that UDP QoE was more severely affected across all the combinations of loss and jitter. The 

MOS collected with the application of TCP, however, was not as badly affected and was witnessed to be 

almost consistent for all tested combinations of loss and jitter. The MOS collected when using the UDP 

protocol showed that UDP has a lower tolerance to jitter and loss, and that having even a very low 

implemented loss such as 0.01%, the video can become unwatchable in the case of UDP. 

In the loss / jitter independent experiments MOS was captured to be 5 for TCP and 4 for UDP when the 

implemented jitter was 10ms (Table 8.1). Similarly, the MOS was 2 when the artificially added loss was 

0.25% as a standalone parameter (Table 8.2). However, when both of these values for loss and jitter are 

applied at the same time, the MOS dropped to a 1 (Table 8.3). This sudden drop in MOS upon adding 

both network phenomena in this set of experiments outlined an important discovery – jitter and loss are 

not linearly additive, knowledge of which can be significantly important to network operators. 
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5.13 Chapter Summary 

With the use of this new NetEm testbed, the research in this chapter was conducted on a range of 

network scenarios. Initially, in the first part of the experimentation described in this chapter, it was 

shown that in a controlled network environment, packet delay is independent of packet loss. In other 

words, regardless of the level of packet loss added to a network traffic stream, the delay seen across the 

network will not vary with the applied packet loss. If there is a change in the delay experienced by data 

packets across the network, it will not be due to the fact that packet loss has been implemented on the 

traffic stream, but it will be as a result of other factors such as network congestion or a bad link. Results 

showed that the delay found on the network was about the same for all levels of applied packet loss: 

0.01%, 0.1%, 1%, 5%, and 10%. Refer to Section 5.3 on page 69 for details. This knowledge is useful for 

network researchers that wish to study packet delay and packet loss in a laboratory environment. They 

can, for example, focus on studying the effect of packet loss without having to go through various 

additional tests to determine whether their work will be affected by the presence of packet delay across 

the network. In this way, time and effort can be utilised working on the main concept without having to 

be concerned about parameters that may not be of great interest directly, such as the network delays in 

a study of packet loss. 

The experimentation then examined if a NetEm-powered testbed accurately corresponds to the input 

instructions. For instance, does the amount of inputted packet loss reflect in the resulting behaviour of 

network traffic at the output. For this reason, experiments were run having different levels of packet 

loss. The traffic at the output was then analysed and compared against the analytical equivalent of a 

network with same individual levels of packet loss. Refer to Section 5.4 on page 74 for this part of 

experimentation. It was seen that there was a very close match between the analytical packet loss and 

the actual applied packet loss on NetEm.  

Next, two types of traffic were transmitted on the same network link to investigate whether this would 

result in a packet loss higher than the actual packet loss applied at the NetEm interface. Video streaming 

was used along with ping probing on the same network link and it was noted that the packet loss in this 

case was not any worse than that seen when only video streaming was on this link. Details on this can 

be seen in Section 5.5 on page 84. It was then concluded that if the network has sufficient bandwidth, a 

higher level of packet loss may not be seen only as a result of transmitting network data from more than 

just one type of application. 

This verified that the network experimentation testbed was operating as expected and ready to be used 

for advanced level network studies covering real world network scenarios. 

The aim of the work done in the second part of this chapter was to further investigate this level of a 

‘better’ approximation of delays through delay distributions. Firstly, the Normal distribution was studied 

to determine whether it gave real-world-like delay distribution. It was noted that the Normal 

distribution was not a good match to the expected output jitter patterns. This because the Normal 

distribution was unable to implement delays larger than the mean delay plus four times the standard 

deviation. This means that the tail of the distribution will be chopped off and not taken into account, 

which essentially means losing accuracy. For this reason, the Pareto was thought to be a better choice 

for modelling end-to-end delay with a ‘realistic’ view of jitter, which is also agreed upon by the 

researchers in [41] [42] [43]. The Pareto distribution was then explored. It was noted that the shape 

parameter that governs the shape of Pareto is very sensitive. As a result of this, controlling the shape to 
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model a certain level of jitter is near impossible. Experiments were then done to obtain delay 

distributions for a range of standard deviation values. However, due to the sensitivity of the Pareto 

shape parameter, the calculated mean delays for a range of standard deviations had long decimal values 

with a very small difference between them. For instance, the mean values for 80ms and 100ms standard 

deviations were 1.999687549ms and 1.99980002ms respectively. It can be seen that, in both mean 

values, counting from left to right the first few decimals are the same. Although a very small difference 

between the two, with careful consideration being able to input these mean values would output delay 

distributions based on 80ms and 100ms standard deviations which could then be used in NetEm to 

implement jitter patterns. However, it was not possible to input values with such large decimal precision 

in NetEm. This is because NetEm does not accept any input with higher than 2 significant figures. It was 

concluded that in NetEm the Pareto option was seen not to give a full control over the distribution 

shape, which would thus not accurately implement the delay patterns for a specific standard deviation 

in NetEm. 

Further experiments in the third section of this chapter were done with loss and jitter using a particular 

transport protocol: UDP or TCP. Bespoke delay distributions were used in NetEm to model jitter in 

packet networks. Firstly, experiments were done to assess the effect on QoE of using UDP versus TCP 

with applied jitter. It was noted that in this particular experimental set up, in the presence of jitter, the 

QoE of network traffic that is being transported over UDP gets affected more severely as compared to 

the use of the TCP protocol. In the next series of experiments the performance of UDP versus TCP was 

studied in the presence of network packet loss. The UDP stream showed a significantly degraded QoE 

when packets are dropped in the transmission, and upon reaching a packet loss with a PLP of 0.25% the 

participants rated the video to be of ‘bad quality’ aligning with the user perceptive behaviour of the 

video being ‘very annoying’. Service providers are aware of the impact of this level of PLP on network 

QoE, and as a consequence, typically network operators guarantee their customers a service where 

network will not go beyond such a level of PLP [4] [128]. In the case of network jitter, although TCP 

traffic was not affected as severely as UDP, in the presence of packet loss, the TCP stream is also seen to 

have a direct impact on the QoE the participants recorded. Further experiments were then conducted 

with the application of loss and jitter as a combination and with a custom delay distribution. It was 

noted that a network, with both jitter and packet loss present, results in the VOD QoE to be worsened a 

lot more quickly and more severely. TCP performs slightly better than the UDP due to its underlying 

mechanisms to combat packet loss.  

Although TCP can be a better choice over UDP in many network applications where loss and jitter are of 

focus, the implementation of TCP is not as simple as UDP and comes with many additional challenges. 

For example, its initial connection setup for synchronisation of sources for handshake-based 

transmission can introduce set up complexity. Furthermore, data transmission will not start until both 

the source and destination hosts have formally established a connection – this delay could affect the 

QoE of delay sensitive applications. Therefore, TCP is not ideal for applications such as online gaming 

and skype. UDP, as compared to TCP, is more sensitive to jitter and loss but useful for applications 

where transmission speed has a higher priority and delay or loss of a few packets is not considered a 

significant drawback.
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 Evaluating MOS for Varying PLP Over a 
Range of Different Age Groups 

6.1 Chapter Introduction 

In this chapter, QoE of VOD is studied by evaluating a MOS score from volunteers in different age groups 

who were invited to take part in the study of QoE. The videos were played and streamed across the 

network allowing the volunteers to record their MOS based on the quality of the video they 

experienced. The videos included a Jaguar car advert, The Hobbit movie trailer, and some slow-paced 

videos of animals and birds. From the survey results, it was noted that the youngest people in the 10-18 

age group are most demanding when it comes to QoE. It was seen that 10-18 years old participants, due 

to their modern usage patterns, are likely to get frustrated even when video quality is degraded slightly. 

The participants from other age groups, on average, showed a little more tolerance when assessing the 

QoE. Details of which are given in the subsequent sections. 

6.2 Mean Opinion Score (MOS) to Assess QoE for Video on Demand (VOD) 

Participants were invited to take part in this QoE study by providing their MOS over a range of QoS 

scenarios. A survey sheet was produced that was presented to the research participants. This sheet 

described what the research was and gave instructions for participants to record their MOS. To see a 

copy of the survey sheet, please refer to the Appendix H on page 212. 

The set of collected MOS given in this chapter is with UDP streaming. UDP protocol, as compared to TCP, 

loads more quickly on the recipient computer, but in return, shows the streaming output with a lower 

quality compromising QoE. When using TCP, VOD may take slightly longer to load the video in the 

beginning. However, the overall quality of the video being streamed with TCP is better for the same 

amount of artificially added jitter, delay, or loss. This is because TCP attempts to re-transmit any lost 

packets utilising its built-in mechanism. UDP protocol on the other hand, as compared to TCP, loads 
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more quickly on the recipient computer but shows the streaming output with a lower quality whilst 

compromising on QoE. This is because UDP does not keep track of any lost packets. Hence, rather than 

waiting for packet delivery acknowledgement, it continuously transmits packets which makes it quicker 

than TCP. 

MOS was recorded by participants from different age groups. The defined age groups were 10-18 years, 

19-30 years, 31-45 years, 46-65 years, and over 65 years old. The same video with the same range of 

added packet loss was shown to all the participants. As children and adults in different age groups 

perceive visuals differently [87] [129] [130], hence it was expected that participants of different ages 

may perceive the QoE slightly differently for the same video streaming. Table 6.1 shows the number of 

participants for each age group.  

Table 6.1: Number of participants from each age group 

Age Group Number of Participants 

10-18 9 

19-30 20 

31-45 15 

46-65 15 

65+ 10 

 

The participants from all age groups were shown a full HD video clip of 30 second duration. The PLP was 

applied starting with 0.01% through 10% and the streaming was done over the network. To allow the 

participants to fully concentrate on viewing the video once the streaming had started, their sitting and 

viewing position were arranged to be comfortable. This carefully set-up interactive environment 

facilitated a relaxed sitting position and a good viewing angle of the client computer screen to see the 

video being sent from the server across the network. This purpose to have a comfortable arrangement 

was to minimise any external distractions, helping the participants to focus fully on viewing the 

streamed video being played to them to assess QoE and record their MOS. 

Having collected the opinion of different people in the same age group, an average was then calculated 

to form the MOS for that certain age group. A graph for MOS (y-axis) was plotted against PLP (x-axis) for 

each age group involved in the research.  

The results are detailed and explained in the proceeding sections along with the MOS tables and 

resulting graphs. 

 QoE Evaluation by the Participants from 10-18 Age Group 

Table 6.2 shows the MOS captured from teenagers. Note that the MOS in this table has been given as an 

average, which was calculated from all individual MOS scores recorded by these participants.  
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Table 6.2: MOS recorded by participants from 10-18 age group 

Applied PLP (%) 
Recorded MOS 

(5: Excellent – 1: Poor)   
Participant’s Age Group 

0.01 4.3 

 
10 -18 years’ old 

 

0.1 3 

1 2 

5 1.3 

10 1 

 

The MOS given in Table 6.2 was then changed into a graph, given in Figure 6.1. 

 

Figure 6.1: MOS graph plotted against PLP, MOS recorded by participants from 10-18 age group 

It is obvious that QoE is of vital importance to teenagers who spend a significant amount of their time 

on digital devices these days. According to a report from CNN [131], teenagers currently spend about 9 

hours on their smartphone whilst using media about 100 times a day. Another report from The 

Telegraph [132] also emphasises the large amount of time teenagers spend these days online through 

their smartphones. This amount of time spent when connected to the Internet through handsets has, of 

course, changed significantly in the last decade as technology has now taken many digital forms. 

With smartphones being so affordable, and advanced in terms of their designs and specifications, young 

people have trendy and high value phones mostly with a full HD (1920x1080 pixels) display, and even 4k 

(4 times the number of pixels of a standard HD) in some cases. Similarly, the affordable Internet facilities 
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and widely available Wi-Fi hotspots have put them in a habit of experiencing high quality and very 

responsive streaming of online videos.  

Therefore, with this mindset, a teenager can lose interest in a video if it does not play smoothly or with 

their expected playback quality. This behaviour can be witnessed in the MOS recorded by the teenager 

participants in this research. It is noted that these participants had noticed flaws in the video quality 

right from the beginning even with a very low PLP value. Consequently, not all of them rated the video 

to be ‘excellent’ and some of them did not even consider the video quality to be ‘good’ on lower PLP 

levels. It was seen that these young participants rated the video to be ‘slightly annoying’ (MOS = 3) 

earlier than participants from any other age group involved in this study. One of these participants, if 

seen individual MOS scores, rated the video to be ‘very annoying’ (MOS = 1) for last three streaming 

playbacks out of five and dropping the MOS to a 1 far earlier than expected. 

Due to these teenage participants being very impatient with the degraded video quality, the average 

MOS from their responses, for all five levels of applied PLP, was almost one level lower than expected. 

Although this degree of variation shows the level of annoyance they had over the video not playing 

smoothly, one thing that is worth noting from these young participants’ MOS is that they were never 

100% satisfied with the quality of the video in the presence of packet loss even at the lowest level of 

PLP.  

Another significant fact noted by seeing this group of participants’ responses was that the average MOS, 

calculated from their individual MOS scores, started with a 4.3 for the lowest level of PLP being 0.01%, 

as compared to all other age groups who recorded a MOS of 5 for this level of PLP. This underpins a very 

vital finding that QoE has a significant effect on young people’s lives. Also, that the QoE evaluation 

needs to account for the variability in the target user group(s). 

 MOS Curve Fitting 

 

In this thesis, curve fitting has been used to find a formula that best represents the experimental data. 

The curve fitting has been done in MatLab, and MatLab uses the following measures of “goodness” of 

the fitted curve [133]. 

The sum of squares due to error (SSE): This statistic measures the total deviation of the response values 

from the fit to the response values. A value closer to 0 indicates that the model has a smaller random 

error component, and that the fit will be more useful for prediction. 

R-Square: This statistic measures how successful the fit is in explaining the variation of the data. R-

square can take on any value between 0 and 1, with a value closer to 1 indicating that a greater 

proportion of variance is accounted for by the model. For example, an R-square value of 0.8234 means 

that the fit explains 82.34% of the total variation in the data about the average. 

Adjusted R-Square: Degrees of Freedom Adjusted R-Square, or simply the Adjusted R-Square uses the R-

square statistic defined above, and adjusts it based on the residual degrees of freedom. The adjusted R-

square statistic can take on any value less than or equal to 1, with a value closer to 1 indicating a better 

fit. 
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Root Mean Squared Error (RMSE): This statistic is also known as the fit standard error and the standard 

error of the regression. It is an estimate of the standard deviation of the random component in the data. 

Just as with SSE, an RMSE value closer to 0 indicates a fit that is more accurate. 

Curve fitting statistics for the MOS from the 10-18 age group participants have been shown below along 

with a curve fitting plot. 

 

 

General model Exp2: 

     f(x) = a*exp(b*x) + c*exp(d*x) 

Coefficients (with 95% confidence bounds): 

       a =       2.402  (-0.4813, 5.285) 

       b =      -9.918  (-37.14, 17.3) 

       c =       2.127  (0.065, 4.188) 

       d =    -0.08282  (-0.2947, 0.129) 

Goodness of fit: 

  SSE: 0.01797 

  R-square: 0.9975 

  Adjusted R-square: 0.9901 

  RMSE: 0.1341 
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Figure 6.2: MOS vs PLP curve fitting for 10-18 age group, with Exponential function and two number of terms 

 Participants from 19-30 Age Group 

Table 6.3 shows the recorded MOS by participants in the 19-30 age group. 

Table 6.3: MOS recorded by participants in 19-30 years’ age group 

Applied PLP (%) 
Recorded MOS 

(5: Excellent – 1: Poor) 
Participant’s Age Group 

0.01 5 

 
19 – 30 years’ old 

 

0.1 4 

1 3 

5 1.8 

10 1 

 

The recorded MOS was averaged from the individual MOS of research participants. The MOS graph 

based on the QoE perception of the 19-30 age group is given in Figure 6.3. 
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Figure 6.3: MOS graph obtained from a 19-30 years’ age group participants 

Figure 6.3 shows that when the PLP was as low as 0.01%, users did not get distracted by the small level 

of imperfection present in the video, and therefore gave a MOS of 5. With a rise in the PLP the quality of 

the video worsened gradually, and the degradation in QoE that caught the users’ attention which was 

witnessed in the participants’ opinion is indicated in Figure 6.3. As the PLP reached 5%, the participants 

showed frustration towards the perceived video quality and their average score worked out to be 1.8. 

Furthermore, with the maximum implemented PLP being 10%, almost all participants rated the video to 

be of poor quality, and hence the average MOS came out to be 1 as would be expected for a high level 

of PLP such as 10%. 

The age group 19-30 seems to have been the most popular among QoE researchers for evaluating MOS. 

This could be because in an academic research environment such as a university, on average most of 

students who are invited to participate in MOS evaluation fall in this age group [134] [135]. 
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 MOS Curve Fitting 

 

 

Figure 6.4: MOS vs PLP curve fitting for 19-30 age group, with the Exponential function and two number of terms 

 Participants from 31-45 Age Group 

Table 6.4 shows the average MOS collected from participants from the 31-45 age group.  

General model Exp2: 

     f(x) = a*exp(b*x) + c*exp(d*x) 

Coefficients (with 95% confidence bounds): 

       a =       1.788  (1.103, 2.473) 

       b =      -10.05  (-18.71, -1.381) 

       c =       3.387  (2.875, 3.899) 

       d =     -0.1239  (-0.1639, -0.08386) 

Goodness of fit: 

  SSE: 0.00094 

  R-square: 0.9999 

  Adjusted R-square: 0.9996 

  RMSE: 0.03066 
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Table 6.4: MOS collected from participants from 31-45 age group 

Applied PLP (%) 
Recorded MOS 

(5: Excellent – 1: Poor) 
Participant’s Age Group 

0.01 5 

 
31-45 years’ old 

 

0.1 3.86 

1 2.85 

5 1.85 

10 1 

 

The MOS graph in Figure 6.5 visualises the MOS from this age group. 

 

 

Figure 6.5: MOS graph against PLP, MOS collected from 31-45 age group participants 

After the age group 19-30, the second largest age group of students at university according to the 

statistics from the past few years are the people between the age of 31-45 years [136] [137] [138]. 

Having done MOS evaluation on participants from this age group, it was noted that although the 

participants had different opinions on the quality of the video at different levels of added PLP, Figure 6.5 

shows the average MOS denoting a decrease in MOS with an increase in PLP. However, the participants 

showed concern regarding the affected video quality when the added loss went over 0.01% which can 

be seen in Table 6.4. 
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This MOS graph in Figure 6.5 shows a slightly different trend as compared to the MOS recorded from the 

participants of the 19-30 age group shown in Figure 6.3, in which the average MOS at PLP levels of 0.1% 

and 1% were 4 and 3, respectively. However, in the graph in Figure 6.5 the MOS scores are 3.86 and 

2.85, respectively.  

 MOS Curve Fitting 

 

General model Exp2: 

     f(x) = a*exp(b*x) + c*exp(d*x) 

Coefficients (with 95% confidence bounds): 

       a =       2.001  (0.9862, 3.017) 

       b =      -10.81  (-23.36, 1.741) 

       c =       3.207  (2.457, 3.958) 

       d =     -0.1138  (-0.173, -0.05468) 

Goodness of fit: 

  SSE: 0.002107 

  R-square: 0.9998 

  Adjusted R-square: 0.9992 

  RMSE: 0.0459 
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Figure 6.6: MOS vs PLP curve fitting with 2 terms for 31-45 age group. 

 Participants from 46-65 age group 

Table 6.5 shows the average MOS collected from participants in the 46-65 age group. 

Table 6.5: MOS collected from participants in 46-65 age group 

Applied PLP (%) 
Recorded MOS 

(5: Excellent – 1: Poor)   
Participant’s Age Group 

0.01 5 

 
46-65 years’ old 

 

0.1 3.8 

1 2.8 

5 1.8 

10 1 

 

Table 6.5 shows averaged MOS scores. However, by viewing the individual MOS recorded on the hard 

copy of the research survey sheet12, it was noted that in response to the quality of the video played to 

them, some participants from this age group of 46-65 skipped the MOS rating of 4 for higher levels of 

added PLP. 

The graph produced from the average MOS results (Table 6.5) is given in Figure 6.7. 

                                                           
12 The survey sheet used to collect MOS is given in Appendix H on page 179. 
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Figure 6.7: MOS and PLP graph, MOS collected from 46-65 age group 

It was noted that some participants went from a MOS 3 straight to a 1 whilst skipping the 2 MOS value 

altogether for a PLP of 5%. Although this varying behaviour was noted in the individual recorded MOS of 

participants, the average MOS shown in Table 6.5 and as seen in the above graph in Figure 6.7, still gives 

a satisfactory trend of MOS plot. 

In expressing their views on their recorded MOS, one participant stated that in his view, if a video has 

interesting content then even a degraded video quality does not affect the viewing experience 

significantly. Another participant, when asked why he chose to give MOS score of a 3 to a high packet 

loss such as 10%, told that although the video did not have a good quality at higher loss rates, after 

having viewed it a few times she was able to follow the story in the video, and hence was not massively 

frustrated so rated the video with a MOS of 3. 

The trend seen in the plot in Figure 6.7 from this age group is very similar to that of 31-45 age group’s 

MOS. 
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 MOS Curve Fitting 

 

 

 
Figure 6.8: MOS vs PLP (%) curve fitting for 46-65 age group, with fitted 2 term Exponential function 

 Participants from over 65 Age Group 

People in the age group of over 65 responded differently to 19-30 or 31-45 age groups. It was noted that 

initially with low levels of PLP, e.g. 0.01% and 0.1%, some participants did not show any frustration over 

the video quality at all. This was probably because they were not particularly able to notice any 

impairments in the video at those lower levels of packet loss. One participant even recorded a MOS of 5 

General model Exp2: 

     f(x) = a*exp(b*x) + c*exp(d*x) 

Coefficients (with 95% confidence bounds): 

       a =       2.077  (1.605, 2.55) 

       b =      -10.97  (-16.7, -5.245) 

       c =       3.142  (2.793, 3.491) 

       d =     -0.1132  (-0.1412, -0.08523) 

Goodness of fit: 

  SSE: 0.0004564 

  R-square: 1 

  Adjusted R-square: 0.9998 

  RMSE: 0.02136 
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at 0.1% PLP and a 4 at 1% showing considerable leniency as compared to all other age groups for the 

same levels of PLP. Thus, in this particular case, the participant rated the video to be of excellent quality 

even though some imperfections were present in the streamed video.  

Furthermore, at 5% applied PLP, 3 participants from this age group recorded a MOS of 1 and rated the 

video quality as being ‘very annoying’. This was probably because with some video frame freezing, they 

lost track of the visual story and were unable to interpret the video content, hence rated the video to be 

of bad quality. 

Regardless of the varying opinions of the participants on the quality of the video, the average MOS still 

gave an acceptable trend with gradual increase in the PLP. Table 6.6 shows an average of the captured 

MOS from this group of over 65 years of age. 

Table 6.6: MOS by participants in 65+ age group 

Applied PLP (%) 
Recorded MOS 

(5: Excellent – 1: Poor)   
Participant’s Age Group 

0.01 5 

 
Over 65 years’ old 

 

0.1 4 

1 3 

5 1.5 

10 1 

 

The MOS graph is given in Figure 6.9. From this figure, it is noted that MOS decreased as the PLP 

increased. 
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Figure 6.9: MOS graph plotted against PLP, MOS recorded by participants from 65+ age group 

 

 MOS Curve Fitting 

 

General model Exp2: 

     f(x) = a*exp(b*x) + c*exp(d*x) 

Coefficients (with 95% confidence bounds): 

       a =       1.791  (-3.922, 7.504) 

       b =       -9.92  (-80.55, 60.71) 

       c =       3.383  (-0.9518, 7.717) 

       d =     -0.1397  (-0.5053, 0.2259) 

Goodness of fit: 

  SSE: 0.06331 

  R-square: 0.9943 

  Adjusted R-square: 0.9774 

  RMSE: 0.2516 
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Figure 6.10: MOS vs PLP (%) curve fitting for 65+ age group, with fitted 2 term Exponential function. 

A comparison graph was then produced by combining all MOS plots by different age groups, and this is 

given below in Figure 6.11. 

 

Figure 6.11: Combined MOS graph comparing MOS from different age groups 

 



Chapter 6 Evaluating MOS for Varying PLP Over a Range of Different Age Groups 

  Page 120 of 212

  

6.3 Chapter Summary 

The results of this chapter in all cases show that QoE (MOS) is well modelled as an exponential, or two-

term exponential function of QoS (PLP). This confirms similar results already in literature and extends 

the prior work to more fully examine different age groups. 

By looking at the MOS graphs in this chapter, a very good fit to two term exponentials is seen when 

drawn against the PLP on the x-axis. This trend seen in MOS graphs is very commonly seen. In light of 

that, there would still be cases, even though rare, where the graph may be showing an unusual trend in 

MOS. Besides other potential reasons of the evaluated MOS showing such a trend, this research shows 

that the age group of the participant has considerable impact on the perception of QoE. For instance, in 

the MOS recorded in the case of an over 70 years old participant shown in Figure 6.9 on page 118, 

following the logic or usual QoE impressions, the score would gradually decrease with an increase in the 

packet loss. However, some of the elderly participants continued to rate the video with a better rating 

until reaching higher levels of PLP such as 1% and even 5%. 

As elderly people may perceive visuals differently compared to adults or young people (see Section 2.14 

on page 35 for details) so, a possible reason of this oddity in MOS behaviour could be that the elderly 

participants were not able to focus on the detailed aspect of the video playback in order to acknowledge 

the degrading video quality at lower levels of applied PLP. Or perhaps one or two of them had a certain 

medical condition that made the QoE interpretation somewhat challenging for them. Or, if seen on an 

individual basis, probably one participant merely recorded the score of a 3 accidently when she meant 

to write either a 2 or a 1. 

Nevertheless, it can be concluded that although we can predict what the recorded score may look like 

from a participant, we cannot be 100% sure of the behaviour that would be seen in an actual collected 

MOS score from a participant, especially when the participants are from different age groups and 

backgrounds. Considering the likelihood that every participant has different mental capabilities due to 

their age or otherwise, it is possible that every individual may perceive the QoE differently. Hence, there 

may be rare cases where a common predicted MOS trend may not be seen as witnessed in this research. 

This research shows that young people have higher demands in terms of the digital services available to 

them with a desire to have maximum uptime with higher bandwidths to allow the fastest 

download/upload speeds. This allows them to use the network with ease any time during the day or 

night. However, in general, elderly people may not be as concerned about the QoE as long as the 

provided service is of an acceptable level. This could be because elderly people may not be downloading 

content several times a day, and may even not be using Internet or such services at all in the evening as 

compared to a young adult who may be spending a large proportion of the day on the Internet, 

streaming, downloading, uploading, or browsing.
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 Evaluating YouTube MOS for Varying 
PLP and Round-Trip-Time (RTT) 

7.1 Chapter Introduction 

This part of the experimentation examined MOS study on YouTube traffic. Firstly, the effect of packet 

loss on the QoE of YouTube traffic was studied. The metrics of interest in this set of experiments were 

buffering events, the time taken to start a YouTube video, and the time taken to fully load the video. 

Next, the effect of RTT and PLP as a combination was investigated to understand the behaviour of real-

life networks because real packet network traffic is affected by both, packet loss and packet delay. In 

order to deliver the content from server to a host, TCP works very effectively to overcome quality issues 

as a result of packet loss and delay on a link. As such, many streaming and video download websites 

such as YouTube use TCP as the choice of transport protocol. Hence, to experiment with the VOD QoE 

being very close to real world data networks, RTT and PLP were combined in these experiments. 

Experimentation was done for a range of the RTT values: 1ms, 50ms, 100ms, and 150ms. This is because 

many service providers such as [1] [2] [139] [5] [3] have listed the permitted latency values in their SLAs 

within this range across different segments of their network: core network and customer premises 

network. None of these companies have guaranteed a latency higher than 150ms on average. 

Therefore, in this part of experimentation, the delay/jitter values were chosen with an even gap in 

between but not exceeding 150ms to be in line with the commercial networks. Having the same value of 

RTT, the applied packet loss was started with 0.01% then increased to 0.1%, 1%. 5% and so on (if 

applicable). The applied packet loss was increased gradually until the recorded MOS dropped down to a 

1, which then became the last iteration of the experiment. However, if the MOS was still not a 1 at 5% 

loss, the added packet loss was then incremented in steps of 5 (5%, 10%, 15% and so on) until the MOS 

dropped to a 1. 
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7.2 Experimentation Setup 

The experimental setup was same as the one shown in Figure 4.11 on page 61. The server computer, 

referred to as NetEmBox-1 in Figure 4.11, ran the traffic control mechanism through NetEm. By default, 

NetEm functions in such a way that when jitter is added it re-orders packets to maintain the quality of 

the service. However, as the primary object of these experiments was to analyse the QoE, hence the 

default behaviour of NetEm was modified to be able to have a full insight into the degrading 

performance of the network. Therefore, a queueing discipline Packet First In First Out (PFIFO) [140] was 

enabled in NetEm to retain the order of packets entering and leaving an interface. The PFIFO queue 

discipline overwrites NetEm’s default behaviour and even when the jitter is added, it keeps data packets 

in the original order of transmission. To add jitter, delay, and loss alone or in combination multiple 

network statuses were formed on the Ethernet port to emulate various network scenarios. 

NetEmBox-1 was used as a proxy server between the host computer and a YouTube server. As the 

experimentation also involved the study of delay jitter, to ensure that no significant external delay was 

being added on the video stream originating from YouTube, a fast wired-Internet connection was used 

to connect the server computer to the Internet.  

Although precautions were taken to minimise the potential external delays and losses, these 

precautions were only based on this end of the link and any such factors affecting the video quality 

across the Internet link from the university out to the YouTube server were not controllable. Therefore, 

to ensure such a situation did not affect the experimental results, a speed test on the link was carried 

out before and after running each experiment. This ensured that the link speed, even in the presence of 

any external delays, was fast enough to allow the experimentation whilst making any external delay and 

loss effects negligible. On every speed test, the Internet link that connected the testbed server to the 

YouTube server reported a speed higher than 100Mbps (and sometimes even as high as 700Mbps). 

When experimenting with Internet traffic such as YouTube, there was certainly a part of the network 

that was outside of the lab network infrastructure, as such, packet delays could not have been 

controlled over that network. However, to ensure the collected results were not being affected by any 

delays from the external network from the YouTube server to the university gateway router, a speed 

test was conducted before after every experimental run for a given RTT value. This test showed the 

network speed or bandwidth in Mbps, which was always greater than 80Mbps. The download of a full 

HD video requires a minimum of 1Mbps of network speed at advised by Google (owner of YouTube) 

shown in Figure 7.1. 
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Figure 7.1: Minimum Internet connection speed required to watch YouTube videos [141]. 

Therefore, this suggested that if the external network had a speed of minimum 1Mbps, or 10Mbps to be 

on safe side, the experimentation would not suffer from any unplanned delays added by the external 

network. Hence, running the Internet speed test before and after every set of experiments and seeing 

the connection speed in the range of 100Mbps-800Mbps, it was clear that the external network delays 

had no real effect on the YouTube traffic that was under examination. Consequently, the delays that 

were added from NetEm reflected the expected behaviour. 

 Use of Bash Scripts 

This part of the experimentation also required both the packet loss and RTT to be applied to the video 

traffic simultaneously through NetEm. However, NetEm takes one line of command at one time, and to 

achieve the multi-step functionality would require many lines of commands to be executed several 

times during one iteration of the experiment. This could have been time consuming and prone to errors 

if relying on human typing for the whole snippets of the commands. 

Therefore, to simplify this traffic controlling task from NetEm, I prepared a bash script that would, upon 

execution, do the following tasks: 

1) Accept values for loss and RTT respectively; 
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2) Inform the user of the acceptable input options if an input is entered in an unexpected format; 
3) Show detailed user instructions if the ‘help’ command13 issued; 
4) Show the status of the Ethernet interface NetEm is running on every time NetEm settings are 

changed, or ‘status’ command is issued; 
5) Clear all NetEm settings if ‘clear’ command is issued. 

 

 

Figure 7.2: The bash script in action, a user can input parameters and the NetEm commands are applied in the background. 

Not only does this script simplify the operation of NetEm to add packet loss and RTT, but also instructs 

the user on avoiding common input errors. 

 Experimentation Strategy 

These days online video content is often delivered in HD, hence experimenting on HD video was a 

necessity to study the behaviour of modern Internet video traffic. HD videos are categorised under 

many resolutions starting from 720p and going up to 4K. As the lowest video resolution for a HD video is 

720p, this set of experimentation was done on a 720p HD video. This is because an average Internet 

user may not have access to a high-speed Internet link. As such, choosing any higher resolution than 

720p may not give a realistic view of a large number of users that may be viewing the content from all 

over the world.  

This set of experiments was done in three parts. Firstly, a QoE evaluation was carried out with packet 

loss as a standalone metric on the YouTube traffic and MOS was recorded. Secondly, PLP and RTT were 

added to the link as a combination. Also, the playback quality of the YouTube video was set to be 

automatic (YouTube default behaviour) whilst limiting the automatic video download quality to HD with 

a resolution of 720p. This way, depending on the link state, the video quality could be any resolution up 

                                                           
13 The program is able to take a range of input commands at the time of execution. 
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to 720p but not higher. The MOS was recorded again with the application of PLP and RTT as a 

combination. 

The third part of the experimentation was to study the QoE with PLP and RTT, but this time having the 

YouTube video quality ‘manually’ set to HD 720p. This forced the video to always play with 720p 

resolution. It was expected that this would show a low MOS score for the same amount of added PLP 

and RTT that earlier showed a better MOS in the case of leaving the YouTube video player's video 

quality on 'Auto'. This is because when the video quality is on auto, YouTube prioritises the latency 

attempting to play the video smoothly and dropping the video quality to a lower resolution if necessary, 

depending on the connection bandwidth. So essentially, if the Internet connection is slow YouTube will 

reduce the video quality but will try to keep the buffering to a minimum. However, when the user 

chooses a particular video resolution for the playback such as 720p, YouTube does not then drop the 

video quality even if the connection is slow. Consequently, the user will always have the video playing 

with their desired resolution which may not be an issue on a fast Internet link. However, having the HD 

resolution selected on a poor Internet link, the video buffering increases as YouTube tries to deliver the 

video content in HD e.g. 720p resolution but the limited capacity or a bad network link makes it hard. 

During the experimentation, another practice that proved to be useful was restarting the browser 

before every run of the experiment, i.e. every download of the video after having modified the interface 

state of NetEm. This is because it was noted that if the video was just refreshed in the same browsing 

session it would sometimes deviate from the expected playback behaviour. During the research on the 

subject, some discussion threads on the Google products forum showed that other people had 

discussed similar issues [142] [143] [144]. Some of these users suggested that occasional unplanned 

background tasks running on the browser can affect the YouTube video delivery, therefore restarting 

the browser can improve things significantly. This was witnessed when an improved and expected video 

download behaviour was seen following the browser-restart approach during experiments. 

Although restarting the browser more often overcame the common video playback issues, a new 

browser session would reset the customisation of video playback controls on the YouTube player itself. 

For example, previously used volume level or selected video quality for the playback would have to be 

re-adjusted for every new session after the browser restarted. Some sort of mechanism was needed to 

be in place to maintain video quality at the same resolution regardless of the browser closing or new 

sessions being initiated. This desired functionality was achieved with the use of a browser extension. 

This installed extension would set the YouTube playback quality to a predefined resolution, this has 

been discussed further in Section 7.7 on page 140. 

 Analytical MOS Calculation 

T. Hobfeld et al [145] derived an equation that can be used to predict YouTube QoE. In this thesis, this 

equation is referred to as the theoretically predicted MOS and is represented as equation (7.1). 

 𝑓(𝐿, 𝑁) = 3.50𝑒−(0.15𝐿+0.19).𝑁 + 1.50 𝑓𝑜𝑟 𝐿 ∈  ℝ2, 𝑁 ∈ ℕ (7.1) 

In equation (7.1), L refers to the length of stalling or buffering of the video, and N denotes the number 

of buffering/stalling events. 
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With the help of this equation, the analytical MOS was calculated for the parameters used in the 

experiment. This predicted MOS was then plotted against the experimental MOS. One limitation of this 

formula however, is that it does not give a MOS lower than 1.5. So even if the recorded counterpart of 

the MOS is a 1, the above MOS formula will not go lower than 1.5. 

To save time and to minimise human errors, a Matlab program was designed incorporating equation 

(7.1). This program takes the number of buffering events N along with length L for each buffering event 

and outputs the subsequent MOS for the YouTube QoE. 

 

Figure 7.3: Screenshot of MatLab program in action for calculating YouTube QoE. 

This designed program asks the user to provide the number of buffering events and the mean length of 

buffering events. Based on the provided values it calculates the analytical MOS. 

7.3 How the YouTube Video Download Works 

YouTube mainly offers VOD in the form of progressive download of the video in the client’s browser. It 

has over two billion video streams daily, making it the most popular VOD service on the Internet. 

YouTube started in 2005 like any other online video content sharing website, and gained popularity very 

rapidly. YouTube was later acquired by Google, which meant the way content was to be delivered 

changed significantly with the backend powered by Google’s robust infrastructure. 

 From Requesting a YouTube Video to Viewing it 

When a user opens their web browser and opens a certain video, this request is not served by only one 

YouTube server. The layout (i.e. how the content is displayed, styles present on the page or opened 

video) of the YouTube website is served by a front-end server. However, the video content itself, on 

loading the page, is actually delivered by the Content Delivery Network (CDN) servers (also called cache 

servers) of YouTube. 

The YouTube content delivery infrastructure has been distributed in various locations all over the world. 

This, with the help of the DNS lookup mechanism, allows the user content to come from a CDN server 
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closest to them depending on their geographical location, which in return optimises the content delivery 

cutting down on delays in transmission. If a server in a certain location is overloaded, or does not have 

the requested video, the request is automatically redirected to another suitable CDN server without the 

user noticing it [146] [145].  

If one were to outline the steps taken to deliver a YouTube video on request, it could be done in the 

following steps [145] [147]: 

1. A video request is made by the user on the YouTube webpage, which goes to the YouTube front-

end server that serves the HTML content of the YouTube webpage 

2. After the HTML has been loaded in this page, it is determined how the video will be displayed to 

the user. If the YouTube page is using an HTML5 video player it is then ready to take the content 

and play it back to the user. However, if the YouTube website is using Flash technology, a 

dedicated flash player has to be present to activate the video flash container 

3. If the video container to play the video is ready from the previous step, an automatic request for 

the actual video content is made to a cache server. In the case of this cache server being 

overloaded a redirect HTTP 302 message is sent to process the client redirect to another cache 

server 

4. This redirect request for the required video is made to the other cache server, and the desired 

video is sent over to the client from the chosen cache server. This video then starts playing on 

client browser in the form of a progressive download. 

 
The delivery of the video content from one cache server or another depends on various factors. Some of 

these could be load balancing across the data centres, DNS server variations in a network, and the 

delivery of spare video content that may not be necessary to replicate across all data centres [147]. 

7.4 YouTube Content Delivery Infrastructure 

Google officially does not disclose much about the YouTube datacentres. However, seeing that Google 

has its datacentres around the globe it is believed that the YouTube CDN servers are located in these 

datacentres. The map below outlines the major Google datacentres in various countries: 
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Figure 7.4: Google datacentres worldwide [148]. 

Although in the above map Google has shown its significant datacentres, however, it is believed [149] 

that very detailed information about such infrastructure could be very valuable to its competitors, hence 

Google maintains its confidentiality in that respect. Regardless, it is not unlikely that Google is always 

investing in its infrastructure expansion to competitively stay ahead in the industry. 

The researchers in [150] built a distributed measurement infrastructure in order to reverse-engineer 

YouTube content delivery cloud. They then collected and analysed a large amount of data. This data 

analysis reflected the underlying mechanisms of YouTube. It was noted that the YouTube video content 

delivery cloud consists of three major components [150]: 

Video ID space: Each YouTube video has a unique 11 literals long identifier. This identifier can be formed 

of a combination of [A-Z], [0-9], - or _. For example, in this YouTube video link, the outlined part of the 

URL is the video ID for this particular YouTube video: https://www.youtube.com/watch?v=e7gR7EYjcP8 

The above video ID is of course for just one video, however, the YouTube video space has a total of 6411 

IDs to uniquely identify all videos present on YouTube. 

3-tier physical server cache hierarchy: Although Google has its own cache servers at various locations 

that host the YouTube content, additionally there are more physical video cache server locations spread 

across five continents that are part of this video delivery cloud and some hosted inside other ISPs 

including Comcast and Bell-Canada. Having comprehended this layout, it is noted that YouTube has a 3-

tier physical cache hierarchy. This three-tier hierarchy comprises primary (P), secondary (S), and tertiary 

(T) video cache locations. 

Multiple DNS namespaces: These are made of well-organized logical video servers. Videos from 

YouTube are linked to a physical cache hierarchy with a set of anycast and unicast namespaces. These 

namespaces are logical, anycast namespaces allowing the mapping of more than one IP address 

whereas a unicast namespace can only map one unique IP address. 

https://www.youtube.com/watch?v=e7gR7EYjcP8
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In further analysis of the YouTube cache locations and cache server sizes, the authors of [146] report 

YouTube to have video cache servers in 45 locations. A geographical view of these locations can be seen 

in Figure 7.5 below.  

 

Figure 7.5: Geographical view of YouTube cache sever locations showing Primary (P), Secondary (S), and Tertiary (T) locations. 

It is noted that there are more than one tier type cache servers in one location. The primary, secondary, 

and tertiary locations have been denoted with letters P, S and T respectively in the diagram. 43 out of 

these 45 locations signify primary, 8 are secondary and 5 are tertiary cache locations.  

7.5 YouTube QoE Experimentation with Packet Loss 

As the experimental setup in Figure 4.11 on page 61 depicts, an http request for a YouTube video was 

made from the client computer to the YouTube server across the Internet. The requested video was sent 

back by the YouTube server in a web browser and, on its way to the client computer, it went through 

the testbed server, NetEmBox-1. This way, NetEmBox-1 was able to implement/modify network 

parameters such as loss and delay on the video stream. In this experiment, packet loss was applied from 

the NetEmBox-1 server on the YouTube video traffic and the QoE was assessed by evaluating the MOS 

on the client computer. Table 7.1 shows the results from this experiment. 

One indication of whether a link is affected with excessive delay or packet loss is the presence of 

buffering in the video streaming. Buffering takes place when the rate of arriving packets of video traffic 

is less than the rate at which packets are being streamed to the user. Buffering affects the video QoE 

directly as the user gets annoyed when the video stalls during playback. Therefore, in VOD QoE, video 

buffering was also given focus. As such, buffering details of YouTube codec were also logged in this 

experiment to establish a relationship between buffering time, number of buffering events and the MOS 

score. With this relationship, a best fit equation was created by identifying the key points between the 

time to start, time to fully load and MOS fields. Refer to Section 7.2.3 for details. Time to start a video 

also played a vital role in the QoE assessment. The time to fully load a video was somewhat irrelevant if 

no buffering events took place and it would still lead to a MOS score of 5, rating the video quality to be 

excellent. 
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Table 7.1: YouTube QoE experimentation with loss in the presence of buffering 

Packet Loss (%) Time to start 

(seconds) 

Time to fully load 

(seconds) 

No. of buffering 

events 

Recorded MOS 

0 2.78 5.56 0 5 

0.01 2.95 5.81 0 5 

0.1 3.22 6.79 0 5 

0.25 3.09 6.23 0 5 

0.5 2.87 6.45 0 5 

1 4.72 12.18 0 5 

10 18.47 92.09 5 2 

 

Figure 7.6 shows that in the absence of buffering events, the graph showed a straight horizontal line 

across MOS value of 5 on the y-axis for packet loss of 0% through to 1% (see also Table 7.1). When the 

PLP reached 10%, buffering was seen in the video hence the MOS dropped to a 2. 

 

 

Figure 7.6: YouTube QoE experimentation with NetEm implemented loss 
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Figure 7.7: YouTube QoE experimentation, analysis of the time taken to start the video and to fully load the video. 

As buffering took place more than once in the presence of a PLP of 10%, hence an average was taken for 

‘time to start’ and ‘time to fully load’ fields. The experiment was run several times with a loss of 10%, 

and as expected, the values for buffering fields were slightly different for each run. But in general, it is 

concluded that the higher the PLP, the more the buffering events, and consequently, the longer the time 

required to start and fully load the video. 

7.6 YouTube QoE Evaluation with Automatically Adjusted Download Quality 

By default, when a video is requested from a YouTube server, in response, the browser determines the 

Internet speed and sets the video quality to match the Internet speed to play the video smoothly. If the 

link bandwidth is low the video quality will be lower and vice versa. 

 RTT = 1ms 

During the experimentation, the packet loss was incremented starting with 0.01% and going up 

gradually until the recorded MOS dropped to 1, unacceptable video quality. The RTT was changed on a 

per experiment basis and not for every run of the same experiment. Hence to start off, RTT was set to 

1ms for all runs of this experiment.  

For each experiment, an Internet speed check was conducted on the network link. Figure 7.8 and Figure 

7.9 show the link speed just before and after this experiment was carried out. 
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As seen in Figure 7.8 and Figure 7.9, the download speed is much higher than required for a smooth 

YouTube video playback of a high definition video. As seen at the beginning of this chapter, having the 

download speed higher than a few megabytes will guarantee that the Internet link to the YouTube 

server on its own will not cause the video to stall. Therefore, only the packet delay or loss added on the 

traffic from NetEm would cause the buffering events, if any. 

The noted results are the number of buffering/stalling events (N) which refers to the number of times 

the video was stalled during the YouTube download/playback and the length of buffering (L) which 

denotes the total buffering time per experiment. The average buffering length column in the table 

shows the mean buffering duration calculated from all the buffering durations for all runs of the 

experiment. Then for MOS, the recorded MOS is based on the participant’s opinion of the quality of the 

video in one given scenario, whereas the analytical MOS is the equivalent MOS calculated for validation 

purposes. The analytical MOS is calculated with the formula given on page 125, which makes use of N 

and L. 

Table 7.2 shows the results captured during the experiment. 

  

Figure 7.9: Speed test prior to the experiment Figure 7.8: Speed test after the experiment 
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Table 7.2: Experiment results when RTT = 1ms 

RTT = 1ms MOS 

Added 
Loss 
(%) 

No. of buffering 
events 

(N) 

Length(s) of 
Buffering 

(secs) 

Average 
Length 

(L) 
Analytical Recorded 

0.01 0 0 0 5 5 

0.1 0 0 0 5 5 

1 0 0 0 5 5 

5 0 0 0 5 5 

10 1 1.90 1.90 3.67 4 

15 1 5.48 5.48 2.77 3 

20 2 
6.65 
0.51 

3.58 2.31 3 

25 2 
3.33 
9.86 

6.60 1.83 2 

30 3 
8.07 
1.85 

10.46 
6.79 1.59 2 

35 4 

23.36 
1.21 
2.68 
0.33 

6.90 1.53 1 

 

It was noted that when the RTT was as low as 1ms, the video was playing perfectly for first four 

increments of the added packet loss. When the packet loss reached 10%, as it is a significant amount of 

packet loss hence the video started buffering. Then with further 5% increments of packet loss, the video 

quality was linearly worsening with an increase in the buffering events or duration. However, 

surprisingly the MOS did not drop to a 1 until the packet loss reached as high as 35%. That is when this 

30 seconds video buffered four times and the average duration of the buffering was 6.90 seconds, hence 

the participant considered the video to be unwatchable and gave a MOS score of a 1. 

The graphs for both the recorded and the analytical versions of MOS are given in Figure 7.10 below. 
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Figure 7.10: Experimental and analytical MOS for automatic YouTube download quality and RTT of 1ms 

Figure 7.10 shows that although plots from both the MOS recorded by the participant and the predicted 

MOS show slightly different trends, there is still some similarity between them. For the first five runs of 

experiment the MOS from both models was 5. Then for the packet loss of 10% and onwards there was 

slight variation in both models of MOS. For the last experimental run, when the packet loss was 35% and 

the participant gave a MOS of 1, the analytical MOS at that point was 1.53 since the lowest the 

analytical MOS can go is 1.5. This is a known limitation in the QoE formula for calculating MOS. 

 RTT = 50ms 

Proceeding further with the experimentation, the RTT was increased from 1ms to 50ms and the 

experiment was repeated with the same values of added packet loss until the recorded MOS reached 1. 

 

Again, the external Internet speed was fast enough to not being affected by any external delays on the 

link.  

Table 7.3 shows the captured results for this experiment. 

Figure 7.12: Speed test prior to the experiment Figure 7.11: Speed test after the experiment 
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Table 7.3: Experiment results when RTT = 50ms 

RTT = 50ms MOS 

Added Loss  
(%) 

No. of buffering 
events  

(N) 

Length(s) of 
Buffering (Secs) 

Average Length  
(L) Analytical Recorded 

0.01 0 0 0 5 5 

0.1 0 0 0 5 5 

1 0 0 0 5 5 

5 0 0 0 5 5 

10 2 
01.54 
01.44 

1.49 3.03 3 

15 2 
02.33 
02.16 

2.24 2.72 3 

20 2 
06.14 
06.93 

6.53 1.84 2 

25 4 

09.29 
03.19 
03.24 
02.39 

18.11 1.50 1 

 

The table above shows that the MOS was 5 for the first four runs of the experiment, again the same as 

in the last experiment when the RTT was 1ms. However, this time having RTT to be 50ms, as the added 

packet loss reached 10% there were two buffering events as compared to the previous experiment 

when there was only one buffering event. Furthermore, in this experiment the added packet loss could 

only make it to 25% before the MOS dropped all the way to 1. 

The plot below in Figure 7.13 compares both versions of the MOS for this experiment. 
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Figure 7.13: Experimental and analytical MOS for automatic YouTube download quality and RTT of 50ms 

In the plot, it is noted that although there is slight discrepancy between both versions of the MOS, the 

plots from both the predicted MOS and the one recorded by the participant do not follow completely 

different paths. Again, the QoE formula limits the analytical MOS to go any lower than 1.5. 

 RTT = 100ms 

The experiment was then repeated with an increase in the RTT value from 50ms to 100ms. The Internet 

speed was checked by running a speed test again before and after the experiment, which is shown in 

the screenshots in Figure 7.14 and Figure 7.15 below. 

 

 

The experimental results for this run of the experiment are given in Table 7.4. 

 

Figure 7.15: Speed test prior to the experiment Figure 7.14: Speed test after the experiment 
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Table 7.4: Experiment results when RTT = 100ms 

RTT = 100ms MOS 

Added Loss  
(%) 

No. of buffering 
events  

(N) 

Length(s) of 
Buffering (Secs) 

Average 
Length  

(L) 
Analytical Recorded 

0.01 0 0 0 5 5 

0.1 1 0.11 0.11 4.35 5 

1 1 0.36 0.36 4.24 5 

5 1 1.04 1.04 3.98 4 

10 2 
0.49 
0.41 

0.45 3.59 4 

15 2 
1.70 
1.04 

1.37 3.08 3 

20 4 

6.98 
1.55 
0.52 
1.93 

2.74 1.81 2 

25 2 
8.20 
7.18 

7.69 1.73 2 

30 3 
38.56 
08.67 
03.29 

16.84 1.50 1 

 

As it is evident from the captured results in Table 7.4, having a higher RTT value i.e. 100ms affected the 

quality far more as compared to the previous two experiments where the RTT was 1ms and 50ms. The 

buffering in the video was seen at as low as 0.1% packet loss. But despite this low amount of packet loss, 

the overall QoE was affected due to a high delay i.e. RTT = 100ms. The recorded MOS, however, did not 

reach 1 until the packet loss was 30%, which is entirely based on how the participant perceived the QoE 

of the video. There were four buffering events in this 30 second video clip at PLP = 20%. Generally 

speaking, the recorded MOS could have well dropped to a 1 even at 20% packet loss if for instance the 

video was assessed by another user who was a little more concerned by the longer waiting time as a 

result of buffering. 

The MOS validation graph is shown in Figure 7.16. 
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Figure 7.16: Experimental and analytical MOS for automatic YouTube download quality and RTT of 100ms 

This time, there was a considerable variation in both models of the MOS. This is may be because the 

participant was a little too lenient in this run of the experiment and gave a generous MOS rating for 

video playbacks. However, the overall trend that is seen in both plots does not show a completely 

different shape. 

 RTT = 150ms 

This was the last experiment in this series of experiments where the resolution of the YouTube video 

would get set automatically considering the link quality and internet speed between the host computer 

and the YouTube server. The RTT delay was pushed up to as high as 150ms. It was expected that the 

QoE of the VOD would be the worst compared to the previous experiments in the same part of 

experimentation. The experiment was then repeated with same increments in the added packet loss 

until the participant MOS dropped to 1. 

The speed test on the Internet link was carried out before and after the experiment, as shown in Figure 

7.17 and Figure 7.18. These figures show that the download speed at the time of the experiment was far 

higher than required to download a high definition video from YouTube. 

 

The experimental results are shown in Table 7.5 below. As expected, the QoE in this experiment was 

significantly affected. 

Figure 7.18: Speed test prior to the experiment Figure 7.17: Speed test after the experiment 
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Table 7.5: Experiment results when RTT = 150ms 

RTT = 150ms MOS 

Added Loss  
(%) 

No. of buffering 
events  

(N) 

Length(s) of 
Buffering (Secs) 

Average Length  
(L) Analytical Recorded 

0.01 1 0.80 0.80 4.07 5 

0.1 1 1.12 1.12 3.95 5 

1 1 2.03 2.03 3.63 4 

5 1 4.38 4.38 3 3 

10 4 

1.09 
0.21 
0.46 
0.48 

0.56 2.67 3 

15 4 

3.50 
1.61 
2.11 
4.50 

2.93 1.78 2 

20 5 

4.02 
4.98 
9.79 

28.34 
0.33 

9.49 1.50 1 

 

The results for this experiment show that video buffering was witnessed right from the beginning at the 

lowest added packet loss of 0.01%. But as the RTT was very high (150ms), the QoE was seen to have 

been affected severely. The recorded MOS did not drop to a 1 until the packet loss was 20%, however, 

looking at the results it is evident that there were far more buffering events and with longer durations 

when compared to the previous set of experiments. 

The graph to visualise the MOS validation is shown in Figure 7.19. 
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Figure 7.19: Experimental and analytical MOS for automatic YouTube download quality and RTT of 150ms 

In this experiment when the RTT is 150ms, it is noted that recorded MOS did not fully agree with the 

analytical MOS. However, the overall shape of both individual plots did show similarities in the trend. 

Furthermore, it was noted that the QoE for this last experiment with an RTT of 150ms was the worst of 

all previous three experiments with lower RTT values of 1ms, 50ms, and 100ms, which is what was 

expected. 

7.7 YouTube QoE Evaluation with a Resolution of 720p as the Download Quality 

In the first phase of the experimentation, when playback quality was kept on auto, restarting the 

browser for each experimental run after a change in loss and RTT did not require any particular 

attention. However, in this second phase of the experimentation, the video quality had to be set to one 

particular resolution regardless of the Internet connection speed and the PLP and delay present on the 

link. As such, the default behaviour of YouTube raised a concern as reopening the browser for every run 

would jump back to the default settings of YouTube where the video quality is chosen depending on the 

Internet speed [151]. 

Therefore, this default YouTube behaviour was to be modified. One of the most convenient ways to 

accomplish this was to install a Mozilla browser extension that forced the video to play in the desired HD 

format every time YouTube loaded in a new browser session [152]. 
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Figure 7.20: Mozilla Firefox extension for forcing YouTube video quality to a desired resolution on every reload of the page. 

As shown in the screenshot in Figure 7.20, selecting HD 720p in this Mozilla Firefox extension would 

ensure that the quality of the YouTube video playback is set to be 720p every time YouTube is opened in 

a Firefox browser. This setting will be stored in the browser preferences until this is play quality option is 

changed or the extension is uninstalled. 

As in the last set of experiments, again, there were four experiments with different RTT values. The first 

experiment was with an RTT value of 1ms. The remaining experiments were with RTT being 50ms, 

100ms, and 150ms.  

 RTT = 1ms 

The experimental setup in this series of experiments was the same as in Section 7.6 where YouTube 

quality was set to be ‘Automatic’. The RTT value in this experiment was set to be 1ms, however, the 

packet loss was added in increments starting with 0.01% until the participant recorded MOS dropped to 

a 1. 

As this set of experiments requires the video to be played in HD 720p, the speed of the Internet link was 

of vital importance since having the Internet speed lower than a threshold would directly cause 

buffering in the video. Therefore, the speed test was done again in every experiment prior to and after 

taking the readings.  

The screenshots shown in Figure 7.21 and Figure 7.22 show the approximate link speeds before and 

after this experiment. 

 

Figure 7.22: Speed test prior to the experiment Figure 7.21: Speed test after the experiment 
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Seeing these very high link speeds returned by the speed test verifies that the external link condition 

from the university lab to the YouTube server did not cause any buffering at all. Hence it was safe to 

regard the behaviour of the collected results to be reflecting only the delay/loss metrics set through 

NetEm. Table 7.6 shows the captured results. 

Table 7.6: Experiment results when downloading at 720p YouTube quality for RTT = 1ms 

RTT = 1ms MOS 

Added Loss  
(%) 

No. of buffering 
events 

(N) 

Length(s) of 
Buffering (Secs) 

Average Length 
(L) 

Analytical Recorded 

0.01 0 0 0 5 5 

0.1 0 0 0 5 5 

1 0 0 0 5 5 

5 0 0 0 5 5 

10 1 1.07 1.07 3.96 5 

15 6 

0.97 
1.12 
0.93 
1.68 
1.96 
2.67 

1.55 1.78 2 

20 9 

4.26 
1.46 
8.32 
1.94 
2.29 
1.59 
3.30 
1.37 
4.77 

3.25 1.50 1 

 

It was seen that having the RTT to be as low as 1ms, the initial low amounts of applied packet loss did 

not affect the QoE and a MOS 5, i.e. excellent video quality, was scored (see Table 7.6). For low packet 

loss values, the QoE of the video was similar to the ones seen in this experiment’s counterpart (where 

RTT = 1ms) previously when YouTube download quality was automatic. However, as the applied packet 

loss increased, the QoE was affected far more excessively. This is because previously YouTube kept 

switching between various playback qualities depending on the Internet link bandwidth. For example, 

previously when the Internet link introduced degradation because of the combination of the applied RTT 

and packet loss, YouTube dropped to a lower download quality but still kept the video playing whilst 

avoiding any buffering.  

However, this time YouTube was forced to stay at 720p regardless of the state of the Internet link. 

Therefore, if the combination of the added RTT and packet loss went over an acceptable level, YouTube 

was not able to drop to a lower quality to avoid buffering. Consequently, the video would start buffering 
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for an even lower combination of the applied network deficiencies. That is reflected in Table 7.6 where 

there are more buffering events for packet losses of 15% and 20% in comparison with the last case. 

Figure 7.23 below shows a plot of both types of MOS values. It is seen that there was a good agreement 

between both models of MOS, the one recorded by the participant and the analytical MOS. 

 

Figure 7.23: Experimental and analytical MOS for 720p YouTube download quality and RTT of 1ms 

For PLP up to 5%, both plots were overlapping. However, when the PLP reached 10% the analytical or 

expected MOS was 4 but the participant was not too concerned so still gave a MOS score of 5 to the 

quality of the video. Then for 15% and 20% PLP, the MOS points were not far off from each other. As 

previously stated, due to the limitation in the QoE MOS formula the last point of MOS given by the 

formula would never be less than a 1.5. 

 RTT = 50ms 

The screenshots of Internet link speed test in Figure 7.24 and Figure 7.25 show that link bandwidth was 

more than required to download this 30 second YouTube video. Hence, the external link condition 

would not affect the download of the video. 

 

The results collected from the experiment are shown in the Table 7.7. As expected, with an increase in 

the applied RTT the QoE of the video degraded rapidly. 

Figure 7.25: Speed test prior to the experiment Figure 7.24: Speed test after the experiment 
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Table 7.7: Experiment results when downloading at 720p YouTube quality for RTT = 50ms 

RTT = 50ms MOS 

Added Loss  
(%) 

No. of buffering 
events 

(N) 

Length(s) of 
Buffering (Secs) 

Average Length 
(L) 

Analytical Recorded 

0.01 0 0 0 5 5 

0.1 0 0 0 5 5 

1 0 0 0 5 5 

5 1 2.11 2.11 3.61 4 

10 
2 

3.40 
1.31 

2.35 2.68 3 

15 

6 

4.59 
2.28 
1.06 
1.49 
1.42 
0.32 

1.86 1.71 2 

20 

11 

23.99 
2.61 
2.77 
3.24 
4.95 
6.80 
4.29 
4.49 
3.21 
4.92 
3.78 

5.91 1.50 1 

 

As a comparison with the earlier case when the RTT value was the same i.e. 50ms, buffering events were 

seen in the video download due to the download quality being forced to stay at 720p. Figure 7.26 below 

shows a plot of both the predicted and the recorded MOS. 
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Figure 7.26: Experimental and analytical MOS for 720p YouTube download quality and RTT of 50ms 

This MOS validation plot shows that both types of MOS (predicted and actual) have the same value for 

first three runs of the experiment and for the packet loss up to 5%. From that point on, there was a 

slight difference in the MOS values recorded by the participant and that of the predicted MOS. Despite 

this slight offset in both set of MOS points, the overall trend of the curves is identical. 

 RTT = 100ms 

This experiment was run having the RTT value increased to 100ms. It was expected that the QoE of the 

video would degrade more quickly than in the case of the same experiment when the download quality 

was automatic. 

As always, the before and after experiment speed test was run on the Internet link out to the YouTube 

server and the approximate returned speed was much higher than the benchmark of the required 

speed. 

 

Table 7.8 outlines the experimental results from this part of the experiment. As expected, it can be seen 

that the presence of buffering was seen starting from an even smaller amount of added packet loss of 

1%. Then with an increase in the packet loss, many more buffering events were noted during the video 

download. 

Figure 7.28: Speed test prior to the experiment Figure 7.27: Speed test after the experiment 
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Table 7.8: Experiment results when downloading at 720p YouTube quality for RTT = 100ms 

RTT = 100ms MOS 

Added Loss 
(%) 

No. of buffering 
events 

(N) 

Length(s) of 
Buffering (Secs) 

Average Length 
(L) 

Analytical Recorded 

0.01 0 0 0 5 5 

0.1 0 0 0 5 5 

1 1 1.19 1.19 3.92 4 

5 2 
1.55 
1.39 

1.47 3.04 3 

10 2 
1.23 
4.11 

2.67 2.57 3 

15 3 
6.07 
4.33 
6.60 

5.66 1.65 2 

20 5 

9.96 
7.97 
7.17 
5.52 
7.38 

7.6 1.50 1 

 

A graph was plotted to visualise the MOS recorded by the participant to that of the expected MOS, see 

Figure 7.29.  
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Figure 7.29: Experimental and analytical MOS for 720p YouTube download quality and RTT of 100ms 

It was noted that for the first four instances of added packet loss of up to 5%, both models of the MOS 

are very closely aligned with each other. After 5% PLP though, the plotted MOS lines show that the 

participant gave a higher MOS score than predicted.  

 RTT = 150ms 

This was the last experiment in this set of experiments. The RTT value was made 150ms. It was no 

mystery to expect or see the lowest level of QoE in this case of the VOD study. The speed test on the link 

was carried out before and after the experiment. The shown approximate Internet speed was sufficient 

to prove that the external link condition would not affect the experiment and the collected results. 

 

Table 7.9, which is much smaller than all other tables present in this series of experiments, shows that 

the record MOS dropped to a 1 much more quickly than all previously conducted similar experiments. 

The collected results laid out in Table 7.9 show that buffering in the video was seen right from the 

beginning of the experiment with the applied packet loss being as low as 0.01%. Then by the point of 

reaching a PLP of 5%, the participant had dropped the MOS all the way to a 1. At this point, 6 buffering 

events were noted in the video download. 

Figure 7.31: Speed test prior to the experiment Figure 7.30: Speed test after the experiment 
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Table 7.9: Experiment results when downloading at 720p YouTube quality for RTT = 150ms 

RTT = 150ms MOS 

Added Loss 
(%) 

No. of buffering 
events 

(N) 

Length(s) of 
Buffering (Secs) 

Average Length 
(L) 

Analytical Recorded 

0.01 1 0.49 0.49 4.19 5 

0.1 1 0.87 0.87 4.04 4 

1 1 1.03 1.03 3.98 4 

5 6 

11.58 
2.13 
8.22 
0.90 
1.00 
1.59 

4.24 1.52 1 

 

Another interesting thing in this last experiment is that the participant skipped some of the ratings of 

the MOS altogether, namely 3 (fair) and 2 (poor). This is because the QoE on the video was changing so 

rapidly with only a slight addition of the packet loss that the participant perceived the video quality to 

be jumping from a 4 (good) straight to a 1 (bad) without assessing the quality of the video against the 

scores of a 3 (fair) and a 2 (poor). 

This behaviour of the video QoE was of course expected as the combination of an excessive amount of 

applied RTT of 150ms, and the applied packet loss in addition, would degrade the video quality 

significantly. 

Figure 7.32 shows a MOS comparison plot of both the MOS recorded by the participant, and the MOS 

expected from a given number of buffering events and their length. As some MOS points were not 

recorded at all by the participant, this plot looks different to the previous plots in this series of 

experiments. Unlike previous plots, this graph in Figure 7.32 shows that both MOS models start at 

different points of the MOS scale on the y-axis. This is because buffering events were present in the 

video download from the beginning and even for the PLP being as low as 0.01%. Hence the analytical 

MOS would take those buffering events into consideration and then calculate the MOS, whereas the 

participant ignored the buffering events in the first run of the experiment and still gave a generous MOS 

score of a 5. 

Then the last point of the MOS on the plot differs in both cases too, which is due to the limitation of the 

QoE formula which is not being able to go any lower than 1.5 against the lowest rating of a 1 on the 

MOS scale. 
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Figure 7.32: Experimental and analytical MOS for 720p YouTube download quality and RTT of 150ms 

However, one important fact that is outlined by the graph in Figure 7.32 is the knee point in the case of 

both models of the MOS. This steep drop in the MOS is seen at a PLP of 1% and is at the same point for 

both versions of the MOS. 

7.8 Conclusion for YouTube QoE Experimentation 

 YouTube Formats and Codecs 

The video formats supported by YouTube are: .Mov, .MPEG, MP4, .AVI, .WMV, .MPEGPS, .FLV, 3GPP, 

and WebM as outlined on YouTube support page [153]. YouTube has a guidline as to what the best 

settings are for a video that is to be uploaded. It is suggested to use the MP4 container, with a H.264 

video codec. YouTube advises the content recreaters to upload videos with a video frame rate that the 

videos were originally recorded in, e.g. 24, 25, 30, 48, 50, 60 frames per second [154].  

As video bit rate is a very important factor that directly affects the quality and size of the video, YouTube 

has given a very detailed table of the supported bit rates for both the standard and the high definition 

video resolutions. These tables that outline the recommended bit rates for SDR and HDR are given in 

Figure 7.33 and Figure 7.34. 
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Figure 7.33: Recommended video bitrates for SDR uploads 

 

 

Figure 7.34: Recommended video bitrates for HDR uploads 

Recommended audio codec is AAC-LC with audio bit rates Mono at 128 kbps, Stereo at 384 kbps, and 

5.1 at 512 kbps [154]. It is recommended that to view 4K uploads, a browser or device with a support of 

VP9 should be used. 

When a video is uploaded on YouTube, it is encoded regardless of what format it was originally in. 

Supposedly this YouTube conversion of video is done in H.264 [155].  

 Effect of Packet Loss on QoE of YouTube Traffic 

Having found previously that YouTube codec is sensitive to network jitter, during this experimentation, 

YouTube traffic’s behaviour was studied in the presence of loss only. To maintain the accuracy, a short 

YouTube video was chosen for the study to avoid longer caching process which would be the case for a 

long duration video. A short video would also allow the buffering events to be less in number, hence the 

monitoring of buffering events would be easy with a higher control. The quality of this video was not 

high definition, and it was played back with a normal speed and at a 360p resolution. 

When users were asked for feedback after the experiment was complete, users provided information 

that the most annoying aspect which lead to a drop in their given MOS rating was the number of 
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buffering events and the duration of each buffering event. It was outlined that although the time taken 

to load the YouTube page and the initial time taken to play the video could contribute towards getting a 

low MOS, these two factors did not have a major impact unless they added up to a significantly longer 

waiting time. However, the stalling during the playback after the video has started playing leads to a 

very quick dissatisfaction of the user. This agrees with earlier research [156] [157] [158]. 

By looking at Table 7.1, it is witnessed that the video was continuously rated with a MOS of a 5 for all 

PLP levels from 0.01% to 1%, until the PLP reached 10%, when the MOS dropped to a 2. This was 

because the video starting time, in the presence of 10% PLP, as compared to a 1% PLP, took an extra 

13.75 seconds (18.47 seconds – 4.72 seconds) and the time to fully load took an extra 71.91 seconds. 

Furthermore, the longer buffering times for the 5 buffering events which lasted for about 10 seconds on 

average all contributed towards the user being dissatisfied and losing interest in the video, hence they 

rated the video quality to be very annoying. These factors are the ones that mainly affect the QoE on 

streaming services such as YouTube. 

If a comparison is made between the YouTube streaming experiment and the local network streaming 

with TCP protocol, the results from both experiments show quite a different behaviour. The MOS of 

YouTube video only dropped at a 10% PLP, and before that level of jitter the video was rated to be of a 

good watchable quality. However, in the TCP experiment the video quality was affected from packet loss 

with a PLP as low as 0.01%, and was severely affected when the PLP reached 0.1%.  

The authors in [145] and [156] have carried out analysis on YouTube video QoE. When there are 
buffering events present during the playback of a video, the QoE is very likely to be lower than 5 [145]. It 
was suggested that MOS rating drops as the number of buffering events, and the duration of the 
buffering, increases. In the experiments in this thesis it is seen that with a PLP of 10%, the QoE of the 
YouTube degrades leading the QoE to drop to a MOS of 2, which is very close to MOS = 1 that the 
researchers suggest in [145].  

 Effect of RTT and Packet Loss as a Combination 

Having seen the results and behaviours shown in this series of experiments for the overall study of the 

QoE, it can be witnessed that it is not just the packet loss that affects the QoE, but the packet delay in 

the form of RTT also plays a major part in improving or worsening the QoE for the VOD. Therefore, the 

combination of the PLP and RTT has a direct impact on the QoE of VOD. These two factors affect the 

QoE of VOD in such a way that the more the amount of the packet loss and packet delay whether 

individual or taken as a combination, the worse the QoE and vice versa. 

7.9 Chapter Summary 

In this chapter, experimentation was conducted on YouTube traffic. The aim was to scale the research to 

network traffic from across the Internet with the aim to investigate the “real world” network traffic. The 

first series of experiments included a QoE evaluation in the presence of packet loss on the link the 

YouTube traffic was transported over. This study was regarded to be of vital importance since with 

Internet traffic in general, YouTube accounts for about 18% of the overall Internet traffic [159] [160] and 

the YouTube share of the multimedia traffic alone on the Internet is about 78.8% [161]. These 

experiments were done with applied packet loss and TCP was used as a choice of transport protocol 

since TCP is used by YouTube over the use of UDP. User behaviour was studied against the VOD QoE in 

two cases: when a video does not load immediately or stalls during the playback. Researchers in [156] 
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[157] [158] report that once the initial playback of video has started and buffering takes place it 

frustrates the user enormously. During this part of the experimentation, due to different levels of 

applied packet loss, the video occasionally took slightly longer to load initially but played continuously 

afterwards. However, in other instances, especially with higher level of applied packet loss, video also 

buffered during the playback in addition to preliminary loading of the YouTube interface and loading the 

video for initial playback. Seeing the user-recorded MOS it was noted that users were bothered more by 

the mid-playback buffering than the initial loading of the page and the video itself. This is in line with 

earlier findings in [156] [157] [158]. With buffering present in the video, the recorded MOS will possibly 

be less than a 5 [145]. With the work presented in this chapter, it was then concluded that the factors 

that affect the QoE of video streaming services are video starting time, time to fully load the video, and 

mid-stream buffering with longer durations. 

To stay in line with the behaviour of traffic from conventional networks, in the next set of experiments 

for YouTube QoE evaluation, packet loss and packet delay were applied as a combination on the 

Internet video traffic coming from the YouTube server and going into the NetEm server, then out to the 

client computer on the testbed. Experimentation was carried out with a range of RTT/packet delay 

values: 1ms, 50ms, 100ms, and 150ms. With each level of applied RTT, the applied packet loss was 

varied among 0.01%, 0.1%, 1%, 5%, and 10%. The collected results showed that it is not just the packet 

loss that affects the QoE of VOD; Packet delay (round trip time) also has a direct impact on the QoE of 

VOD which agrees with the research findings in [48] and [45]. It was seen that the higher the amount of 

the packet loss and packet delay present on the link, the worse the QoE. The packet loss and delay could 

be standalone, or affecting the network traffic as a combination.     
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 Significance of VOD QoE Evaluation 
Across Different Age Groups 

8.1 Chapter Introduction 

The experimentation in this Chapter was conducted using a custom delay distribution. For details about 

using NetEm with advanced functionality refer to Section 4.11 on page 59. The implemented delay 

model is based on [80] and [79].  

Through experimentation, the relationships between PLP and the user-perception metric QoE for VOD 

was evaluated. A full range of age groups was included in this study since experimentation over different 

age groups has been largely absent in earlier work mapping QoS metrics to QoE. The results of this 

experiments were recorded as a MOS score. See Figure 2.1 for a description of MOS scale and its 

relation to the service quality. It is well known that these MOS scores vary depending on the protocols, 

applications and transport layer protocol being used. This was further explored details of which are 

given in the following sections. 

8.2 Experimentation 

As seen from the results in Chapter 6 on page 104, as well as the fact outlined in [82], and [83], it is 

noted that the perceived QoE can differ widely for users of different age groups, people of youngest age 

group being the most demanding. This demanding age group (the youngest) requires (at the critical 

Service Level guaranteed PLP of 0.001) an order of magnitude lower packet loss probability to achieve 

the same QoE. Then the results were applied using a known relationship between PLP and network 

capacity to provide an insight into the potential cost of re-dimensioning a network to probabilistically 

guarantee the lower of the two PLPs. The lower PLP is the one associated with the higher network 

capacity required to probabilistically assure the lower PLP. 
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MOS scores were recorded from participants over different age groups: 10–18 years, 19-30 years, 31-45 

years, 46-65 years, and over 65 years old. The same video with the same range of added packet loss was 

shown to all the participants. Having collected the opinion of different people in the same age group, an 

average was then calculated to form the MOS for that age group. In general, there was little observed 

difference in MOS scores over the ranges of participants, except for the youngest group. 

The results of fitting MOS results for two key groups of experimental subjects are summarized in 

equations (8.1) and (8.2). Equation (8.1) gives the MOS formula for subjects in the age group 19-30, the 

most commonly studied age group, while equation (8.2) gives the MOS formula for the most demanding 

age group (10 to 18-year-olds). 

 𝑀𝑂𝑆19𝑡𝑜30 = 1.788𝑒−10.05𝑃𝐿𝑃 + 3.387𝑒−0.1239𝑃𝐿𝑃 (8.1) 

For (8.1) the goodness of fit measures was: 

 

SSE: 0.00094 

R – Square: 0.9999 

RMSE: 0.03066  

 
 𝑀𝑂𝑆10𝑡𝑜18 = 2.402𝑒−9.918𝑃𝐿𝑃 + 2.127𝑒−0.08282𝑃𝐿𝑃 (8.2) 

For (8.2) the goodness of fit measures was: 

 

SSE: 0.01797 

R – Square: 0.9975 

RMSE: 0.1341 

 

The standard, guaranteed PLP value for most commercial broadband networks is PLP = 0.001 as given in 

industry technical standards [162], Section 3 of [163], and BTnet SLA [1]. 

At a PLP = 0.001 the results for the two age groups as given in equations (8.1) and (8.2) are MOS = 4 and 

MOS = 3. These results show that to achieve MOS = 4 for the more demanding age group requires an 

order of magnitude improvement in PLP, i.e. from 0.001 (0.1%) to 0.0001 (0.01%). 

Then, the possible consequences of this requirement to lower PLP on the dimensioning of network 

capacity were investigated, an issue of growing importance as this is seen to be of paramount 

significance in delivering a satisfying video quality to the end user seeing the massive growth of Over-

the-top (OTT) online video [164]. Network capacity dimensioning was put under focus not because it is 

the only way in which these results are of significance, but because network capacity dimensioning is 

possibly the fundamental network engineering challenge. 

8.3 Analysis of Effect of Age Related MOS Display on Capacity Dimensioning 

In [165] the formula reproduced below as equation (8.3) was derived for multiplexed TCP sources 

through a bottleneck link. It is a piece of theoretical work where number of traffic sources is N. The 

sources are all TCP sources multiplexed together. The use of a bottleneck network topology structure is 
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quite traditional in performance evaluation studies in networking, and it still widely used now, e.g. see 

[166], and I adopt this topological structure here. 

 
𝑃𝐿𝑃 =

32. 𝑁2

3. 𝑏. (𝑚 + 1)2(𝑅𝑇𝑇. 𝐶 +  𝑄)2
  (8.3) 

 

m = actor by which TCP sending rate is reduced on loss (usually ½) 

b = number packets acknowledged by an ACK packet, usually 1 

RTT = round trip time in seconds 

Q = buffer length in packets 

C = bottleneck capacity in packets per second 

 

Equation (8.3) relates network bottleneck capacity, C, to the number of TCP sources, N, the round-trip-

time, RTT, and the required PLP. I now use equation (8.3) to deduce the required increase in capacity 

that would be needed to reduce the PLP by a single order of magnitude, as required by the most 

demanding group of network users. I do this for a range of RTT’s and capacity values at the bottleneck 

link.  

 

Thus: 

 
𝑃𝐿𝑃𝑙𝑜𝑤 = =

32. 𝑁2

3. 𝑏. (𝑚 + 1)2(𝑅𝑇𝑇. 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 +  𝑄)2
 (8.4) 

 

 
𝑃𝐿𝑃ℎ𝑖𝑔ℎ = =

32. 𝑁2

3. 𝑏. (𝑚 + 1)2(𝑅𝑇𝑇. 𝐶 +  𝑄)2
 (8.5) 

Where: 

PLPlow = packet loss probability low, i.e. achieved when capacity is the higher value 

PLPhigh = packet loss probability high, i.e. achieved when capacity is the lower value 

Clowplp = the higher capacity value, i.e. the capacity that gives the lower packet loss probability 

C = the original (lower) capacity value, i.e. the capacity that gives the original (higher) packet loss 

probability. 

 

Dividing (8.4) by (8.5) gives: 

 
10 =

(𝑅𝑇𝑇. 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 +  𝑄)2

(𝑅𝑇𝑇. 𝐶 +  𝑄)2
  (8.6) 

 

The original value of 𝐶 is known, as it will be the capacity value that was dimensioned into the network 

to ensure the QoE of the majority of users. I now determine the proportional increase in C needed to 

achieve a one order of magnitude improvement in PLP, as required by the most QoE-demanding users 

(the youngest group of users).  

 

Rearranging (8.6) by taking logs (𝑙𝑜𝑔(10) = 1) yields: 

 

 = 2. log(𝑅𝑇𝑇. 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 +  𝑄) − 2. log (𝑅𝑇𝑇. 𝐶 +  𝑄) (8.7) 

 1 + 2. log(𝑅𝑇𝑇. 𝐶 +  𝑄) = 2. log(𝑅𝑇𝑇. 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 +  𝑄) (8.8) 
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 10(1+2.log(𝑅𝑇𝑇.𝐶 + 𝑄))/2 = 𝑅𝑇𝑇. 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 +  𝑄 (8.9) 

 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 = (10(1+2.log(𝑅𝑇𝑇.𝐶 + 𝑄))/2 − 𝑄)/ 𝑅𝑇𝑇 (8.10) 

Then the factor by which the capacity needs to be increased is found as: 

 

 factor of capacity increase needed = 𝐶𝑙𝑜𝑤𝑃𝐿𝑃 𝐶⁄  (8.11) 

8.4 Results 

Figure 8.1 and Figure 8.2 give results for a very large bottleneck capacity: 1Gbps. Both Figure 8.1 and 

Figure 8.2 show the ratio of the increased capacity for the lower PLP divided by the original capacity, C 

(i.e. the “factor of capacity increase needed”) plotted against the RTT for a range of RTT values 

increasing from 1 millisecond to 10 seconds. A study of this large range of RTT was chosen because the 

actual existence of such a wide range of RTT is supported by prior empirical studies in TCP RTTs [167]. 

Figure 8.1 is for a bottleneck queue size of 1000 packets, using guidelines in [168]. It is clear that the 

capacity increase required very quickly converges on a value just in excess of 3.  

 

 

Figure 8.1: Capacity increase factor for C = 1Gbps and Q=1000 

Figure 8.2 affirms this level of required capacity increase (just in excess of 3) even when the bottleneck 

buffer capacity is increased 10-fold.  
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Figure 8.2: Capacity increase factor for C = 1Gbps and Q=10000 

 

 

Figure 8.3: Capacity increase factor for C = 20Mbps and Q=1000 
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Figure 8.4: Capacity increase factor for C = 512kbps and Q=1000 

 

 

Figure 8.5: Capacity increase factor for C = 512kbps and Q=10000 

Figure 8.3 shows the capacity increase factor for a 20Mbps bottleneck link, i.e. one that consist of 20 x 

E1 links [169]. This factor is again just larger than 3 for all RTT values that are not very small (i.e. are 

larger than 10ms). Figure 8.4 repeats for a much smaller bottleneck link capacity of 512kbps. It is here 

seen that the RTT has a much stronger effect, and the required capacity increase doesn’t reach around a 

factor of 3 until the RTT has reached around 100 milliseconds.  

Figure 8.5 shows that, at low levels of bottleneck capacity (512kbps), the effect of the buffer size 

becomes much more significant, with the capacity increase factor not reaching as low at 3 until RTT has 

reached some hundreds of milliseconds. For this reason, the manufacturer recommendations for queue 

sizing in the router buffers was examined. 
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8.5 Default Queue Sizing for Router Buffers 

Now the effect of using the default queue sizing recommended for Cisco routers was considered, using 

Cisco’s own instructions as a guide [170]. Specifically, the packet queue depth was adjusted such as to 

allocate the (default) of 50 milliseconds worth of buffering at the link capacity (assuming 1500 byte 

packet sizes), while ensuring, as per these instructions, that this allocated queue depth never falls below 

64 packet spaces (again for 1500 byte packet sizes). 

For a bottleneck link of 512kbps (the worst case of our earlier evaluations) Q = 64 packets was set. This 

produced the set of results shown as Figure 8.6, which should be contrasted with Figure 8.5. 

 

 

 

Figure 8.6: Capacity increase factor for C = 512kbps and Q=64 

In Figure 8.6 it is clearly seen that the capacity increase factor very rapidly converged, again, to just in 

excess of 3 times the original capacity. 

It was concluded that the difference between the most demanding age group (10 to 18 years old) and 

the most frequently studied age group (19 to 30-year-old) is such as to require an order of magnitude 

improvement in the network PLP to achieve the same MOS score. The study was conducted on the 

capacity increase needed to reduce the PLP by an order of magnitude through a bottleneck link in which 

the queueing is caused by multiplexed TCP traffic. The results show that an order of magnitude 

improvement in PLP would require very close to a 3-times increase in bottleneck link capacity at all but 

very low RTTs 

8.6 Chapter Summary 

In the final part of experimentation in this research, the importance of QoE evaluation across different 

age groups on VOD was studied with some recommendations on network capacity required to meet the 

needs of most demanding age group. This Chapter advanced on the work done in Chapter 6 but with a 
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focus on a network capacity recommendation to fulfil the network needs of the most demanding age 

group emerged out of the study on QoE evaluation across different age groups.  

Findings from this set of experimentation could be very valuable to network companies. From a service 

provider’s prospective, if it is now possible to identify a certain group of customers, such as elderly 

people who may be showing a little less consideration to subscribe to the fastest available service with 

top end download speeds, this could help the ISPs to utilise the available bandwidth more efficiently by 

distributing it accordingly among casual users and heavy users. This bandwidth allocation could be done 

on a contractual level, or though load balancing dynamically by adapting to the traffic conditions over a 

certain period of time in question. 
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 Discussion, Recommendations for 
Future Work, and Conclusion 

9.1 Discussion 

Having a good level of service from a subscription is of great significance to customers who pay to 

receive service. If customers are not satisfied with the service provided, they will switch to another 

service provider where they are able to get a more satisfactory service as value for the money they pay. 

Henceforth, to maintain customer loyalty, it is very important to provide a satisfactory service to 

customers; this in return will increase the revenue and maintain a prosperous business. 

QoE is the user-perceived quality of a service for a range of services offered today: VoIP, IPTV, and web 

browsing are a few to outline. Knowledge of QoE can be used by service operators to help develop and 

manage their networks [13]. For a detailed description of QoE, refer to Section 2.1 on page 21. 

Many organisations approach QoE optimisation by improving broadband speeds, which potentially 

misses the role of jitter and loss in affecting QoE [171]. For example, studies of latency and app errors 

have shown a positive correlation between them [172]. Research in [171] suggests as many as 48% of 

users would uninstall or stop using an app if it regularly ran slowly and 53% of users would uninstall or 

stop using an app if it regularly crashed, stopped responding or had errors. It has been recently 

suggested [172], that, as users become more aware of the effects a network has, as opposed to blaming 

the application itself, they will use this as a criterion for whether the mobile service provider is 

delivering a satisfactory service. 

This research was conducted with an aim to study QoE and to explore the key points that could give an 

insight into the ways customers expect service from a provider. For this study, VOD traffic was focused 

on to come up with findings that would align with consumer needs for the modern trend in network 
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services. As streaming accounts for 70% of total Internet traffic [159], hence it was decided that analysis 

of video traffic would be the focus of this state-of-the-art research on QoE.  

To be able to conduct this research, a new testbed was designed that allows the experimenter to study 

the effects that a combination of PLP and jitter has on the quality of the videos, for both TCP and UDP. 

The effects of PLP and jitter on the videos was subjectively rated as QoE, using the standard MOS scale.  

The designed testbed is based on Network Emulator (NetEm) from the Linux Foundation [70]. If used 

with the default settings, NetEm has some specific limitations as any simulation/emulation tool would 

have. These specific limitations compromise the authenticity of achieved results that must be analysed 

to reach a conclusion and make further useful decisions or recommendations for the design of a 

network in question. Therefore, it is very important to have these technical limitations addressed and 

resolved to be able to emulate realistic network behaviour. 

The newly designed testbed addressed the aforementioned issues. To be able to model real world 

network patterns, the use of NetEm default jitter model was dropped and self-designed jitter models 

were implemented. These jitter models, also referred to as delay distribution tables in this research, 

were created by gathering a large set of statistical delay values. These delay distribution tables were 

created from many hundreds of delay patterns that had not been initially defined. These delay patterns 

statistically correlated to the delay parameter of a given standard deviation and were random in nature. 

Once implemented in NetEm, these custom delay distributions added random delays on all outgoing 

traffic on the egress port whilst bringing the network delay patterns very close to that seen in real world 

network traffic (refer to Section 4.11 on page 59 for details on implementing custom delay distribution 

tables in NetEm). The second NetEm flaw, losing the packet order in the presence of high jitter, was 

resolved by replacing the TFIFO queueing discipline with a PFIFO queue (see Section 4.8 on page 52 for 

details). Additionally, to be able to emulate real world network traffic realistically, this state-of-the-art 

testbed also facilitated the application of jitter, delay, and packet loss collectively which has not been 

done in any NetEm-based research previously. 

In previous research on QoE, research participants for Mean Opinion Score (MOS) evaluation were only 

who are normally found in academia: people in the age groups 19 to 30 and 31 to 45 years of age. In this 

research, the effect of age on reported QoE (MOS) scores for VOD in broadband networks has been 

studied and MOS evaluation was done across a range of age groups, involving those not traditionally 

part of such research, teenagers and elderly people. It is concluded that most demanding age group, 10 

to 18 years old, requires an order of magnitude improvement in the network PLP to achieve the same 

MOS score as compared to the most commonly studied age group in academia which is 19 to 30 years 

old. A bottleneck link was then investigated that has multiplexed TCP traffic queueing in it. This analysis 

was conducted to study the amount of capacity that would be required to give an order of magnitude 

improvement in the PLP. It was seen that it will require very close to 3 times the bottleneck link capacity 

to be able to give an order of magnitude improvement in the PLP. 

The findings out of the experimentation in this research of VOD QoE evaluation across different age 

groups, are shown to offer potential commercial value. To control QoE on a contractual level for 

example, the ISPs could assess the usage and needs of a customer from a certain group. Discovering that 

a user group may not be using the service after, say, 11pm until 6am and will not have intensive usage 

during the day either, may allow the ISP to offer them a cheaper service package. This would benefit the 

customer as they will only be paying for the service to the extent they will be using it. Similarly, it would 
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benefit the ISP through not having to worry about the service down-time during the off-peak time of 

11pm-6am. Hence the ISP would be able to focus on providing an efficient service to a heavy user group 

who could be annoyed if the service was down even for 1 minute in 24 hours. This way, the service 

provider will be able to stay within the terms stated in their SLA. This could be studied from service 

providers perspective as future work building on this research. 

In dynamic load balancing on the other hand, the ISP could give all customers across all user groups the 

same service at a higher cost, while acknowledging that a certain group of customers may not be 

utilising the services to the fullest in off peak times. This could allow the ISP to temporarily provide a big 

proportion of these customer’s bandwidth to other users who may need it more, but still charge all 

customers for a full featured service package, which would earn more revenue for the ISP. Although this 

approach will lead better profits for the ISP, however, this could be risky from the SLA point of view. This 

is because on an average day during the of peak time when normally a casual user does not use the 

service, if they decide to use the service at the time which generally falls out of their routine usage, the 

customer may face service shortage or a poor speed due to the usual off-peak bandwidth allocation, 

which could lead to breaching the service terms stated in an ISP’s SLA. 

From the way a service provider chooses to offer the level of service to a certain customer, whether on a 

contractual-level or dynamically-controlled service, being in a position to identify how a certain group of 

users respond to QoE can hugely contribute towards the service providers making important decisions 

for maintaining a prosperous business. Therefore, the research documented in this thesis can make a 

real impact in the industry. 

9.2 Future Work 

 General Recommendations 

If one was to take this research further, studying the effects of jitter and delay on video calling such as 

Skype could be the next area of importance. In video-calling applications, it is often seen that when 

network is up without any congestion the video and audio during the call is seen to be very clear. 

However, as soon as the network becomes slightly unstable, which could be due to congestion, packet 

loss or delays, the video quality starts to degrade. It is frequently seen that the video may not be of a 

good quality, but people can still speak and understand each other. Then if the network quality keeps 

getting worse, there comes a point when two people struggle to understand each other due to the 

delays in reaching their voice on the other end. Then if the network quality drops even further, 

eventually the audio stops too leading to a silence. At this point, the call may not drop and the 

automatic call reconnect is attempted. If this call quality cannot be improved after a certain time despite 

of several attempts, the call then drops and both parties have to manually establish the call again. A 

study into the above-mentioned thresholds, i.e. what level of jitter/loss makes the video freeze initially 

or drops the call in the end, could be very enlightening. 

This research focused on progressive video-download, the mechanism used by YouTube to deliver a 

video to a user. An increment to this research could be studying the QoE on a file download, for 

example, many companies deliver commercial software by directing users to their download page on 

their website. An example is Ubuntu, when one wishes to get the open source operating system from 

Ubuntu they are asked to download the operating system in a file then proceed with the installation. 



Chapter 9 Discussion, Recommendations for Future Work, and Conclusion 

  Page 164 of 212

  

This downloading file could also be a high-quality video file from video subscription companies such as 

Netflix or Amazon Video. Research then could be done on the duration of the download normally versus 

in the presence of packet loss or/and jitter to determine what affects the file transfer more severely. 

Furthermore, it could be studied what causes the file to get corrupted during the download. Is it the 

packets getting out of order or the jitter becoming higher than a certain level? if so, what level of jitter 

could corrupt a file download? 

 Technical Recommendations 

Researchers wishing to utilise the ground-breaking features of this testbed are advised to take the 

following steps to take a full advantage of this testbed and ensure the accuracy of the results: 

1. It should be ensured that a stable version of Ubuntu operating system is used. 

2. Download the latest version/commit of the iproute2 from Github, refer to Section 4.11.1 on 

page 59 for instructions on how to do that. 

3. For NetEm commands, use the correct Ethernet interface that the client computer is connected 

to i.e. eth0, eth1, eth3, and so on, otherwise the input commands will throw errors. 

4. If producing custom delay distributions, ensure to use meaningful names for dist files in such a 

way that the file name describes the standard deviation/jitter used for a certain delay 

distribution table, otherwise it can be a long process to understand the jitter range from the 

statistical values given in a table. 

5. If using the bash scripts to automate the application of network metrics (jitter/delay, loss), 

ensure you are using correct names for delay/distribution tables and Ethernet interfaces. 

6. When experimenting on internet traffic, it should be ensured that a highspeed wired Internet 

connection is used and not a wireless hotspot. 

9.3 Conclusion 

The findings out of this research have valuable commercial advantages equally for the service providers 

and service consumers. Service providers can use the research results to understand customer needs in 

a more meaningful way, hence offer a better service. After service providers have addressed the issue 

with the help of this study, service consumers will potentially be able to get a more promising service as 

a value for their money.  

In addition to a use in commercial environment, the innovative testbed out of this research could be 

also be useful in academic research to study a range of network scenarios. This testbed is now being 

used by other researchers; such as the network research students at the university, and some start-up 

companies. 
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Appendix 

Appendix A Challenges Faced in Research 

Network Router Lab: The Challenges 

Experimentation with a testbed that contains real network components such as routers, switches, and traffic 

generators can be very productive and a beneficial learning experience. However, working within such an 

environment is prone to failures potentially leading to a slow work progress and even setbacks. 

In the subsequent sections, some similar challenges have been outlined that were faced during this research. 

Issues with the Remote Access to the Testbed 

The networks lab, a small-sized room without a window, that housed the testbed previously used for this 

research also had various other devices that were operating at the same time and used by other researchers. 

Considering the size of the lab and lack of ventilation as well as other noise of operational devices including 

the air-conditioning units, it was not ideal to work being physically present in the lab.  
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Therefore, for health and safety reasons and to focus on the experimental research itself in a productive and 

peaceful manner, it was advised to access the testbed remotely over a secure network and carry out the 

experimentations remotely. 

To access the lab facilities remotely, the standard process required was a two-step procedure. The first step 

in establishing a remote connection to the testbed was connecting to the university network securely. This 

prevented unauthorised access to the lab from other networks outside of the university. 

 

Figure A.1: A successful connection to the VPN 

Having connected to the university VPN, the second step of the procedure was connecting to the testbed 

server (named RLPortal) to be able to operate the testbed remotely. 

As the RLPortal was running Microsoft Windows Operating System, the remote connection was established 

using Remote Desktop Connection application from the host computer in use by the researcher. The IP 

address of the RLPortal and the user login credentials (set up beforehand) for the researcher were required 

to establish a connection with the server.  

 

Figure A.2: Establishing a remote connection with the lab server (RLPortal). 

Provided that the user was already connected to the VPN, and used their remote login credentials correctly, 

the remote connection to the RLPortal would be successful allowing the user to carry out experimentation 

on the testbed. 

Technical Difficulties Experienced 

In this two-step remote connection procedure, occasional failure was experienced in step 1, the VPN 

connectivity. Sometimes, the VPN server was down that did not allow the remote connection go past step 1.  
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Figure A.3: Old VPN server fails to allow VPN connection. 

As this old VPN server was not being monitored or maintained any more, it would take a long time to have it 

fixed and working again, which lead to setbacks a few times even during official demonstrations to potential 

research partners. 

Later the university VPN infrastructure was upgraded to the next generation OpenVPN based VPN servers. 

These new VPN servers were not only reliable but were maintained and monitored by the technical support 

for any technical issues. 

Networks Lab Overheating 

The lab got overheated several times leaving the testbed components to shut down, even with some of them 

burning out at one point. 

NetEm Testbed: The Challenges 

Designing the NetEm testbed, as it is in the current optimum state it is now, was not an easy task. Various 

obstacles were experienced along the way. However, the arising challenges were addressed chronologically. 

Testbed Design Model 

The initial challenge was to interpret the desired functionality into a model which could further outline the 

specifications of the design. At this stage, intensive research was carried out to study similar tools used in 

network research by other researchers. Various options with their pros and cons were considered. Some 

testbeds previously used consisted of a bigger proportion of software tools running on merely a single 

computer, i.e. simulations. However, this research was desired to be carried out on a set up that went 

beyond traditional network simulations. At the same time, one of the design objectives was not to 

complicate things unnecessarily. For instance, a traditional testbed approach would suggest to have three 

computers in the new testbed, the server to serve the content, a client to request and accept the content 

e.g. streaming, and a middleware computer working as a NetEmBox to add the required network 

degradations. But a simplified design could have only two computers, provided that merging the content 

server and NetEm on a single computer would not affect the operational performance and accuracy of 

results. 

Having compared technical aspects of both approaches, it was concluded that the desired functionality could 

be achieved with the two-computer-testbed design as well. This simplified design would reduce the 

possibility of running into unnecessary issues as in the case of a more complex design, when the testbed 
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consisted of three computers instead. Hence, following the two-computer-testbed design approach, the 

third middleware computer was eliminated and the middleware NetEm functionality was incorporated in the 

server computer. 

Server and Client Architecture 

After the design model had been laid out, which included two computers in the testbed, the next challenge 

was to plan the infrastructure for data flow between the two computers. The data flow would be such that 

the client would request some data and the server would respond to this request. To model this data-driven 

infrastructure, being able to answer the following questions could simplify the architecture design:  

1) What protocols would the client computer run? 

2) To respond to the client computer, what protocols would the server computer run and support to 

fulfil requests from the client computer? 

3) Scalability – what additional hardware/software resources would the server need in case more 

client devices required a connection? 

4) What sort of traffic flow needed to be facilitated between the server and the client? 

5) How much bandwidth would the link need to fulfil the client-server communication? 

6) To decide whether most of the decisions will be made by the client or the server, how much 

processing control was to be assigned to each computer, e.g. the client and the server? 

To be able to answer the above-mentioned questions, extensive research was conducted online and 

otherwise. Some of the resources that were referred to at this stage to assess the technical requirements 

were [173] [174] [175]. Then, from the implementation prospective of the client-server infrastructure many 

other resources were also accessed and [176] [177] [178] are some to mention. 

With this continuous exploration, it was determined the streaming capabilities of the VLC media player could 

be utilised that would significantly streamline the traffic flow infrastructure by providing a out-of-the-box 

network streaming feature. Hence, to incorporate this functionality in the testbed, the VLC documentation 

was referred to which then lead to achieving a major milestone of the testbed design, for details on this 

please see Chapter 4 on page 48. 

Replacing TFIFO with PFIFO in NetEm 

The default queueing discipline in NetEm is TFIFO. TFIFO, without being given implicit instructions to reorder 

data packets, reordered the packets during transmission. Consequently, in some experiments conducted in 

the beginning, the experimental results were not found to match the analytical equivalent results, due to the 

packets going out of sequence. This was indeed a significant concern as the research could not be progressed 

further until this unexpected packet ordering in transmission had been controlled. 

Having carried out some research, it was concluded that this unplanned packet order in NetEm was due to 

the default qdisc TFIFO, and this needed to be replaced with a PFIFO. Now, what made this challenge even 

more thought-provoking was the fact that nobody in network research had previously used the PFIFO in 

NetEm. Even if someone tried replacing the TFIFO qdisc with PFIFO in NetEm, there was no evidence of them 

being successful. 
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This posed a great challenge that was to be overcome. However, after several days reading up and 

attempting to implement PFIFO, the task was finally accomplished. This was an impressive achievement and 

a major milestone in testbed design as this was the solution to a well-known problem that NetEm throws at 

network researchers. Now, with this PFIFO implementation many researchers can take advantage of the 

powerful network emulation of NetEm in order to mimic real world network traffic, which could help these 

researchers take necessary design decisions from an ISP or manufacturer’s prospective. 

Testbed Advanced Interfacing and Connectivity 

A whole set of challenges arose further down the line during the advancement of NetEmBox testbed 

capabilities for accommodating a wider range of experimentation facilities. This would be in addition to 

experimenting on VOD traffic on a local network. The planned outcomes of the design were to be able to 

experiment on real Internet traffic such as YouTube and Skype. Furthermore, adding a wireless connectivity 

feature to the testbed was another objective at this stage.  

After conducting extensive research, trialling different approaches and investing many man-hours, 

eventually, all design outcomes were met successfully, and the posed challenges were resolved very 

methodologically. This innovative testbed will now be used by other network research students as well. This 

is a great contribution made to networks research at this university and in the field of networks in a wider 

view. 
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Appendix B Initial assessment of research related tools and skillset  

The initial planning suggested that the following skills and tools were required to conduct this research 

competently. 

Necessary Skills 

A good understanding and operational knowledge of the following was required. 

LabVIEW 

As the main program used for the design of algorithms was initially LabVIEW, having a good working 

knowledge of LabVIEW was mandatory to conduct the research. 

Internet Routers 

As the research focused on the QoS, it was apparent that having a good understanding of the design and 

operational principles of routers was of vital importance to carry out this research. 

CISCO Operating System 

As the routers used in the lab environment were provided by Cisco, therefore having an understanding of the 

operational commands and troubleshooting techniques of these Cisco routers was essential. 

Required Tools 

• A computer with average specifications; 

• LabVIEW software; 

• Remote Desktop connectivity capability; 

• Virtual Private Network (VPN) capability; 

• Access to the QMUL VPN, and; 

• Access to the Router testbed Lab. 

Further skills and tools were acquired when the research progressed, for details please refer to Section 1.3 

on page 19. 
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Appendix C A simple version of Instructions to operate NetEm with a 
PFIFO queue 

Firstly, to see the default queue setup in NetEm, execute: 

tc qdisc show dev eth0 

This will then return the status of default qdisc as shown below: 

qdisc PFIFO_fast 0: root refcnt 2 bands 3 priomap 1 2 2 2 1 2 0 0 1 1 1 1 1 1 1 

Although the default settings show PFIFO_fast as the qdisc, when the delay or loss is added from NetEm, the 

PFIFO functionality disappears on the interface status. This is due to the default behaviour of NetEm. The 

simplest way of keeping NetEm operating with a PFIFO queue is executing the following command after all 

instructions for delay, loss, and jitter: 

tc qdisc add dev eth0 root PFIFO limit 1000  

The limit is a variable and does not have to be a 1000. 

Checking the status of eth0 now will show the qdisc to be a PFIFO queue: 

qdisc PFIFO 8004: root refcnt 2 limit 1000p 

Although NetEm now shows the operating queue to be the PFIFO, any delay or packet loss added prior to 

executing the PFIFO command above will be discarded. To have network metrics (delay, jitter, loss) 

instructions to stay active at the same time as having the queue operating as PFIFO, one additional step 

needs to be taken, making use of handles mentioned earlier in Section 4.8 on page 52. As stated earlier, 

handles allow the use of more than one instructions (referred to as ‘filters’ in traffic routing terms) to be 

activated simultaneously.  

Hence, one can add delay and packet loss on the Ethernet eth0 (the interface in this case), and also instruct 

NetEm to use PFIFO with the following set of instructions: 

tc qdisc add dev eth0 root handle 1: NetEm delay 500ms 20ms 

tc qdisc add dev eth0 parent 1:1 handle 2: NetEm loss 10% 

tc qdisc add dev eth0 parent 2:1 PFIFO limit 1000 

To confirm the simultaneous activation of all of the above instructions, the interface status can be checked 

with the following command: 

tc qdisc show dev eth0 

The output is shown in Figure C.1. 
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Figure C.1: NetEm interface status – PFIFO queue has been activated along with packet delay and packet loss. 

From the interface status shown in the screenshot in Figure C., it is evident that the queue is operating as a 

PFIFO now with a limit of 1000 packets, and the added delay and loss are also active. Further testing was 

carried out with ping probing to be absolutely certain that PFIFO queue was operating as intended, and the 

results verified the PFIFO queue to be operational instead of default queueing discipline TFIFO.  

The tc qdisc add dev eth0 parent 2:1 PFIFO limit 1000 command would require executing 

every time the network metrics are changed on NetEm. However, the use of bash scripts to automate this 

will simplify the process significantly. 
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Appendix D Server-side Settings for VOD Streaming 

Server-side Network Settings 

Before the VOD streaming can be done, the server needs to be prepared for establishing a connection to the 

client, which may require a new network connection. The process has been described with the help of 

screenshots below. Note that these screenshots have been taken on the Ubuntu 14.04 operating system. 

1. Open/edit network connections: 

 

Figure D.1: Network connections graphical user interface 

2. Click Add, and choose Ethernet as a connection type then click 'Create': 

 

Figure D.2: Creating a new network connection 

3. Give a connection name: 
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Figure D.3: Naming the new connection 

 

4. Then in Ethernet tab, choose the Ethernet interface, e.g. eth1 in this case: 

 

Figure D.4: Assigning an Ethernet interface to a new network connection 

5. Then in IPv4 Settings tab, for Method, choose 'Shared to other computers': 
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Figure D.5: Choosing the network configuration for this connection 

 

6. Then in General tab, check the box for 'Automatically connect to this network when it is available'. 

Click 'Save' button: 

 

Figure D.6: Automatic connectivity option 

Now this newly created connection will be saved in the list of all available connections. 
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7. Open the list of connections by clicking the network icon in the top right corner of your desktop14, 

and click 'Edit Connections': 

 

 

 

Figure D.7: Accessing all saved network connections 

8. The newly created connection 'Internet Connection 1' will be present among all other connections: 

 

Figure D.8: Newly created connection seen in the connections' list 

This confirms that this connection was successfully created. 

9. To use this connection, go in the network connections icon (top right corner of Ubuntu Desktop) and 

click the connection name: 

                                                           
14 Specific to Ubuntu 14.04 operating system, the visuals may differ on other versions of Linux. 



Appendix 

  Page 195 of 212  

 

Figure D.9: Connecting via a network connection 

10. The network connection to the client will be established, and a confirmation notification will be 

shown: 

 

 

Figure D.10: Connection establishment confirmation 

For a successful connection, the client should be ready to establish this connection (a set-up connection on 

the client-side also required, please see Appendix E on page 201). 

Initiating Video Streaming from the Server 

Streaming of the VOD has to be started from the server before it can be accessed from the client computers. 

This process has been described below in easy to follow steps along with screenshots.  

1. Open the VLC player: 
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Figure D.11: VLC Player opened on the server computer on the NetEmBox testbed 

2. On the top menu bar of VLC in Ubuntu, go in the ‘Media’ drop-down menu and choose ‘Stream’: 
 
 

 

Figure D.12: Streaming option opens 'Open Media' window 

In this ‘Open Media’ window, click ‘Add’ button and choose a video to stream. Once a video has been added 

to the list, click the ‘Stream’ button as shown in the screenshot in Figure D.12. 

3. A ‘Stream Output’ window will then pop up showing the path of the video that is about to be 

streamed, click Next button: 



Appendix 

  Page 197 of 212  

 

Figure D.13: Streaming output options 

 
4. Now the ‘Destination Setup’ menu will open up, select your desired streaming protocol from the 

drop-down menu and click the ‘Add’ button next to it. In this case, the ‘RTP / MPEG Transport 

Stream’ has been selected. Now click Next: 

 

 

Figure D.14: Choosing the streaming protocol 

5. On the next window, the selected streaming protocol will be shown in a tab, along with three input 

fields requiring the IP address of the device that you are streaming to, a port number (which may 

already be selected), and a stream name. Once all of these three fields have been filled, click Next. 
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Figure D.15: Providing network details for the stream 

 
6. Transcoding allows the use of a different format for the streaming media. If desired to do so, check 

the box ‘Activate Transcoding’ and choose the desired format for transcoding from the drop-down 

menu for ‘Profiles’. The default profile can be used if no strict requirements are to be fulfilled. 

  

 

Figure D.16: Activating the transcoding 

When ready, click Next. 
 

7. Now check the box for ‘Stream all elementary streams’, and click the ‘Stream’ button: 
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Figure D.17: Streaming all the added video streams 

This will now start streaming the video(s), which can be opened from the client device from across the 
network. 
 

 

Figure D.18: Streaming starts 

 
For TCP streaming, it may also be desirable to set the Network latency to lowest in VLC preferences. To do 

that open VLC Preferences, go in the ‘Input / Codecs’ tab on the left hand, and in Network Section (on the 

bottom of this opened window) from the ‘Default caching policy’ drop-down menu choose ‘Lowest Latency’: 
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Figure D.19: The option to choose a lowest latency from VLC preferences 
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Appendix E Client-side Settings for VOD Streaming 

Client-side Network settings 

To create a new network connection on the client computer for playing-back a network streamed video, the 

following steps can be followed. 

1. Edit network connections and choose the option to create a new connection: 

 

Figure E.1: New connection on the client computer 

2. Give a name to the connection. For the testbed in this research, the name of the streaming server 

was given here, which was NetEmBox: 

 

Figure E.2: A meaningful connection name for this connecting to the server 

3. Assign an Ethernet interface to this connection, eth0 in this case: 
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Figure E.3: The Ethernet interface that would be used for this connection 

4. Choose the 'Automatic DHCP' in the method drop-down menu; this will allow the server to assign an 

IP address to the client automatically: 

 

Figure E.4: Client IP address allocation method 

5. Or if a particular IP address is required for this connection on the client computer, use 'Manual' 

method in the drop-down menu and assign the desired IP address: 
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Figure E.5: Assigning a manual IP address to client computer for server connection 

6. Now in 'General' tab, check the box next to the option “Automatically connect to this network when 

it is available”: 

 

Figure E.6: The option for connecting to the server automatically whenever possible 

7. Click save, and this newly created connection on the client computer will be saved and listed in 

Network Connections (under the open/edit network connections menu): 
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Figure E.7: Newly created connection, NetEmBox 

Now every time the client-server connectivity is required through this connection, choose this in the network 

drop-down menu, click it, and the connection will be established: 

 

Figure E.8: To connect to the server 

 

 

Figure E.9: Client successfully connected to the server 
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Opening a Network Streamed Video on a Client computer 

The steps below show how to open a network video stream initiated from the server on the network. 

1. On client computer, open VLC media player and on the menu bar, toggle ‘Media’ drop-down menu 

and choose ‘Open Network Stream’: 

 

Figure E.10: Opening a network stream in VLC on the client computer 

2. Now ‘Open Media’ window will open and ask for a network URL, enter the streaming protocol 

followed by the IP address to which the stream was sent from the server: 
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Figure E.11: Providing the steaming protocol and the IP address for VOD 

3. Now click ‘Play’ button, and the video that is being streamed from the server will start playing on the 

client computer: 

 

Figure E.12: The Client computer successfully opens the network streaming 

If the video does not play, go back to the server and ensure the video is still being streamed and has not 

stopped in case of a video clip with a short duration. 
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Appendix F Matlab Programs used in the Research 

Matlab code to create histogram from the RTT values 

The code below creates a histogram from the RTT values extracted out of the raw ping data. 

 

Matlab program to convert histograms into the PMF 

 

 

% The Round Trip Time (RTT) values extracted out of the ping data 
% are imported into Matlab. A variable called 'varName1,2,3...' 
% gets created that holds these values. 

  
% This variable 'VarName1' can now be used in the script 
% to refer to. 

  
% WARNING: ALTHOUGH THIS IMPORTED VARIABLE MAY BE CALLED 'VarName1...', BUT 
% THE VALUES STORED IN THIS GET OVERWRITTEN IF ONE DATASET IS IMPORTED 
% AFTER THE OTHER! IF UNSURE, IMPORT THE REQUIRED PING VALUES AGAIN. 
 

[n,x] = hist(VarName1) % creates a histogram of ping values 

  
histogram(VarName1,'BinLimits',[min(VarName1) max(VarName1)]) 

 
maxValue = max(VarName1) % finds the maximum value in the dataset 
minValue = min(VarName1) % finds the minimum value in the dataset 

  
indexmin = find(min(x) == x); % locates the smallest value in the graph data 
xmin = x(indexmin); 
ymin = n(indexmin); 
 

indexmax = find(max(x) == x); % locates the biggest value in the graph data 
xmax = x(indexmax); 
ymax = n(indexmax); 
 

strmin = ['Minimum = ',num2str(minValue)]; % labels the smallest value in the graph data 
text(xmin,ymin,strmin,'VerticalAlignment','bottom','HorizontalAlignment','center','Color','mag

enta','FontSize',12); 

  
strmax = ['Maximum = ',num2str(maxValue)]; % labels the smallest value in the graph data 
text(xmax,ymax,strmax,'VerticalAlignment','bottom','HorizontalAlignment','center','Color','blu

e','FontSize',12); 

  
% title to be modified depending on the applied loss level 
title('Applied Packet Loss = 0.1%; Packets Transmitted = 10,000') 
xlabel('Delay in milliseconds (ms)') % x-axis label 
ylabel('Number of packets') % y-axis label 

 
% end of program 

 

edges = 0:15:150  % used to extend the x-axis with a certain number of bins. 
[n,x] = hist(VarName1); % creates a histogram and stores in 'n' 
pmf = n./sum(n); % converts histogram to the PMF 
stem(x, pmf) % plots the PMF in stem graph 
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Matlab program for calculating standard deviation of the number of packets lost 

 

Matlab program to plot the error bar for loss values from all experiments 

 

 

 

  

 

% Calculating the error bar for all loss value experiments 

  
losses = [0.01 0.1 1 5 10]; % applied plp from NetEm 

  
mean_loss = [9.4 10.9 9.8 11.5 9.6]; % the average packet loss 

  
E = [1.1 1.7 1.5 3.19 2.22]; % standard deviation of number of packets lost 

  
errorbar(losses, mean_loss, E, 'rx'); % plots the error bar 

  
title('Error Bar Graph of Packet Loss') 
xlabel('Expected PLP(%)') 
ylabel('Number of Packets Lost') 

 
 

 

% This program calculates standard deviation of the number of packets lost 

  
x_i = [11 7 10 10 10 11 9 8 10 8]; % data values, to be filled in for each experiment  

  
runs = length(x_i)  % number of runs 
x_bar = 9.4;   % mean value of data 

  
s = 0;    % sum 

  
for counter = 1:runs 

     
    calc = ((x_i(counter) - x_bar).^2); % takes each value from the vector  

                                        % and uses in this one by one 
    s = s + calc;    % adds each calc value to the sum 
end 

  
std_dev = sqrt((s)/(runs-1))  % formula for standard deviation of packets lost 
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Appendix G Queue Model for Jitter 

The common NetEm offered features that have been used by the researchers in the past, have the same 

limitation as a traditional network lab, which is the inability of the NetEm delay jitter model to represent 

realistic network traffic models to reflect the behaviour of real world networks. The NetEm default method 

of inputting delay and jitter adds a fixed amount of delay on the outgoing traffic. NetEm also allows one to 

add variation to the added delay along with a correlation. However, the outputted delays are still generated 

from a small range of predefined values, and are hence not much like real Internet traffic that has a vast 

range of delay patterns.  

NetEm pre-loaded distributions Normal and Pareto can also be used to apply delays and jitter to Network 

traffic. However, there are some limitations due to which the produced delays on the interface still do not 

represent realistic delay patterns. Normal distribution, for example, does not allow implementation of delays 

larger than mean delay added with four times the standard deviation. As a result, it is not possible to study 

the long tails seen in real networks. In Pareto distribution, shape parameter alpha that is a positive number, 

is very sensitive to standard deviation which means alpha value has to be inputted very precisely to have a 

desired delay. NetEm, however, puts a limit on this input value by allowing entry of only two decimal places 

of precision, which as a result, does not give the required accuracy when the delay is added in a way allowed 

in NetEm by default. 

Creation of Bespoke Packet Delay Distribution 

This model starts with the literature on queueing in packet buffers. Beyond simple classical queue models, 

like the M/D/1 (for fixed packet lengths), the next most widely used model is the N*on-off/D/1, which also 

features fixed packet lengths, and in which N identical on-off traffic source models generate packets for 

queueing in a fixed length (but generally very large) buffer [79] [179]. Each source has a packet generation 

rate (when it is on) of R packets per sec, and 0 when it is off. On and off periods are assumed exponentially 

distributed with mean Ton and Toff respectively. This is shown in Figure G.1. 
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Figure G.1: Bespoke Packet Delay Distribution 

 

 

Figure G.2: Delay Distribution 

The procedure required to get a NetEm delay distribution model out of this Burst Scale queueing model is as 
follows: 

• Equate the Jitter to the standard deviation of the delay distribution shown in Figure G.2. 

• Note that the distribution model shown in Figure G.2 is the weighted sum of 2 geometric distributions: 

 p(d) = p. (pps(d)) + (1 − P). (Pbs(d)) (G.1) 

Where:  

d = delay 
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p(d) = Probability of the delay 

pps = Packets per second 

• Note that for the Geometric distribution, the mean ≈ standard deviation (in the limit, as the Gem 
becomes the Exponential, the mean is exactly equal to the standard deviation) 

• Parameterize the distribution model shown in Figure G.2 through the mean such that  

Chosen Jitter = overall mean of P(d) distribution, which is: 

 p. (PS mean) + (1 − p). (BS mean) (G.2) 

Where: 

PS = packet scale 

BS = burst scale 

• Choose service rate (bandwidth) of the link, and therefore set the packet service times too 

• Implement the above model in MATLAB, such that it can generate a stream of random number from 
this distribution 

• Use NetEm facility to turn these random numbers into a bespoke distribution, for details refer to 
Section 4.11 on page 59.
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Appendix H Recording the MOS 

Figure H.1 shows the survey sheet used for collecting MOS from research participants. 

Figure H.1: Survey sheet used in this research. 


