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Abstract—The rapid growth in the volume of  visual 

information can make the task of finding and accessing 
visual information of interest, overwhelming for users. 
Semantic analysis of image captions can be used in 
conjunction with image retrieval systems (IMR) to 
retrieve selected images more precisely.  To do this, we 
first exploit a Natural Language Processing (NLP) 
framework in order to extract concepts from image 
captions. Next, an ontology-based framework is 
deployed in order to resolve natural language 
ambiguities. The novelty of the proposed framework is 
that the combination of LSI with the Ontology 
framework enables the combined framework to tolerate 
ambiguities and variations in the Ontology. A key 
feature is that the system can find indirectly relevant 
concepts in image captions and thus leverage these to 
represent the semantics of images at a higher level.  
Experimental results show that the use of LSI based 
NLP combined with an ontological framework 
significantly enhances image retrieval. 

 
Index Terms—image retrieval, latent semantic indexing, 
natural language processing, knowledge base, semantic 
model, Ontology. 

I.  INTRODUCTION 

Documents on the Internet are often composed of 
several kinds of multimedia information when 
accessed for personal, entertainment, business, and 
scientific purposes. There are many specific content 
domains, of interest to different communities of 
users. One such content domain that has strong 
universal appeal is the sports domain [1]. Multimedia 
content can benefit from a multimedia specific 
retrieval system, rather than using a traditional text-
based retrieval system. Concerning image retrieval 
systems, there are several schemes to retrieve images 
from content collections such as: Content-Based 
Retrieval (CBR) [2], [3], [4]; automatic classification 
of objects and scenes [5], [6], [7], [8], [9]; relevance 

feedback from users [24], [25], and image and region 
labelling [26], [27], [28]. 

However, there are often considerable differences 
between human users’ high level interpretation of the 
semantics of visual information and the low-level 
visual features that can be automatically extracted, 
creating the so called ‘semantic gap’ between these. 
CBR and current text-based retrieval approaches are 
still far from being able to support semantic-based 
access. Consequently, the field of Semantic-Based 
Visual Information Retrieval (SBVIR) has been 
established and has become a notable research theme 
for multimedia information retrieval [6] [7]. While 
numerous ways of performing this task have been 
proposed and implemented, this field is still very 
much in its infancy, and most of the associated 
problems remain unresolved. 

One promising approach to enhance visual image 
retrieval has been to supplement image content 
analysis with textual annotations associated with the 
image. In fact, even when content-based techniques 
are applied, textual information surrounding images 
should not be disregarded since it often includes some 
form of human generated description of the image. 
Image captions can be exploited to help create a 
knowledge base for the semantic representation of 
images. 

The rest of this paper is organized as follows. In 
Section II, state-of-the-art frameworks are surveyed 
and their limitations are analysed. In Section III, the 
design of the proposed framework infrastructure is 
described. Section IV describes and discusses the 
application of the framework within the sports 
domain and experimental results. Section V presents 
our conclusions and discusses further work. 
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II.  RELATED WORK 

A.  Problem Requirements 
Before analysing existing solutions, the formal 

requirements for image retrieval systems are 
identified. These requirements will serve as a basis 
for discussion in later sections. Generally, there are 
several factors inhibiting IMR systems from 
retrieving images: 

1) Ambiguity of natural language descriptions: 
synonyms, polysemy and word inflection can 
generate false positives with algorithms that are 
designed to perform exact key word matches. An 
example of a polysemy problem is the query “Find all 
images of athletes from the USA”. The query implies 
a distinction between the term USA being used to 
relate to the nationality of the athlete rather than 
relating to the location of the sporting event. 
Keyword matches will not be able to distinguish 
between these two different relations. 

2) Indirectly relevant concepts: there are many 
cases where specific concepts are not mentioned 
directly in the text captions but which can be inferred 
semantically and can be used as part of semantic 
searches. An Ontology-based framework can provide 
the background knowledge needed to automatically 
expand terms in captions into other relevant concepts.  

3) Metadata incompleteness: image captions may 
not supply all the required information in order to 
represent the semantics of the image. These 
uncertainties lower the precision for which the 
semantics of images can be defined. IMR frameworks 
may be able to generate the missing information 
though semantic inferences of knowledge contained 
in the Ontology framework. 

4) Heterogeneous Ontology Commitment and 
subjective use of concepts in applications: although 
the use of a domain Ontology model has the potential 
to improve image retrieval within that domain, 
different communities of users will likely use 
different conceptualisations and different concept 
dependencies or commitments [10], e.g., “A football 
is a type of ball that is kicked”. The concept 
“football” commits to the concept “kicked” in order 
to define it.  Another use may define a different 
commitment such as a “ball that can be headed”. 
Ontological commitments reflect the subjectivity of 
different uses of the Ontology in applications. 
Ontological commitments need to evolve 
dynamically through usage and experience. They can 
seldom be completely fixed in advance of usage and 
through limited usage. A framework is needed that 
can handle multiple ontological commitments and 
which allows commitments to be maintained during 
operation. Typically heterogeneous ontology 
commitments are handled through a process of either 
aligning or merging. Noy and Musen [40] define 
merging as the creation of a single coherent ontology 
that includes the information from all the sources. 

They define alignment as a process in which the 
sources must be made consistent and coherent with 
one another but kept separate. 

B.  Surveyed Systems 
Several approaches have been suggested to 

improve image search relevance and precision using 
image captions [12] [13] [14], [15]. This section 
focuses on a discussion of Ontology-based 
frameworks.  

Wang and colleagues [16] have proposed a data-
driven approach for image retrieval that uses Web 
images and their surrounding textual annotations as a 
source of training data to bridge the semantic gap. 
Using the WordNet thesaurus, the system is able to 
resolve synonym problems. Their framework 
supports automatic metadata extraction from Web 
pages using a vision-based web page analysis 
technique. However, this data-driven framework 
cannot perform semantic searches because the system 
does not store the semantic relationships in its 
knowledge base.  

Schreiber et al [17] have explored the use of 
knowledge contained in Ontologies to index and 
search collections of images. Their proposed system 
can support semantic relations in annotations. 
However, their indexing process is done manually. 
Thus, it is difficult to scale this up, to support a high 
volume of images.  

The Multimedia Thesaurus (MMT) [18] defines a 
facility for expressing explicit semantic relationships. 
The LSI algorithm has been used in order to solve NL 
ambiguities and to support image content 
subjectivity. However, the system does not 
satisfactorily address incompleteness e.g., some 
media data might not be classified into any concept in 
a knowledge-based model. It is not clear how the 
system deals with this situation. The MediaNet [19] 
framework deals with the uncertainty problem by 
trying to predict image concepts when textual 
information is not supplied. Experiments with 
MediaNet have shown that its classifiers and the 
summarized annotation of images using WordNet 
result in improved accuracy. However, heterogeneous 
ontology commitments are not supported by 
MediaNet. 

Zheng et al. [32] have proposed an Ontology-based 
image retrieval framework. However, this knowledge 
base is encoded in XML which cannot capture the 
semantic relationships between concepts and their 
ontological commitments. 

Karanastasi et al. [33] have proposed an approach 
for semantic processing of NL queries. The OntoNL 
framework exploits WordNet [30] and takes into 
account a number of parameters regarding the 
characteristics of the Ontologies and the types of 
users. This framework focuses on query processing 
and query expansion rather on knowledge acquisition 
based on image captions. 
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Figure 1.  High-level architecture to support knowledge-based searches  

MPEG-7 is a standard for multimedia content 
description that can be used for knowledge-based 
multimedia retrieval and filtering. The use of XML 
MPEG-7 is oriented to video rather than images. 
Several frameworks, [34], [35] and [36], have 
proposed the use of semantic based models as 
extensions to MPEG-7. This can create 
interoperability problems because there are several 
ways to assign semantics to the MPEG-7 content 
structures [37], [38].  

A.  Limitations of Surveyed Systems 
Many of the surveyed systems address the issue of 

natural language ambiguity. This is because this was 
one of the main motivations for using Ontologies in 
the first place. However, there are still some issues 
which are not adequately addressed as follows.  

Firstly, heterogeneous ontology commitments are 
not handled by most systems. It is difficult to build a 
complete and appropriate Ontology covering different 
applications in a domain, in one step. Thus, an 
Ontology-based IMR framework should support 
heterogeneous Ontologies and semantic metadata.  

Secondly, indirectly relevant concepts are often not 
used for image retrieval. Although some specific 
terms or concepts are not mentioned directly in the 
image captions, it is possible that they are still 
semantically relevant to images.  

Thirdly, the issue of missing metadata concepts in 
text captions is often not addressed. There are several 
causes for incomplete image captions. The image 
captions may not provide all the information required 
to instantiate the Ontology model. Some text captions 
may not match any Ontology concepts in the 
semantic model and some images may come without 
text captions.  

The framework presented here addresses these 
weaknesses. This represents the main novelty and 
contribution of this paper.  

III.  PROPOSED FRAMEWORK 

Fig. 1 presents a high-level architecture for the 
proposed framework.  In this section, the methods for 
representing, discovering, storing, and querying the 
knowledge-base, are described.  

Knowledge acquisition consists of several sub-
processes. Web documents in HTML format are 
processed in order to extract their text information. A 
semantic metadata generator uses NLP in order to 
extract metadata from the text captions.  Later, this 
metadata can be expanded into other relevant 
metadata and stored as part of the knowledge base, in 
RDF format. Latent Semantic Indexing (LSI) is 
performed in parallel with the semantic metadata 
generation process in order to find the 
interrelationships between terms and images using a 
vector space model. A vector space model is an 
algebraic model for representing text documents as 
vectors of identifiers such as index terms. If a term 
occurs in the document, its value in the vector is non-
zero. This is widely used in traditional information 
retrieval system and is able to compensate for NLP of 
captions which may generate incomplete metadata. 

Knowledge deployment applies the Ontology 
model in order to support semantic queries on image 
captions. Again there are several sub-processes 
involved: eliminating stop words within captions, 
automatically formulating queries to be represented 
as SPARQL queries1 and compensating for missing 
concepts in the image caption. The SPARQL query 
performs a semantic search on the RDF file and 
returns results to a user. To ensure that the results are 
relevant to the query, a statistical computation, in the 
form of a cosine similarity measurement, is 
performed. 
 

   
                                                           
1 SPARQL query, See http://www.w3.org/TR/rdf-sparql-query 
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Figure 2.  Graph-based semantic model 

In some cases, an Ontology-based search may fail 
to find relevant images because there is no relevant 
metadata in the Ontology model. In this case, the 
system will activate the LSI component to compute 
the similarity of queries and indexed concepts using a 
vector space model. Then, results from LSI can be 
used to supplement the results from the Ontology-
based search. We call this process results 
compensation. This is described in more detail in 
subsequent sections. 

A.  Knowledge-based Representation 
The core component of the system is a knowledge 

based (actually an Ontology-based) model. The use of 
Ontologies to describe image documents provides a 
means to define well structured concepts and 
conceptual relationships which can subsequently ease 
the task of annotation and retrieval. To define 
semantic annotations for sport images, it is 
partitioned into two sub-Ontologies: a Domain 
Ontology and an Image annotation Ontology as 
proposed in [16].   

The Domain Ontology describes the vocabulary 
and background knowledge for the subject domain of 
images. This defines two main classes 
‘Subject_matter’, and ‘Image_features’ with a 
numbers of related properties. The Subject_matter 
class is sub-classed into the various types of domain 

concepts that are needed to describe a sport image, 
such as Athlete, Event, Place, and Sport. The Image 
Feature class represents metadata about image 
features e.g. image format (e.g., jpg), size, and the 
resolution of an image. 

The Image annotation Ontology is designed to 
store the annotations of images in the sports domain. 
It corresponds to three main aspects of the image 
such as: what the image depicts; how, when, and 
where the image is recorded; how the image is stored.  
This ontology provides a template for sports image 
annotation.  

The Image annotation Ontology and the Domain 
Ontology are linked together via properties defined as 
a ‘metaclass’ in the Image annotation Ontology. Fig. 
2 presents a graph-based semantic model for the 
proposed framework.  

B.  Knowledge-based Discovery from Text Captions 
The main focus of this process is to extract 

knowledge from image captions and to store this 
extracted knowledge in a semantic model. Firstly, the 
image captions are parsed from HTML files and then 
a NLP framework processes those text captions and 
generates outputs as XML files. We deploy an 
established NLP framework called ESpotter [29] 
rather than to develop our own. 
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Figure 3.  Sub-processes for semantic metadata generation  

 
Another popular framework for NLP is the GATE 
framework2. Although the GATE framework includes 
some useful inbuilt functions compared to ESpotter, 
e.g., for exporting metadata to relational databases 
such as Oracle and PostgreSQL, the downside of 
GATE is that it is more complicated to use, to 
configure, and to export metadata in XML format. 
ESpotter supports more efficient lexicon and patterns 
recognition and exports its results in XML format. 
These XML documents will then be parsed to form 
the initial metadata using a ‘metadata generation’ 
process and stored in a relational database (RDBMS). 

In practice, semantic metadata is often ambiguous. 
For example the sentences, “Athlete David from the 
United Kingdom” and “Games of the XXX Olympiad 
will be held in the United Kingdom” uses ‘United 
Kingdom’ with respect to two different semantic 
relations: as a nationality for an athlete and as a host 
country. This ambiguity for the term United Kingdom 
cannot be resolved using syntactic keyword matches 
alone. Therefore, a Knowledge discovery step is 
required to disambiguate the metadata. To find the 
most appropriate ontology entity, a statistical 
technique TF-IDF [38] is applied to do this. The TF-
IDF (term frequency–inverse document frequency) 
weight is a weight often used in information retrieval 
and text mining. This weight is a statistical measure 
used to evaluate the most similar concept in the 
Ontology to the word being considered.  

Following disambiguation, knowledge discovery 
performs further metadata processing in order to finds 
any implicit relationships amongst the Ontology 
concepts in the metadata. To do this, semantic rules 
are applied to expand the metadata to other relevant 
concepts. Consequently, new metadata may be 
associated with an image. For instance, if the date in 
the text caption of an image is detected as           “20 
September 2000”, this picture is considered to have a 
relationship with the Sydney Olympic Games which 
took place in year 2000 in Sydney (the host city), and 
Australia (the host country). This serves to handle the 
metadata incompleteness requirement which is 
addressed in section II. Simple rules are used mainly 
for expanding metadata to other relevant concepts 
                                                           
2 GATE framework, See http://www.gate.ac.uk 

which may be absent in text captions e.g., subtype of 
sport (field event, track event, aquatic event etc.), 
host city, host country, and name of the Olympics 
games.   An example of a simple semantic rule which 
is expressed in first-order logic is shown below. In 
this paper, we apply our framework to the Olympics 
Games domain only. This enables us to use a one-to-
one mapping between the time, place and event. This 
does not take into account other sport events in the 
current of implementation. An example semantic rule 
is shown below: 

 
The overall aim is to generate semantic concepts 

from caption instances that align with concepts in the 
Ontology model. However, the Ontology model may 
not capture all the Ontological commitments and 
capture application specific uses of terms used in the 
captions. Hence, some concepts identified in the 
captions may not be matched with any particular 
Ontology concept but may still be important for the 
meaning of an image. For example, the NLP 
framework extracts the concepts ‘victory’ or 
‘celebration’. These concepts are associated with the 
winner or results of a sports event.  Although the 
Ontology does not currently contain these concepts, 
they are not discarded, they are assigned to the 
‘otherDetails’ entity in the Ontology model. Further 
work will investigate more advanced ways of 
expanding the Ontology through use. 

It is not assumed that the quality of the generated 
metadata reaches the same quality as the manually 
created metadata. Therefore, manual correction and 
annotation of metadata are also supported. Fig. 3 

Add x to M (metadata) if all of the following conditions 
hold: 
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Add Event(x) to metadata of a given image if an image 
contains PhotoDate that happens during the given 
event. 



illustrates the sub-processes for the semantic 
metadata generation process.    

LSI is currently exploited in this framework (Fig. 
1) to solve the subjective use of Ontology and to 
support the heterogeneous Ontology commitments 
problem. After textual information is parsed from 
HTML documents, stop words (unimportant words) 
are removed. Then the remaining keywords are 
stemmed to link variations in words to a common 
base or root form. LSI creates a term-image matrix 
which contains the numbers of terms (row) that have 
appeared with the image (column). This frequency is 
used to determine the degree of importance of those 
terms to the image. The term weight in each 
document is represented in the matrix format where 
rows represent keywords and columns represent the 
image (identified by an image ID). Fig. 4 shows an 
example of the LSI matrix and the term weights 
(TW). 

 
Keywords img1 img2 img3 img4 img5 

Olympiad 0.577 0.707 0.707 0 0 
Tennis 0.577 0 0.707 0 0 
AGASSI 0.577 0.707 0 0.577 0.577 
USA 0 0 0 0.577 0.577 
Celebrate 0 0 0 0.577 0.577 

 

Figure 4. LSI matrix after assigning weights to each term 

Each term will be assigned a weight to show the 
importance of that term to the image. Term weight 
(TW) is a product of local weight (Lij), global weight 
(Gi), and normalization factor multiplication (Nj). 
Various term weighting formulas have been proposed 
by several researchers. Erica el at [20] undertook 
experiments in order to evaluate and compare several 
term weighting schemes. Therefore, we selected some 
formulas they suggested. To compute the local term 
weight, the Square root scheme (SQRT) [20] formula 
was selected. Equation (1) gives the SQRT formula.   

                         = Lij  
0 if                       0

0 if    15.0

=

>+−

ij

ijij

f

ff          (1) 

where fij is the frequency of term i in image j. The 
global weights (Gi) are functions of how many times 
each term appears in the entire collection. The 
Inverse Document Frequency (IDFB) [20] method is 
deployed for the global term weighting computation. 
Equation (2) gives the IDFB formula. 
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where N is the number of images in the collection and 
ni is the number of images in which term i appears. 
The normalization factor compensates for 
discrepancies in the lengths of the documents. 
Equation (3) shows normalization formula. 
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The term-image matrix information is stored in the 

form of a table in a RDBMS. This information is 
useful when a IMR system fails to find relevant 
images due to heteroegneous ontology 
conceptualisations and commitments. This issue will 
be described in detail in section D.  

C.  Knowledge-based Storage 
The semantic metadata generated by the metadata 

generation process is stored in a RDBMS. MySQL is 
used in this framework. To be able to use this data in 
a semantic context, it is mapped to the Ontology to 
give data a well defined meaning. RDBMS offers a 
robust management system to enable semantic 
metadata to be shared, exchanged, and integrated 
from different sources and enables applications to use 
data in different contexts. The semantic metadata 
model itself is represented in RDF3, the Resource 
Description Framework, which can be represented as 
a directed graph consisting of nodes and directed arcs 
linking pairs of nodes (Fig. 1). RDF was chosen as it 
represents a compromise between supporting named 
relationships between concepts, being efficient to 
parse and supporting a standard query language. 
Although, other representations such as OWL4, the 
Web Ontology Language, are more semantically 
expressive, OWL is far more complex to process and 
query. RDF data structures must be mapped to 
RDBMS structures and vice versa.  There are two 
approaches for mapping metadata in RDBMS form to 
RDF form, using direct or indirect mappings [21]. 
• Direct mapping: is a direct mapping from the 

relation database schema to the RDF. This generic 
approach can be useful in many cases, but 
sometimes it may lead to difficulties in reflecting 
changes in the database structure. 

• Indirect mapping: uses application logic to access 
data. Some content management systems provide 
APIs and the application logic as a source of 
information to be exported into RDF form. 

In this research, a direct mapping scheme is used to 
map the stored data from a MySQL database to the 
RDF/XML format using a JDBC connector. The 
mapping architecture is shown in Fig. 5. 

                                                           
3 The Resource Description Framework (RDF), See 
http://www.w3.org/TR/REC-rdf-syntax/. RDF adds support for 
named associations between concepts to XML. 
 
4 The Web Ontology Language (OWL), 
http://www.w3.org/TR/owl-ref/. OWL adds support to RDFS for 
range and domain constraints, existence and cardinality constraints, 
transitive, inverse and symmetrical properties and for logic. 



 
 

 

 

 

 

Figure 5.  RDBMS to RDF mapping  

 
Our mapping process is inspired by Berlin [31] and 
consists of the following steps: 

1) Selection of a record set from the database using 
SQL: The initial metadata is retrieved from the 
MySQL tables using the SQL select command. 
The record sets returned from the query are 
grouped by the ‘imageID’ column. 

2) Creation of instances and identifiers: The Jena 
API5  (Application Programming Interface) is 
deployed to create the Ontology concept instances 
and their properties, corresponding to the 
Ontology model given in Fig. 2.  

3) Mapping of the grouped record set metadata to 
properties of instances: The grouped record set 
metadata is assigned to the ontology entities 
created in step 2. 

The contribution of this process is to automatically 
apply an Ontology-based model to restructure 
semantic concepts in the natural language captions 
into a semantic or hierarchical structure which 
contain the relationships between the metadata and 
associated concepts. 

D.   Knowledge-based Image Retrieval 
The query keywords from users are first 

tokenized. Then stop words are eliminated. Stop 
words represent the frequently occurring, 
insignificant words that appear in a text document. 
Common stop words include: a, an, the, in, of, on, 
are, be, if, into, which etc.These words do not provide 
a significant meaning to the documents or images in 
this research. Therefore, they should be removed in 
order to reduce ‘noise’ and to reduce the computation 
time.  

The SPARQL query language is a W3C 
recommendation for querying data from RDF 
documents which form part of the the knowledge 
base. A query returns a list of instance tuples that 
satisfies the query. If the tuples  only comprise 
domain concepts, the images that are annotated with 
these instances and can simply be retrieved. When a 
user inputs the query into the system, stop words are 

                                                           
5 Jena library, See http://jena.sourceforge.net 

removed and then the query is transformed ino a 
SPARQL query automatically. For example, “Find 
all images about a particular field event X”. Then, 
this user query can be formulated as: 

 
SELECT ?photograph  

WHERE { ?photo sport:Sport   ?subType. 

  ?subType sport:hasSportType  ?athletics 

               ?atheletics sport:subAthletics  ?fieldEvent} 

 
If the proposed IMR system fails to find relevant 

images using the semantic model, LSI is activated to 
compute the similarity of concepts between the query 
and indexing terms using cosine similarity. The 
results of LSI will then be used instead of the 
knowledge-base search results. In other words, the 
performance of the framework will degrade better 
when Ontology conceptual variations occur, by 
compensating with the LSI results. Equation (4) 
defines the cosine similarity formula. Let { }N

iiP 1= be 
the set of all images in the collection, query (Qi) and 
image (Pij) have t terms and their associated weights 
are WQik and WPijk respectively, for k=1 to t. The 
similarity between the query and image is measured 
using the following inner product: 
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IV.  IMPLEMENTATION AND EVALUATION 

For the purpose of experimental evaluation, a 
collection of sport images from the Olympic 
organization website6 was assembled.  Our 
framework was tested by selecting sample queries, 
and compared to the Lucene7, full-featured text 
search engine. In the current stage of implementation, 
                                                           
6 http://www.olympic.org 
7 http://lucene.apache.org 
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we only deal with textual information to build the 
knowledge base. Therefore, it is sufficient to compare 
our framework only with the text-based search part. 
Four hundred images were used for testing. The test 
environment was implemented using Java 1.6 and 
Jena APIs version 2.5; MySQL version 5.0 was used 
for storing the initial metadata; and Lucene version 
2.3.2 was used for a comparative evaluation. 

A.  Hypotheses Evaluation 
To evaluate the retrieval performance of our 

framework, some hypotheses were established against 
the requirements of the IMR given in section II. The 
main hypotheses evaluated are the following:   

Hypothesis 1 (H1): The ontology model can be 
combined with the NL system to help overcome the 
NL ambiguity problem. Our framework enhances the 
correct interpretation of query keywords depending 
on their meaning rather than on their syntax matching 
between search terms and terms in the text captions.  

Hypothesis 2 (H2): The semantic model can find 
the indirectly relevant concepts which are not 
identified explicitly in the document text. As 
discussed in section II-A, sometimes, some specific 
concepts are not mentioned directly in the text 
captions but they might be semantically relevant. 

Hypothesis 3 (H3): Ontology-based searching 
provides an acceptable level of information retrieval 
performance even when Ontology variations are 
present. The retrieval performance of the ontology 
technique is expected to be not worse than the 
keyword-based search even though there are 
heterogeneous ontology conceptualisations and 
commitments within a domain. 

B.  Retrieval Performance Measurement 
The two classical measures used to evaluate the 

performance of information retrieval systems are 
precision and recall.  Precision is defined as the 
number of relevant documents retrieved, divided by 
the total number of documents retrieved by that 
search. Recall is defined as the number of relevant 
documents retrieved, divided by the total number of 
existing relevant documents (which should have been 
retrieved). Let A denote all relevant documents (as 
specified in a user query) in the document collection. 
Let B denote the retrieved documents which the 
system returns for the user query. 
• Precision is defined as the portion of relevant 

documents in the retrieved document set, i.e. 
                                                                                     

B
BA

Precision
∩

=  (5) 

 
 

• Recall is defined as the portion of relevant 
documents that were returned by the system and 
all relevant documents in the collection, i.e. 

                                                  

A
BA

Recall
∩

=  (6) 

Using precision-recall pairs, a so-called precision-
recall diagram, can be drawn that shows the precision 
values at different recall levels. In this paper, the 
retrieval performance is reported using the 11-point 
Interpolated Average Precision graph [22]. The 
interpolated precision Pinterp at a certain recall level is 
r defined as the highest precision found for any recall 
level rr ≥' : 

                                                              
rr'     ,)(r' maxrPinterp ≥=)(  (7) 

 
In order to evaluate the retrieval performance of 

two systems, the F score is also employed [23]. The F 
score is the harmonic mean of recall and precision, a 
single measure that combines recall and precision. 
The value of F score is between [0, 1]. An F score of 
0 means no relevant documents have been retrieved, 
and the F score of 1 means all retrieved documents 
are relevant. The harmonic mean F assumes a high 
value only when both precision and recall are high. 

Therefore, the determination of the maximum 
value for F can be interpreted as an attempt to find 
the best possible compromise between recall and 
precision. Equation (8) shows the F score formula. 
 

Recall Precision
Recall  Precision2score  F

+
××

=  (8) 

C.  Selecting the Uuser Queries to Evaluate 
To evaluate the main hypotheses, the results of a 

classical full-text search engine (Lucene) have been 
compared with the results from of our framework. 
Test queries in this experiment have been selected to 
evaluate the hypotheses as follows. 

Sample Query 1 (Q1): Find all images of any 
athletes with a specific nationality who compete at a 
specific location e.g., USA athletes in Australia.  This 
query is used for NL ambiguity testing. In a data-
driven IMR, the system cannot distinguish between 
‘USA athletes in Australia’ versus ‘Australia athletes 
in USA’. The knowledge-based IMR is expected to 
return images which contain USA athletes which 
participate in Australia rather than images of 
Australia athletes which participate in USA. 

  



 TABLE I.  
QUERIES AND CONCEPTS WHICH ARE SPECIFIED AS THE CONSTRAINT IN A QUERY FOR SEARCHING 

Query 
Concepts 

Athlete Sport Event Place Image_ 
features 

Q1: Find all images of any athletes with a specific nationality - -  - 
Q2: Find all images of field sport. -  - - - 
Q3: Find all images of a specific sport in a specific Olympics 
Games e.g., swimming in Sydney 2000 -   - - 
Q4: Find all images of a specific host city e.g., Barcelona - - -  - 
Q5: Find all images of a specific Olympics Games - -  - - 
Q6: Find all images which has a specific file size e.g., < 3 MB - - - -  
Q7: Find all images of a specific athlete participating in a 
specific host country e.g., Agassi in USA 

- - - 
Q8: Find all images  of  track event which has a specific file size -  - -  
Q9:  Find all images related to a specific host country - - -  - 
Q10: Find all images a specific event e.g., opening ceremony - - - - 
Q11: Find all images of an athlete in a specific Olympic Games 
participating in a specific host city e.g., Popov in the XXV 
Olympiad, Moscow 

 -  
 

- 

 

(a)         (b)            (c) 
 

Figure 6.  Experimental results comparison for the knowledge-based search and the keyword-based search

Sample Query 2 (Q2): Find all images related to 
the sub-concept of sport type, e.g., a field event.  A 
field event usually refers to all the kinds of sports that 
athletes perform in the field e.g., hammer throw. This 
query aims to test the H2 hypothesis. Image 
descriptions in the collection usually only mention 
the sport name. They do not refer to the sub-concept 
of the particular sport. Therefore, an IMR framework 
should recognize these sub-concepts automatically. 

Sample Query 3 (Q3): Find all images of a specific 
sport type in a particular sport event. This query aims 
to test the H3 hypothesis. To do this, some 
information of images in Ontology is deliberately 
deleted, resulting in incompleteness in the ontology, 
e.g., we delete information about swimming images 
for the Sydney 2000 Olympics games. The query then 
fails to find relevant images, using the semantic 
model alone. Our framework will then in turn be 
triggered to use the LSI results.  

 
 

In this experiment, we select the various sample 
queries which traverse each concept in the semantic 
model (Fig. 2). Table I shows the sample queries 
against the concepts which are traversed by the 
knowledge-based search algorithm. Here ‘ ’ means 
that the concept is visited by the knowledge-based 
search and ‘-’ means that the concept is not visited by 
the search algorithm. For example, Q1, Find all 
images of any athletes with a specific nationality e.g., 
images of USA athletes participating in Australia. 
This query is about athletes and places for the 
Olympics Games. Hence, the search traverses or 
visits the ‘Athlete’ and ‘Place’ concepts. If a visited 
concept consists of sub-concepts e.g., the ‘Sport’ 
concept, the knowledge-based search engine also 
visits related sub-concepts for concepts contained in 
the query. For example, Q2, Find all images about 
field event. As shown in Fig. 2, the ‘Field event’ is 
the sub-concept of the ‘Sport’ concept. Thus, the 
‘Sport’ concepts are visited in order to retrieve 
information for the ‘Field event’ concept.  
 



  

TABLE II 
 RECALL, PRECISION, AND F SCORE COMPARISON FOR TWO SEARCHING APPROACHES 

Types of 
Queries 

Queries Recall Precision F score 

Knowledge Keyword Knowledge Keyword Knowledge Keyword 

Simple 

Q4 100% 100% 100% 100% 100% 100% 

Q5 100% 100% 100% 100% 100% 100% 

Q6 100% 100% 100% 15% 100% 26% 

Complex 

Q7 89% 56% 89% 83% 89% 67% 

Q8 100% 75% 86% 82% 92% 78% 

Q9 100% 8% 80% 25% 89% 13% 

Q10 63% 100% 100% 67% 77% 80% 

Q11 100% 63% 100% 19% 100% 29% 

Average 94% 75% 94% 61% 93% 62% 
Note: the KB-search = the Knowledge-based search, and the KW-search = the Keyword-based search. 

 
(a) 

 
(b) 

Figure 7.  Precision and recall comparison between the knowledge-based and keyword based techniques 

 

D.  Empirical Results and Evaluation 
The proposed system was tested with 400 images 

and text captions taken from the Olympic website. 
The ontology was created during the knowledge 
extraction step with 2,550 instances stored in a RDF 
file. The experimental results were reported in three 
precision and recall graphs which are shown in Fig. 6 
a, b, and c. 

For Q1, the H1 hypothesis states that “The 
ontology model can handle NL ambiguity”. As Fig. 
6a shows, the knowledge-based search is superior to 
a keyword-based search. The semantic search 

supports the expression of more precise information, 
leading to more accurate answers. For example, in a 
keyword-based system, it is not possible to 
distinguish a query ‘USA athletes participate in 
Australia’ versus ‘Australia athletes participate in 
USA’ but it is possible with a semantic (SPARQL) 
query. All athlete instances and semantic 
relationships matched to the SPARQL query will be 
retrieved. The SPARQL query for Q1 is shown as 
follows: 

 
 



 
SELECT ?photoID, ?photoPath  

WHERE { ?photo sport:hasAthlete ?athlete. 

  ?athlete sport:hasNationality ?nationality 

  ?athlete sport:paticipateIn ?hostCountry 

FILTER (regex(?nationality, “USA”,”i”) && 

 regex(?hostCountry, “Australia”,”i”)}  

 
This SPARQL query will ignore the ‘Australia 
athletes’ -participate - ‘USA’ relationship and other 
relationships which are not expressed in the query. 
This mechanism dramatically improves precision and 
recall compared to the keyword-based search. The 
H1 hypothesis is successfully evaluated.  

The H2 hypothesis states that “The semantic 
model can find the indirectly relevant concepts which 
are not identified directly in the document text”.  To 
evaluate this hypothesis, query (Q2) is specified 
using some keywords which do not appear directly in 
the text captions. In this example, a user wants to 
find images about a specific ‘field event’ e.g., the 
pole vault. As shown in Fig. 6b, the knowledge-base 
contains semantic relationships with sub-concepts of 
sport such as field event, track event and road event. 
The proposed system is thus able to recognize 
images annotated with a sport name which belong to 
the field event concept whereas the keyword-based 
search only recognizes a document as relevant if it 
contains words such as ‘field’ or ‘event’. This means 
that the knowledge-base search obtains better 
precision and recall than the text-based approach. In 
summary, the semantic model improves the retrieval 
performance significantly and hence this confirms 
the H2 hypothesis. 

The H3 hypothesis states that “Ontology-based 
searching provides an acceptable level of 
information retrieval performance even when 
Ontology variations are present”. Fig. 6c shows that 
the performance of the knowledge-based search and 
the keyword-based search is similar. This is because 
the knowledge-based search could not find any 
images related to swimming images in the Sydney 
2000. This triggers LSI to be activated and the 
results of LSI are used instead of the results of the 
knowledge-based search.  

LSI computes the similarity of terms in a user 
query and Ontology model terms in a matrix. Fig. 6c 
shows that our framework obtains a slightly better 
performance compared to the keyword-based search 
because LSI can perform semantic search which 
result in it finding implicit relationships between 
keywords and images. Finally, the results are 
presented in descending order to users. Our proposed 
framework provides good retrieval performance even 
the knowledge base may not explicitly contain all the 
variations of ontological commitments seen in 
practice, hence H3 is validated. 

Additional sample queries were also used for 
testing and gathering more information (Table I). 
The sample queries are classified into two categories. 
The first category (Q4-Q6) is related to a simple 
query structure containing keywords which are 
explicitly annotated in Ontology instances and in text 
captions e.g., sport name or athlete name.  

In the second category (Q7-Q11), the specified 
query keywords do not appear explicitly in the image 
captions. Therefore, the search engine needs to find 
the implicit concepts based upon the semantic 
relationships among Ontology classes in the 
semantic model. The comparison metrics used for 
the knowledge-based search and the keyword-based 
search are precision, recall, and the F score. The 
queries are grouped into two categories. The average 
precision, recall, and F score of each query are 
presented in each table’s cell. The last record of the 
table shows the average precision, recall, and F score 
values for all queries. The corresponding numerical 
values are reported in Table II.  

In Fig. 7a, the graph illustrates that the recall for 
the knowledge-based search and the keyword-based 
search are similar for the query in the simple 
category (Q4-Q6). This is because the keywords in 
the query explicitly appear in Ontology labels and 
text captions. Therefore, both search approaches can 
find relevant information easily and obtain a similar 
performance. However, when we examine complex 
queries (Q7-Q11), the recall for the knowledge-based 
technique outperforms the recall for the keyword-
based technique which means more relevant images 
in a repository are retrieved compared to the 
keyword-based search. This is because the 
knowledge-based search is able to recognize images 
which have semantic relations with the query terms. 
For example, Q9, “Find all images related to sport 
events in Spain”. The knowledge-based search 
recognizes that images of Barcelona (host city) have 
a semantic relationship with Spain which is their host 
country whereas the keyword-based technique could 
not. Therefore, more relevant images are retrieved 
leading to a significantly improve recall. 

However, the keyword-based approach obtains a 
better recall in Q10, “Find all images about opening 
ceremony”.  This is because it retrieves all the 
images which their text captions contain “opening” 
or “ceremony” word. Thus, all the relevant 
documents about the openning ceremony are 
retrieved in addition to some other irrelevant images 
e.g., images about ‘medal ceremony’ or ‘closing 
ceremony’. Therefore, the keyword-based search 
obtains a higher recall but lower precision than the 
knowledge- based search.  

For the precision graph (Fig. 7b), the knowledge-
based technique outperforms a keyword-based 
technique, particularly in Q6-Q11. This is because 
the knowledge-based search retrieves relevant 
images more accurately than the keyword- 



  
 

 
Figure 8.  F score comparison for the knowledge-based and keyword based techniques

based approach. That said, the keyword-based 
technique retrived all images that contain query 
keywords. Unfortunately, these retrieved documents 
might not be semantically relevant to the query. As a 
result, precision is reduced. 

Finally, the F score of the knowledge-based 
search is much greater than the keyword-base search 
especially in Q6-Q11 (Fig. 8) except for Q10. Based 
on the average from all queries (Table II), 93% of all 
relevant documents in a collection are recognized by 
the knowledge-based technique whereas the 
keyword-based system retrieves only 62% of the 
relevant documents in a repository. 

Hence, almost all documents which are retrieved 
by the knowledge-based search are relevant to the 
query, only 7% are irrelevant. In contrast, about 40% 
of retrieved documents from the keyword-based 
search are irrelevant to the query. 

V.  CONCLUSIONS AND FURTHER WORKS 

This paper has proposed an IMR framework in 
order to support several major requirements for 
image retrieval using text captions: NL ambiguity, 
indirectly relevant concepts, metadata 
incompleteness and support for variable Ontology 
conceptualisations. We describe a framework to 
utilise semantic concepts within natural language 
image captions to aid image retrieval. Our innovation 
is to combine an Ontology-based model to 
restructure the semantic concepts in natural language 
captions. A key feature is that the hybrid 
combination of natural language and semantic 
restructuring degrades proportionately when a set of 
Ontology concepts is incomplete as this is 
compensated by LSI. We conclude that the main 
hypotheses of the work, that (Ontological) 
knowledge based techniques can significantly 
enhance the effectiveness of image retrieval system, 
have been validated. Although the proposed system 
is effective and it fulfils the requirements given in 
section II, some further challenges remain.  

Currently, the variable Ontology 
conceptualisations and commitments used by 
different users are not well structured semantically, 
but rather grouped more in an ad hoc manner. We 
need to investigate how to create a more extensible 
structure that can support Ontology variations, e.g., 
whether or not the Ontology model should be 
partitioned into more specific types of interlinked 
sport models in order to model sports at a finer level 
of granularity.  Ontology variations may not only be 
caused by different applications using different 
Ontology conceptualisations and commitments but 
also by different viewpoints of the same 
conceptualisation.   These different viewpoints exist 
because different users may understand the 
conceptualisations at different levels of granularity 
and may use a different scope (horizontal coverage) 
and perspective (vertical coverage) for concepts.  

The Ontology model used here is proprietary. The 
alignment of this ontology model against more 
standard conceptualisations for multimedia structures 
as defined in MPEG-7/21 needs to be investigated. 
Because several possible mapping from MPEG-7/21 
XML structures into more semantic structures have 
been proposed by different researchers, we need to 
understand how these differ and which should be 
used as best practice. 

In addition, Ontology models need to be 
maintained. In the real world, knowledge is not 
static, it often changes over time. Therefore, a more 
automated approach to Ontology maintenance is 
needed. A change in conceptualisation often needs to 
be reflected in the underlying domain Ontology. 
Consequently, these changes have effects on the 
performance and validity of the knowledge-based 
system. If the knowledge base is not updated in a 
systematic way according to clearly defined policies, 
the retrieval system may not include some relevant 
knowledge sources and can deliver incorrect answers 
to users. The issue of open-world versus closed-
world semantics must also be considered. Therefore, 
we plan to expand this framework to improve the 



reliability and consistency of semantic metadata 
management.   
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