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Abstract

In fifth generation (5G) networks, more base stations (BSs) and antennas have been

deployed to meet the high data rate and spectrum efficiency requirements. Heterogeneous

and ultra dense networks not only pose substantial challenges to the resource allocation

design, but also lead to unprecedented surge in energy consumption. Supplying BSs

with renewable energy by utilising energy harvesting technology has became a favourable

solution for cellular network operators to reduce the grid energy consumption. However,

the harvested renewable energy is fluctuating in both time and space domains. The

available energy for a particular BS at a particular time might be insufficient to meet the

traffic demand which will lead to renewable energy waste or increased outage probability.

To solve this problem, the concept of energy cooperation was introduced by Sennur

Ulukus in 2012 as a means for transferring and sharing energy between the transmitter

and the receiver. Nevertheless, resource allocation in energy cooperation enabled cellular

networks is not fully investigated. This thesis investigates resource allocation schemes

and resource allocation optimisation in energy cooperation enabled cellular networks

that employed advanced 5G techniques, aiming at maximising the energy efficiency of

the cellular network while ensuring the network performance.

First, a power control algorithm is proposed for energy cooperation enabled millime-

tre wave (mmWave) HetNets. The aim is to maximise the time average network data

rate while keeping the network stable such that the network backlog is bounded and the

required battery capacity is finite. Simulation results show that the proposed power con-

trol scheme can reduce the required battery capacity and improve the network through-

put.

Second, resource allocation in energy cooperation enabled heterogeneous networks (Het-

Nets) is investigated. User association and power control schemes are proposed to max-
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imise the energy efficiency of the whole network respectively. The simulation results

reveal that the implementation of energy cooperation in HetNets can improve the energy

efficiency and the improvement is apparent when the energy transfer efficiency is high.

Following on that, a novel resource allocation for energy cooperation enabled non-

orthogonal multiple access (NOMA) HetNets is presented. Two user association schemes

which have different complexities and performances are proposed and compared. Follow-

ing on that, a joint user association and power control algorithm is proposed to maximise

the energy efficiency of the network. It is confirmed from the simulation results that the

proposed resource allocation schemes efficiently coordinate the intra-cell and inter-cell

interference in NOMA HetNets with energy cooperation while exploiting the multiuser

diversity and BS densification.

Last but not least, a joint user association and power control scheme that considers

the different content requirements of users is proposed for energy cooperation enabled

caching HetNets. It shows that the proposed scheme significantly enhances the energy

efficiency performance of caching HetNets.
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Chapter 1

Introduction

1.1 Background

During the last decade, the cellular networks market has grown tremendously and the

traffic demand has climbed rapidly. By 2020, there will be 50 billion connected devices

based on the white paper published by CISCO[Eva11]. From 2014 to 2019, the global

mobile data traffic will increase nearly tenfold. Such vast level of connectivity will lead to

an unprecedented surge in global energy consumption without effective energy manage-

ment. According to the latest data, Information and Communications Technology (ICT)

accounts for about 10% of the world’s energy consumption [JZLS16]. Wireless access

networks account for about 60% to 80% of the telecom’s energy consumption [HHA+11].

The amount of energy consumption leads to high greenhouse gas emission. Based on the

data from Institute of Electrical and Electronics Engineers (IEEE) Green ICT in 2015,

ICT industry needs to responsible for approximately 2 percent of global carbon dioxide

(CO2) emissions. The data is anticipated to grow over 4 percent in 5 years [Elm]. In

addition to the carbon emission, the energy cost also plays a significant part of network

performances, especially on operating expense (OPEX). The base stations (BSs) con-

nected to the electrical grid may cost approximately 3000$ per year to operate and the

1
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BSs in remote areas which generally run on diesel power generators may cost ten times

more [HBB11].

Meanwhile, in fifth generation (5G) networks, more advanced technologies and archi-

tectures have been prevalently implemented such as millimeter wave (mmWave) and

heterogeneous networks (HetNets) to meet escalating data demands. Under this architec-

ture, the density of networks is much higher compared with previous generations [ABC+14].

Large number of antennas and small cells in the same area as conventional networks

make the energy consumption problem more serious. This trend stimulates more emerg-

ing technologies to be proposed to meet the energy saving targets and reduce the energy

cost of BSs.

Energy harvesting technology is an appealing solution to reduce energy costs as the

energy can be harvested from ambiance such as solar panels and wind turbines. Accord-

ing to [TGH+16], the largest part of energy consumption (about 60%) in mobile networks

is contributed by BSs. The harvested energy can be used as a supplement of the energy

from the power grid to support BSs, especially in places where power grids are hard

to be laid. By this way, the cost of grid energy is reduced and the network is more

energy efficient. Base on the data from Global System of Mobile Communications Asso-

ciation (GSMA), there are 320100 off-grid (without any grid connectivity) BSs in the

world [CS16], the data are predicted to grow by 22% by 2020. From 2003, Huawei started

to help the largest communications operator Safaricom in Kenya to deploy BSs which are

jointly powered by wind energy, solar energy and diesel. With the novel power supply

plan, the diesel engine only works 1.32 hours per day and the diesel oil consumption

reduced about 95%. In 2009, Ericsson and Orange decided to deploy more than 100 BSs

which are solely powered by solar energy in Guinea, Africa. It aims to reduce more than

20% of CO2 emission by 2020 [Nys].
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1.2 Research Motivation

Although energy harvesting is a promising solution for reducing energy consumption of

cellular networks, it also brings challenges to resource allocation and wireless network

design. First, due to the fluctuating nature of the harvested energy, the energy harvested

at BSs may not be sufficient to meet their load conditions. Generally, each BS manages

its own harvested energy. Some BSs have abundant energy and these energy may be

wasted because the capacity of the battery is limited, while the energy harvested by some

BSs is insufficient. Conventional resource allocation scheme utilises traffic offloading to

ensure user equipments (UEs) can be served by the BS with sufficient energy. Traffic

offloading due to energy availability will lead to high signalling costs in the frequently

handover process among cells. Moreover, the traffic offloading can reduce the signal to

interference plus noise ratio (SINR). That’s because the UE cannot connect with the

closest BS which will lead to higher co-channel interference.

To compensate the fluctuating energy and utilise the renewable energy more effi-

ciently, the concept of energy cooperation was proposed in wireless networks so that

extra energy can be transferred between BSs [GOYU13c]. In this way, UEs could be

still associated with the BS which can provide highest service while the associated BS

can obtain energy from adjacent BSs. Figure 1.1 shows a model of energy cooperation

enabled green networks.

Until now, energy cooperation is still not fully studied in literatures. It’s impor-

tant to investigate the implications of energy cooperation and quantify its benefits.

Compared with conventional renewable energy powered networks, in energy cooperation

enabled networks, how much energy should be transferred and the tradeoff between UEs’

offloading and energy transfer are new problems. In addition, there is a transmission

loss associated with transferring energy among BSs, hence, it is important to quantify

the tradeoff between the energy efficiency gain and energy transfer loss. Therefore, the

resource allocation schemes for grid or conventional renewable energy powered wireless
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networks without energy cooperation are no longer effective for the energy cooperation

enabled networks and it is critical to explore new resource allocation schemes for this

new scenario.

Figure 1.1: The system model for energy cooperation enabled green net-
works [XZ15a]

1.3 Research Contributions

Motivated by the critical technical issues aforementioned, in this thesis, new resource

allocation schemes for renewable energy powered cellular networks with energy coopera-

tion are proposed and investigated, in order to enhance the energy efficiency of the whole

network while ensuring the quality of service of UEs, in the 5G context, where advanced

technologies are applied such as HetNets and mmWave. The network performance is

enhanced via applying mathematical tools such as convex optimisation and stochastic

optimisation in resource allocation design. Simulation results can provide a guidance

to deploy energy cooperation in cellular networks. Specifically, the contributions of the

thesis are summarised as follows.

• A power control algorithm is proposed based on Lyapunov optimisation in energy



Chapter 1. Introduction 5

cooperation aided mmWave cellular networks. The aim is maximising the time

average network throughput while keeping the network stable, where the network

backlog is bounded and the required battery capacity is finite. The impacts of

BS numbers, energy transfer efficiency and a control variable used for Lyapunov

optimisation are investigated.

• Resource allocation policies in energy cooperation enabled HetNets are investi-

gated. First, a novel user association is proposed based on the primal-dual interior

point method, which aims to maximise the number of accepted UEs and minimise

the energy transfer loss between BSs. Then, power control is optimised to max-

imise the energy efficiency of the whole network. The impact of energy transfer

efficiency, user number and small cell number for both resource allocation policies

are evaluated.

• Downlink transmission in non-orthogonal multiple access (NOMA) HetNets is eval-

uated. A joint user association and power control algorithm is developed to max-

imise the energy efficiency of the whole network. The proposed algorithm is com-

pared with orthogonal multiple access (OMA) networks and conventional resource

allocation schemes such as reference signal received power (RSRP) based user asso-

ciation to confirm the capability in enhancing the energy efficiency of the overall

network.

• A joint user association and power control problem is investigated in cache-enabled

energy-cooperative HetNets. A resource allocation algorithm is developed to achieve

the tradeoff between the network throughput and the total grid energy consump-

tion. The convergence analysis is given to ensure that the proposed algorithm

converges. The impact of the cache size and content popularity are evaluated.
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1. Bingyu Xu, Yue Chen and Jesús Requena-Carrión,”Power Control in Ultra-dense

mmWave Backhaul with Hybrid Energy Supplies”, submitted to IEEE Transac-
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2. Bingyu Xu, Yue Chen, Jesús Requena-Carrión and Tiankui Zhang, ”Resource
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5G”, IEEE Journal on Selected Areas in Communications, vol. 35, no. 12, pp.

2758-2770, July 2017.

3. Bingyu Xu, Yue Chen, Jesús Requena-Carrión, Jonathan Loo and Alexey Vinel,

”Energy-aware Power Control in Energy Cooperation Aided Millimeter Wave Cel-

lular Networks with Renewable Energy Resources”, IEEE Access, vol. 5, pp. 432-

442, Dec. 2016.

Conference Paper

1. Bingyu Xu, Yue Chen, Jesús Requena-Carrión and Tiankui Zhang, ”Resource

Allocation in Cache-enabled Energy-cooperative HetNets”, IEEE Wireless Com-

munications and Networking Conference (WCNC),2018.

2. Bingyu Xu, Yue Chen, Jesús Requena-Carrión, Qiang Ni and Tiankui Zhang,

”Energy-Aware User Association in Energy-Cooperation Enabled HetNets”, IEEE

Wireless Communications and Networking Conference Workshops (WCNCW), pp.
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Global Communications Conference (GLOBECOM), pp. 1-6, Dec. 2016.
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”User Association in Massive MIMO and mmWave Enabled HetNets Powered by

Renewable Energy”, IEEE Wireless Communications and Networking Conference

(WCNC), pp. 1-6, Apr. 2016.

5. Bingyu Xu, Dantong Liu, Yue Chen and Jesús Requena-Carrión, ”User Associ-

ation in Energy Cooperation Enabled HetNets with Renewable Energy Powered

Base Stations”, 10th International Conference on Communications and Networking

in China (Chinacom), pp. 801-806, Aug. 2015.

1.5 Thesis Outline

Chapter 2 presents the concepts of several candidate architectures and technologies

for enabling 5G networks. The fundamental concept and the state-of-the-art of resource

allocation in 5G cellular networks are introduced under different scenarios, including

power grid supplied networks, renewable energy supplied networks and hybrid energy

supplied networks. Then a detailed overview about energy cooperation is presented and

followed by an introduction in convex optimisation.

Chapter 3 explores power control in energy cooperation enabled mmWave networks.

The downlink optimisation problem for optimising harvested energy, transmit powers and

transferred energy is formulated, which aims to maximise the network throughput while

keeping the network stable. An online algorithm is proposed based on the Lyapunov

optimisation technique which can let the data queue and the required energy storage

capacity keep in a low level.

Chapter 4 formulates user association in energy cooperation enabled HetNets and

maximises the number of accepted UEs while minimising the transferred energy loss.

The problem is solved based on the primal-dual interior point method and simplified

by predictor-corrector technique. Then power control in energy cooperation enabled
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HetNets is conducted. An optimisation problem for maximising energy efficiency is

formulated as a non-linear fractional programming problem, which is solved with the

help of maximum interference temperature. The impact of energy transfer efficiency,

number of picocells and number of UEs are investigated.

Chapter 5 studies joint user association and power control in a energy cooperation

enabled two-tier NOMA HetNet. It aims to maximise the energy efficiency of the overall

network while ensuring the data rates of UEs. Two user association schemes under fixed

transmit powers are proposed and compared, which use Lagrangian dual and the genetic

algorithm respectively. Then, a joint user association and power control algorithm is

proposed to further maximise the energy efficiency compared with conventional fractional

transmission power allocation scheme. The energy efficiency performance of NOMA and

OMA are also evaluated and compared.

Chapter 6 addresses the joint user association and power control problem in energy

cooperation enabled caching HetNets. The formulated problem aims at maximising the

network throughput while minimising the conventional grid energy consumption. A

decomposition approach is adopted to optimise the user association and power control

alternately. The impact of the cache size is analysed.

Chapter 7 presents the conclusions of the thesis and some potential directions for

future work.



Chapter 2

Fundamental Concepts and

State-of-the-Art

2.1 Overview

This chapter first presents the key technologies for enabling fifth generation (5G) net-

works. The investigation of the resource allocation in wireless networks under different

scenarios including grid energy supplied networks, renewable energy supplied networks

and hybrid energy supplied networks is included in the following section. Followed on

that, the review of energy cooperation is also included. At last, convex optimisation is

explained.

2.2 Key Technologies in 5G Wireless Networks

5G wireless networks will be designed for the provision of the anticipated 1000x data

increase [5GP]. To achieve this target, several advanced techniques such as dense hetero-

geneous networks (HetNets) and millimeter wave (mmWave) are developed [ABC+14,

HH15]. Meanwhile, new multiple access technologies such as non-orthogonal multiple

9
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access (NOMA) are also investigated for 5G networks.

2.2.1 Heterogeneous networks

One of the effective methods to increase the network throughput is to add more cells and

allow user equipments (UEs) be closer to their associated base stations (BSs). Heteroge-

neous network deployment has already been commercialised to enhance the throughput

for the next generation wireless network. A HetNet, is a new network deployment con-

sisting of several kinds of low power nodes (LPN) (transmit power: 100mW−2W) such

as picocells and femtocells within the coverage of normal macro BSs (transmit power:

5W−40W), to provide extra throughput. Table 2-A shows the parameters of the macro-

cell and smallcells such as femtocell and remote radio head (RRH). Macrocell is used to

provide open public access for all UEs and ensure the coverage of the cell. Each small

cell has an omnidirectional or directional antenna and is always located in the indoor

environment or outdoor hotspots area.

Table 2-A: The parameters of macrocells and small cells
Node Type Transmit Power Coverage Area Backhaul

Macrocell 46 dBm Several km S1

Picocell 24-30 dBm <300m X2

Femtocell < 23dBm < 50m Internet IP

Relay 30 dBm 300m Wireless

RRH 46 dBm Few km Fiber

The main benefit of HetNets is the reuse of spectrum in a geographical area. UEs can

be offloaded to adjacent small BSs who use same spectrum. By this way, the resource

scarcity of macrocells can be alleviated and the quality of service (QoS) requirements of

UEs can be satisfied. In this thesis, if there is no special circumstance, QoS represents

data rates’ requirement of UEs. Even in ultra dense networks, each BS can nearly serve

only one UE [ABC+14]. Second, in the hotpot area or the area where large cells are hard

to be established (e.g., rural area), small cells are good choices. In addition, compared

with the traditional homogeneous network (HomoNet), HetNet offers an economically
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viable approach to meet the data rate needs of UEs. The transmit powers of small cells

are very small so that they can be fully sustained by energy harvesters. This can make

the network more sustainable and green.

However, HetNets also bring many challenges for resource allocation. First, the

transmit powers are different between small cells and macrocells in HetNets. It means

that the coverage of the macrocell is very large and only few UEs are offloaded to small

cells. Second, compared with the conventional HomoNet, the smaller coverage of cells

lead to frequently handovers. This will impact the instant achievable data rate of UEs

and result in high handover latency. The characteristics of HetNets impose substantial

challenges to resource allocation including user association, power control and mobility

management.

2.2.2 Millimeter Wave

Generally, wireless systems’ microwave frequencies are confined to the limit from hundred

MHz to a few GHz. The correspondent wavelengths are in the range of a few centimeters

up to about a meter. Due to the high data rate requirement, much more bandwidth is

needed [ABC+14]. Fortunately, huge amount of spectrum is idle in 30-300 GHz, which

called mmWave range. Also, several GHz in the 20-30 GHz range is idle.

In the last century, mmWave was seen as unsuitable for mobile communications due to

the poor propagation qualities, including strong pathloss, atmospheric and rain absorp-

tion, low diffraction around obstacles and penetration through objects. However, in the

last few years, thanks to the development of semiconductors and an accurate understand-

ing of signal propagation and channel characteristics, both indoor and outdoor mmWave

channels have been extensively studied [ABC+14].

Generally, based on the Friis equation λ2
c = (c/fc)

2, where λ2 is the carrier wave-

length, c is the light speed and fc is the carrier frequency, the effective antenna area

is λ2
c/4π. For mmWave BS which has really high carrier frequency, the antenna has a
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very small effective area and most energy is lost in spreading process. This leads to high

susceptibility of mmWave to pathloss, blocking and other obstacles. This problem brings

new challenges for mmWave design compared with the network without mmWave.

Compared with conventional network systems, mmWave has two fundamental phys-

ical differences: due to the strong pathloss, blocking, atmospheric and rain absorption,

signals are vulnerable to propagation; need for significant directionality at the transmit-

ter and/or receiver, which is achieved through the use of large antenna arrays of small

individual elements. Such that, the small effective area problem can be solved by a

moderately sized two dimentional array of small antenna elements[ABK+17].

Along with the strong required directionality, mmWave cellular’s susceptibility to

blocking required important changes to the cellular network architecture and deploy-

ment, including blocking models, spatial channel modelling and beamforming. Usually,

in mmWave networks, for line-of-sight (LOS) and non-line-of-sight (NLOS) links, the

path loss exponents are different due to the impact of blocks and attenuation. Mean-

while, large amount of antenna arrays at the BS is another key feature of mmWave

cellular networks. In mmWave networks, analog beamforming is applied at both BSs

and UEs [ABC+14]. The coverage of mmWave cell is very small due to the high sen-

sitive to the environment, and the density of the mmWave would be large. Hence, the

beam alighment and resource allocation such as use association is significant for mmWave

enabled networks.

2.2.3 Non-Orthogonal Multiple Access

Multiple access in wireless networks is a technique that allows multiple UEs to share avail-

able resources such as time and spectrum based on a specific scheme [JWY05]. System

performance can be improved by selecting the multiple access technology appropriately.

In general, there are two types of multiple access schemes, namely orthogonal multiple

access (OMA) and NOMA [IADK17]. In OMA systems such as time division multiple
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access (TDMA), and orthogonal frequency-division multiple access (OFDMA), time and

spectrum resources are allocated orthogonally so as to eliminate the interference among

UEs. Ideally, by using OMA, the intra-cell interference can be omitted. However, to

ensure the orthogonal performance, the number of UEs and resources for each UE is

limited.

Recently, NOMA has received much attention. The rationale of NOMA is to exploit

the power or code domain in order to save time and frequency resources [SKB+13,

DWY+15, DAP16, IADK17]. Compared to OMA, with the help of successive interference

cancellation (SIC), NOMA allows BSs to serve multiple UEs simultaneously in the same

frequency band and can substantially enhance the spectral efficiency and faireless. In

[CLD+17] and [ZLC+17], NOMA has been considered to be used with mmWave and

HetNets respectively.

The basic idea of NOMA is to implement multiple access in the power domain.

Generally, in order to ensure the performance of cell edge UEs, the transmit power

required by these UEs are larger and UEs’ signals are stronger than the cell center UEs.

SIC is employed to cancel the intra-cell interference from the stronger UEs’ signals.

Figure 2.1 illustrates the scenario of downlink NOMA with two UEs. Compared with

conventional OMA networks, there are two main advantages. First, NOMA can improve

spectrum efficiency by accepting massive connectivity which increase overall throughput

of networks. Second, NOMA doesn’t need precise synchronisation.

The achievable NOMA gain is mainly due to the different transmit power among

UEs, resource allocation for NOMA is different and more complex, especially for power

allocation and how to select UEs.
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Figure 2.1: Downlink NOMA architecture with two UEs [LQE+17]

2.3 Resource Allocation in 5G cellular Networks

Resource allocation in wireless networks is a process of allocating available resources

to BSs and UEs which is an essential part of network design. It is a key technique to

improve the system performance while guaranteeing the UEs’ QoS. Meanwhile, delay

and data rate requirements of UEs are varied which makes the resource allocation more

complex. Basically, there are several parts of resource allocation, including user asso-

ciation, resource block allocation, spectrum allocation, power control and sleep mode.

User association is also cited as cell selection and determines which BS and UE should

be associated with. Spectrum assignment is the process of regulating the use of radio

frequencies to promote efficient use, and power control can decide the transmit power of

the BS to achieve good performance such as higher data rate or lower energy consump-

tion. The sleep mode means that each BS needs to make decision whether it should be

on or off. The most prevalent objectives to evaluate the performance of resource alloca-

tion includes throughput, data quality, energy efficiency, energy consumption and delay.

Meanwhile, except consider one objective solely, many works jointly consider several of

objectives and the tradeoff among them are also investigated.
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2.3.1 Resource Allocation in Grid Energy Powered 5G cellular net-

works

There has been many studies for resource allocation in conventional grid energy pow-

ered networks where all BSs are powered by constant energy supply. Till now, many

works have been done for resource allocation in this scenario which aim to improve the

performance of the whole networks or UEs. In the following part, the existing research

results on resource allocation in grid energy powered networks are categorised according

to different performance objectives, including energy efficiency, throughput and others

such as fairness and delay.

The skyrocketing increase of throughput inevitably triggers a tremendous escalation

of energy consumption in wireless networks. How to reduce energy consumption and how

to use less energy to transmit the same amount of data become surge problems for 5G

networks. Energy efficiency becomes a crucial concerns of future networks. Recent years,

the literature is rich in dealing with the design of resource allocation strategies aiming

at the optimisation of system’s energy efficiency. For downlink, the user association and

resource block allocation problem in a single cell OFDMA network is investigated to

maximise the energy efficiency of the whole cell. In [LKM+16], the power control and

spectrum assignment problem is considered in a cellular network to maximise the energy

efficiency. A distributed power control algorithm for energy efficiency maximisation in

an uplink cellular network is proposed in [ZSD16] which uses a non-cooperative game

theoretic approach to solve the problem. Meanwhile, many works study resource allo-

cation in networks with 5G ”big three” techniques including HetNets, massive multiple-

input multiple-output (MIMO) and mmWave. Authors of [YWWZ17] optimise user

association and the density of small BSs in HetNets. Both high-data requirement and

low-data requirement are considered. The problem of on-off switching, user association

and power control in multicell HetNets with massive MIMO is investigated in [FMJ17].

The resource allocation problem in mmWave HetNets is studied in [MHP+16], where

the working spectrum of each femtocell access point and user association are optimised
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in a uplink single cell. In addition to fronthaul networks, there are also works for back-

haul networks [NGL+17, MZK17], which consider power control and user association

respectively.

Data rate is another significant indicator for networks. Reference [LH12] presents

a resource block allocation algorithm which tries to maximise the system throughput

with QoS support for real-time traffic flows in a single-cell OFDMA-based system. A

power control scheme in HetNets aiming at maximising the worst UEs’s throughput is

proposed in [AH13]. Authors of [BBPC16] consider the optimal user association problem

for massive MIMO HetNets while authors of [CK17] propose an algorithm to maximise

the network multicast throughput via power control and backhaul resource allocation

in a downlink cloud radio access network (C-RAN). In [PDDLN16], a joint BS assign-

ment, sub-carrier and power allocation algorithm is proposed to maximise the network

throughput. It considers the downlink dynamic resource allocation in multi-cell virtu-

alised wireless networks to support the UEs of different service providers in OFDMA

cellular networks.

Except energy efficiency and data rate, fairness and spectrum efficiency are also key

indicators in cellular networks. The balance between energy efficiency and spectrum

efficiency, the tradeoff between fairness and energy efficiency/spectrum efficiency are

investigated in [WFGW14] for a single-cell OFDMA network. In [LCC+14], the human-

to-human(H2H) traffic and machine-to-machine (M2M) traffic are defined as primary

service and secondary service respectively. An user association optimisation problem is

formulated to support fair resource allocation for M2M traffic without jeopardising data

rate of H2H traffic.
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2.3.2 Resource Allocation in Renewable Energy Powered 5G cellular

Networks

Recent developments in energy harvesting technology have enabled many general wireless

networks to power their devices by harvesting energy from the surrounding environment

(e.g., wind turbines and solar panels). By this way, the energy demand of the power

grid can be reduced which can support the wireless networks with potentially infinite

lifetime. It is envisioned that energy harvester powered devices will play an important

role in future wireless networks, especially in places where power grids are hard to be

laid.

Along with the benefits, the fluctuating nature of renewable energy sources also brings

challenges to resource allocation and wireless network design. The conventional resource

allocation schemes for grid powered wireless networks are not adequate anymore. Hence

it is critical to explore new resource allocation schemes for renewable energy supported

networks, which need to jointly consider the traffic profile, QoS requirement and the

renewable energy statistics [GTZN14].

Generally, based on the source of energy, research in renewable energy powered net-

works are separated into two parts, solely renewable energy powered networks and hybrid

energy powered networks. Until now, considerable research efforts have been devoted to

study solely renewable energy enabled cellular networks for sustainable operation.

2.3.2.1 Resource Allocation in Solely Renewable Energy Powered 5G cellu-

lar Networks

In the last decade, many works have been done to investigate the resource allocation

problem in 5G cellular networks which solely powered by renewable energy. The deploy-

ment of relays with energy harvesting capabilities has attracted attention recently. In

[JZLL15], user association is considered in a cooperative network where UEs are associ-
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ated with energy-harvesting relays, and user association decision is made to improve the

achievable rate. By using the conventional reference signal received power (RSRP)-based

user association, the fundamental limits of HetNets with renewable energy harvesting

are analysed in [DLN+14]. In [ZXL+15], a user association problem for maximising the

data rate proportional fairness is formulated by considering the energy-load tradeoff in

HetNets with renewable energy sources, and a topology potential based user association

algorithm is proposed to solve this problem.

Besides user association in cellular networks, many other resource allocation problems

are studied. Authors of [LHSX17] study spectrum and energy allocation problem in

device-to-device (D2D) cellular networks. A sum rate maximisation problem of the whole

cellular network is formulated under the constraint of minimum data rate requirement.

The joint sub-carriers allocation, RRHs distribution and data scheduling problem in

renewable energy powered C-RAN is investigated in [ZCC+16]. It considers the UEs

data rates and stability of RRHs’ data and energy queues, where the network backlog is

bounded and the required battery capacity is finite.

2.3.2.2 Resource Allocation in Hybrid Energy Powered 5G cellular Net-

works

Although renewable energy is promising for green 5G networks, there are additional

constraints in resource allocation for solely renewable energy enabled networks. Gener-

ally, in solely renewable energy enabled networks, power allocation is constrained by the

stochasticity of the renewable energy arrival rate. It is hard to fulfill the QoS perfor-

mance of UEs. Hence, let renewable energy be the supplement of the grid energy is more

practical for the real networks [NLS13].

Authors of [HA13a] propose a distributed user association scheme called Green-energy

Aware and Latency Aware (GALA) in HetNets, which can decrease the on-grid energy

consumption and the average traffic delivery latency. The work of [LCC+15] studies
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the joint user association and green energy allocation for two-tier HetNets, where user

association is optimised in space dimension and green energy allocation is optimised in

time dimension. In [HYM+17], user association is extended to K-tier HetNets, where

BSs are powered by the power grid, renewable energy sources or both, and a distributed

user association algorithm is developed to maximise the network throughput in an online

way. The joint user association, power control and dynamic cell activation optimisation

problem in two-tier HetNets is studied in [ZZZ+16] for minimising the on-grid energy

consumption. The outage probability is obtained by stochastic geometry and energy

consumption is analysed using M/D/1 queue. M/D/1 queue represents a queue in a

system with a single server, where arrivals are determined by a poisson process and job

service times are fixed.

A two-timescale delay optimal transmission control and user association problem for

downlink coordinated MIMO systems is proposed in [CLW12], where an optimisation

problem is formulated as a partially observed Markov decision problem and a delay-

aware distributed solution is obtained to reduce the complexity of the system.

In [NLS13], a sub-carrier and power allocation scheme in downlink OFDMA networks

is proposed to maximise the energy efficiency of the network. The storage of each BS is

finite, and both the offline and online designs are developed based on the availability of

non-causal/causal knowledge of channel state information and energy arrivals. In order

to minimise the grid energy consumption, [HA13b] considers a green energy optimisation

problem with multi-stage energy allocation and multi-BSs energy balancing. In this work,

green energy allocation is optimised in time dimension and energy consumption among

BSs is balanced in space dimension.

In [GTZN14], the average grid energy consumption minimisation problem is formu-

lated by optimising the BS sleeping policy, subcarriers allocation and renewable energy

allocation. The formulated problem in [GTZN14] is solved by a two-stage dynamic pro-

gramming algorithm.



Chapter 2. Fundamental Concepts and State-of-the-Art 20

Generally, in renewable energy sources powered cellular networks, each BS manages

its own energy consumption. When a particular BS does not have enough energy to

support the traffic demand, some UEs of it which are originally connected to this BS

will have to be offloaded to neighbour BSs. This process introduces two problems. First,

the signalling cost for facilitating the handover process will be enormous especially when

the number of UEs is huge nowadays. Second, the QoS of UEs will be affected by

enforcing them to associated with the second best serving cell. To solve this problem,

the concept of energy cooperation was proposed [GOYU13a].

2.4 Energy Cooperation

Figure 2.2: An example of energy cooperation between two BSs [GXDZ14]

Thanks to the development of the smart grid, which enables both two-way information

and energy flows, the energy cooperation concept was introduced in [GOYU13a] which

allows energy transferred between BSs. The energy is transferred through the existing

power grid or the latest smart grid. Figure 2.2 is an example of a two BSs’ cellular

network with energy cooperation. Here, E1 andG1 are the energy obtained from the solar

panel and the power grid by BS 1 respectively. e1 and βEe2 are the cooperated energy of
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BS 1 transferred to/from the aggregator respectively. BS 2 is in the same manner. The

BSs use wind turbines or solar panels as the complementary of the traditional power

grid. The energy is transferred with the help of an aggregator. One BS injects the

extra energy to the aggregator while the other BSs who need energy could draw from

the aggregator at the same time. With the help of energy cooperation, when the BS 1’s

renewable energy is not enough, it doesn’t need to switch off which will deteriorate the

QoS of UEs. The extra energies of BS 2 will be transferred to BS 1 with some energy

cost. By this way, the renewable energy can be utilised more effectively.

Energy cooperation in the multiple access transmission context have been studied

in [GOYU13a, GOYU12, GOYU13b, TY13b, TY13a, HZZN13, WRW+14]. Reference

[GOYU13a] is the first paper which considers energy cooperation in the wireless net-

work. It considers a simple multi-hop wireless communication system which includes

a transmitter, a receiver and a relay. The energy is allowed to be transferred between

the transmitter and the relay. It addresses the throughput maximisation problem by

optimising the energy management policies. Meanwhile, the achievable rates regions of

the Gaussian two-way channel and the multiple access channel are studied in [GOYU12]

with one-way energy transfer. Reference [GOYU13b] extends the two-way channel in

[GOYU12] by formulating a throughput maximisation problem of the whole system with

energy cooperation. Reference [TY13b] jointly optimises the transmit power allocation

and energy cooperation in order to maximise the throughput of the multiple access and

two-way channels. A multiple access relay communication network with energy coopera-

tion is studied in [TY13a]. Energy is allowed to be transferred in bi-direction. Reference

[HZZN13] proposes an Energy and Data Aware (EDA) algorithm for energy alloca-

tion and data admission to maximise the throughput of energy cooperation enabled

networks. Reference [WRW+14] develops an energy cooperation scheme for cognitive

networks which has two stages. In the first stage, primary systems harvest energy from

the secondary systems’ signals. In the second stage, primary systems transmit primary

messages with the harvested energy and energy from the sustain power supply.
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Meanwhile, there are also some studies about the energy cooperation in cellular net-

works. The first energy cooperation enabled cellular network is studied in [CSZ14b].

In [CSZ14b], two algorithms (offline and online) are proposed in order to minimise the

conventional energy consumption in the case of two BSs when the energy cooperation

between them is allowed. The energy cooperation problem of a two-cell system with

different numbers of cell users is studied in [GLM13]. It formulates the problem for

an frequency division multiple access (FDMA) system which is solved by a bisection

search and water-filling to optimise the direction and quantum of energy to transfer.

The joint energy cooperation and spectrum allocation scheme is studied in [GXDZ14].

It optimises the transferred energy and the spectrum allocation between two hybrid pow-

ered BSs which belong to two different cellular systems together aiming to minimise the

weighted sum energy cost.

To further improve the performance of networks, more studies associate energy coop-

eration with other techniques, such as coordinated multipoint (CoMP) [XZ15a, XZ16],

HetNets [RB16, RMSM+17] and mmWave[XCC+17]. The authors of [XZ15a, XZ16]

investigate the performance of joint CoMP and energy cooperation enabled cellular net-

works, which consider one single coordinated multi-point cluster. Reference [XZ15a] aims

to optimise the transmit power and the amount of transferred energy among BSs in order

to maximise the sum rate of the whole system while [XZ16] optimise the purchased/sold

energy from/to the grid to minimise the energy cost. Authors of [RB16] study power

control and the discarded excess energy in a hybrid energy powered two-tier HetNet to

maximise the energy efficiency. While [RB16] using convex optimisation, [RMSM+17]

uses game theory to minimise the grid energy consumption in a multi-tier HetNet. Power

control in energy cooperation enabled mmWave networks is studied in [XCC+17], which

maximise the time average network throughput while keeping the network stable. In

[VY16], an energy cooperation scheme is proposed to maximise the energy efficiency of

each UE in a wireless Ad Hoc network. It formulates the problem as a matching game

between transmitters and receivers. Reference [RCZ18] considers the energy cooperation
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problem between two microgrids with individual energy storage. It optimises the grid

energy consumption, transferred energy and the energy charged from the power grid to

minimise the overall grid energy consumption.

So far, energy cooperation becomes more important to maximise the throughput of

renewable energy enabled networks and reduce grid energy consumption. However, in

energy cooperation enabled networks, besides the conventional parameters, grid energy

consumption and transferred energy also need to be optimised, which make the conven-

tional resource allocation schemes can not be used directly anymore. Resource allocation

such as user association and power control are more complex and urgent for implementing

energy cooperation.

2.5 Convex Optimisation

Design and optimisation of wireless networks rely heavily on mathematical modelling

tools. Convex optimisation, is a widely used mathematical method to solve a special class

of optimisation problems, such as least-squares and linear programming problems [LY06].

It can find the optimal solution for nonlinear problems over convex constraint sets.

Convex optimisation is appealing since a local optimum is also a global optimum for

a convex problem, which can reduce the required computation compared with other

problems. Convex optimisation has been studied for about a century, some complex

problems such as semidefinite programs and second-order cone programs can be solved

as easily as linear programs [BV04]. Meanwhile, the exiting of softwares such as CVX

and SeDuMi makes convex optimisation even more popular. When convex optimisation

is used, the problem need to be formulated or transformed as a convex optimisation

problem. Generally, a typical convex optimisation problem is one of the form

minimise
x

f0(x) (2.1)
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subject to fi(x) ≤ bi, i = 1, ...,m, (2.2)

where the functions f0, ..., fm : Rn → R are convex, i.e., satisfy

fi(αx+ βy) ≤ αfi(x) + βfi(y) (2.3)

for all x, y ∈ Rn and all α, β ∈ R with α+ β = 1, α ≥ 0, β ≥ 0.

The (2.1) is the objective function of the problem where vector x = (x1, ..., xn) is the

optimisation variables of the problem. the functions fi : Rn → R, i = 1, ...,m are the

inequality constraint functions. The vector x∗ is called optimal, if it has the smallest

objective value among all vectors that satisfy the constraints. For a convex problem, the

objective function and all constraints should be convex.

For resource allocation in wireless networks, the most common used method is Lagrange

duality theory [YU12, SLW+15, TGUBL13, RPI14, NLS13]. The original problem is

named primal problem. This method is taking the constraints into account by augment-

ing the objective function with a weighted sum of the constraint functions by introducing

nonnegative Lagrange multipliers, and the new objective function is called Lagrangian

function. After that, a new problem which called dual problem is formulated. Lagrangian

function is its objective function and variables are Lagrange multipliers. Then the solu-

tion of the dual problem provides a lower bound to the primal problem and the new

problem is maximising the dual problem where the variable is Lagrange multiplier.

2.6 Summary

This chapter provides an overview of the advanced technologies such as HetNets and

mmWave in 5G networks. As one of important parts of networks design, resource allo-

cation problems have been extensively studied in grid powered 5G networks. Since

harvested energy becomes a more promising solution to reduce grid energy consumption
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which is one of key indicators for 5G networks, detailed review for resource allocation

in renewable energy supplied 5G networks is also presented. To solve the fluctuating

problem of renewable energy and use renewable energy more efficiently, energy cooper-

ation becomes more important in the last few years and the extensive review for energy

cooperation in both multiple access and cellular networks are given.

Due to the exist of the transferred energy in energy cooperation, there is a tradeoff

between offloading and energy transfer between BSs. Conventional resource allocation

schemes are not suitable anymore. More research is required to optimise resource allo-

cation in energy cooperation enabled networks. Meanwhile, it is worth to investigate

the performance of energy cooperation under 5G networks including other technologies

rather than using it solely.

In the next four chapters, resource allocation in energy cooperation enabled networks

under the scenarios with different 5G technologies are investigated. The optimisation

method used in this thesis is convex optimisation, which is also presented briefly in this

chapter.



Chapter 3

Resource Allocation in Energy

Cooperation Enabled mmWave

Networks

3.1 Overview

In this chapter, the energy management problem in energy cooperation enabled millime-

ter wave (mmWave) cellular networks is studied. By considering the stochastic traffic

and energy arrivals, a stochastic optimisation problem is formulated to maximise the

time average throughput of the whole network. Then an online algorithm based on

Lyapunov optimisation is proposed. Finally, the performance of the proposed algorithm

is investigated through simulations. The impacts of base staion (BS) numbers, energy

transfer efficiency and a control variable used for Lyapunov optimisation are illustrated.

26
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3.2 System Model and Problem Formulation

In this section, the system model of energy cooperation in mmWave networks is pre-

sented which has not been investigated before and the power control problem in energy

cooperation enabled mmWave networks is formulated.

3.2.1 Network Downlink Model

user

Smart Grid

Core Network

Renewable energy levelSolar panel

Renewable energy flow

BS 1

Data queue length

Backhaul link

BS 2

Figure 3.1: An example of an energy cooperation enabled mmWave cellular
network powered by solar panels.

As shown in Figure 3.1, a downlink energy cooperation enabled mmWave cellular

network is modelled, where BSs are solely powered by renewable energy sources, and

energy can be shared between BSs through the smart grid. In this chapter, to focus on

the power control and energy cooperation problem, there is no specific assumption of the

types of renewable energy sources being used. In such a network, there are M mmWave

BSs denoted as BSj , j ∈ {1, 2, ...,M} that share the same spectrum, and user equipments

(UEs) are randomly located. User association is assumed to be already implemented

before the power allocation, and there are Nj UEs denoted as UEij (i ∈ {1, 2, ..., Nj})
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served by BSj . All BSs and UEs are equipped with directional antennas, and the antenna

gains achieved by each BS and UEs are Gb and Gu, respectively.

Due to the use of higher frequencies and directional transmissions, mmWave cellular

networks tend to be noise-limited [ABC+14, LSH16, ALS+14], which means that the

interference between BSs can be negligible. Thus, under the framework of Shannon

equation, the theoretical downlink data rate of UE i connected to the BS j at time slot

t is given by

Rij (t) = (Nj)
−1log2

(
1 +

Pj (t)Lij (dij)GbGu

σ2
o

)
, (3.1)

where Pj (t) is the transmit power of BS j at time t, σ2
o is the noise power level. Lij (dij)

is the path loss between the UE i and its associated BS j with a distance dij . Each

UE receives (Nj)
−1 of all the spectrum of BS j and the overall spectrum of BS j is

normalised to 1. The channel is regarded as static and the data rate is considered as

time-averaged. The path loss laws are different in line-of-sight (LOS) and non-line-

of-sight (NLOS) conditions. In this chapter, the mmWave path loss model proposed

in [ALS+14] is employed and each mmWave link can be in one of three conditions: LOS,

NLOS or outage.

It should be mentioned that in the thesis, all data rates are calculated based on

Shannon equation which is the theoretical rate or the upper bound of rate rather than

the actual rate.

The unit size of time is ”slots” and the amount of transmitted data between UE i and

BS j in time slot t is Rij (t)× (1 slot). Here, the implicit multiplication is omitted by 1

time slot when converting between the data rate and the amount of data that transmit

from the queue per time slot as suggested in [HN13]. In the same manner, the unit of

the Pj (t) is joule when converting between power and energy. As such, the transmitted
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data of the whole network at the time t is given by

U(t) =

M∑
j=1

Nj∑
i=1

Rij (t). (3.2)

3.2.2 UE’s Traffic and Data Queue Model

It is assumed that the data traffic required by the UE is stochastic. The amount of data

traffic arrival for UE i served by BS j during time slot t is Dij (t). Let Dmax denote

the maximum allowable data traffic arrival rate per UE due to backhaul throughput

constraint, then I have

0 ≤ Dij (t) ≤ Dmax, ∀i, j, t. (3.3)

Based on the downlink data rate and traffic arrival rate, the data queue length Qij (t)

for UE i served by BS j evolves as follows:

Qij (t+ 1) = [Qij (t)−Rij (t)]+ +Dij (t) , ∀i ∈ U , j ∈ B, (3.4)

where [x]+ = max {0, x}. At the beginning, it is assumed that Qij (0) = 0, ∀i, j.

3.2.3 Energy Cooperation and Energy Queue Model

Each BS stores the energy harvested from renewable energy sources and transferred

energy from other BSs in its battery. At time t, the available energy at BS j is Ej (t),

and the amount of BS j’s energy harvested from renewable energy sources is ej (t). It

is assumed that there exists the maximum value emax for harvesting renewable energy

during the day, i.e., ej (t) ≤ emax < ∞, ∀j, t. It is assumed that the energy can be

exchanged among BSs through the smart grid. The transferred energy from BS j to BS j
′

is εjj′ (t). Since the capacity of energy storage at each BS is limited, the total transferred
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energy from BS j to other BSs satisfies
M∑

j′=1,j′ 6=j
εjj′ (t) ≤ ε

(out)
max < ∞,∀j, t, and total

transferred energy received at BS j satisfies
M∑

j′=1,j′ 6=j
βεj′j (t) ≤ ε

(in)
max < ∞,∀j, t. ε

(in)
max

and ε
(out)
max are the maximum energy that can be transferred from/to each BS respectively.

Here, β ∈ [0, 1] is the energy transfer efficiency between each two BSs. The larger this

value, the smaller energy loss in the energy transfer process. Considering the fact that the

total energy consumed by each BS should not exceed the total power supply including the

harvested energy and the transferred energy, the following power consumption constraint

at time t is obtained:

Pj (t) ≤ Ej (t) +
M∑

j′=1,j′ 6=j

βεj′j (t)−
M∑

j′=1,j′ 6=j

εjj′ (t),∀t,∀j ∈ B. (3.5)

The transmit power of BS j at time t is Pj (t)× (1 slot), and the implicit multiplication

by 1 time slot of the Pj (t) is omitted when converting between power and energy. Under

this constraint, the energy queue length evolves as follows:

Ej (t+ 1) = Ej (t)− Pj (t) + ej (t) +
M∑

j′=1,j′ 6=j

βεj′j (t)−
M∑

j′=1,j′ 6=j

εjj′ (t). (3.6)

3.2.4 Problem Formulation

An online algorithm is proposed to maximise the time average network throughput while

keeping the network stable. Here, stable means that the network backlog is bounded and

the required battery capacity is finite. The data rate of an UE i connected to the BS j is

Rij (t). The optimised variables are transmit powers of BSs Pj(t) and energy transferred

between BSs εjj′(t) at every time slot. Meanwhile, the real harvested energy ej(t) which

lower than the available harvested energy is adjusted with the optimised variables. Then,
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the problem is formulated as

max lim
T→∞

sup
1

T

T−1∑
t=0

E [U(t)], (3.7)

s.t.C1 : lim
T→∞

sup
1

T

T−1∑
t=0

E

 M∑
j=1

Nj∑
i=1

Qij (t)

 <∞,
C2 : lim

T→∞
sup

1

T

T−1∑
t=0

E

 M∑
j=1

Ej (t)

 <∞,
C3 : Pj (t) ≤ Ej (t) +

M∑
j′=1,j′ 6=j

βεj′j (t)−
M∑

j′=1,j′ 6=j

εjj′ (t), ∀t,∀j,

C4 : Pj (t) ≤ Pmax, ∀t,∀j,

C5 : ej (t) ≥ 0, Pj (t) ≥ 0, εj′j (t) ≥ 0,∀t,∀j, j′ , j 6= j
′
,

(3.8)

where E[·] represents the expectation that is taken over the potential randomness of the

channel and energy states and control decision at time t [Nee06]. Constraint C1 ensures

that the length of data queue is bounded to avoid an intolerant delay. C2 ensures that the

length of energy queue is bounded such that only finite battery capacity is needed. C3

is the energy consumption constraint, which means the energy of each BS obtained from

renewable energy sources and other BSs should greater than the energy consumption of

it. C4 is the maximum BS transmit power constraint, and C5 makes sure that powers are

non-negative. In the next section, It will be shown that how the formulated stochastic

problem is solved by Lyapunov optimisation technique.

3.3 Proposed Power Control Scheme Based on Lyapunov

Optimisation

In this section, an online algorithm for solving the stochastic optimisation problem (3.8)

is developed with the help of Lyapunov optimisation. Compared with the conventional
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methods such as Markov decision processes and dynamic programming, Lyapunov opti-

misation only needs the knowledge of the traffic and energy arrivals of the current time

slot, which is a useful method for solving stochastic optimisation problems [LQP14].

3.3.1 Lyapunov Optimisation

Firstly, the Lyapunov function is defined as

L (t) =
1

2

M∑
j=1

Nj∑
i=1

(Qij (t))2 +
1

2

M∑
j=1

(Ej (t)− θj)2 , (3.9)

where θj is a perturbation. By adding a perturbation, It can be ensured that there are

always enough energy in the energy queue for transmission. The Lyapunov function is

used to measure the data and energy flow in the system.

The Lyapunov drift is used to measure the expected difference for the Lyapunov

function between the time slot t and (t+1). Let Z (t) = [Q(t),E(t)] with Q(t) = [Qij (t)]

and E(t) = [Ej (t)], the one-time conditional Lyapunov drift is given by

∆ (t) = E
[
L (t+ 1)− L (t) |Z (t)

]
. (3.10)

In addition, considering the objective function of problem (3.8), the drift-plus-penalty is

defined as

∆V (t) = ∆ (t)−V E
[ M∑
j=1

Nj∑
i=1

Rij (t)|Z (t)
]

︸ ︷︷ ︸
Penalty term

. (3.11)

In (3.11), V is a non-negative control variable which represents the relative importance

of minimising the energy and data queue length to a lower level and maximising the

sum rate of the whole network. The upper bound of the drift-plus-penalty is derived as

follows.

Lemma 1. For any feasible values of ej (t), Pj (t), εj′j (t), V and Z (t) at time t, the
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drift-plus-penalty is upper bounded as

∆V (t) ≤ A−
M∑
j=1

Nj∑
i=1

Qij (t)E [(Rij (t)−Dij (t)) | Z (t)]

−
M∑
j=1

(Ej (t)− θj)E
[
Pj (t)− ej (t) +

M∑
j′=1,j′ 6=j

εjj′ (t)−

M∑
j′=1,j′ 6=j

βεj′j (t) | Z (t)
]
− V E

[ M∑
j=1

Nj∑
i=1

Rij (t) | Z (t)
]
, (3.12)

where A is a positive constant value satisfying

A ≥

M∑
j=1

Nj∑
i=1

Dmax

2
+

M∑
j=1

Nj∑
i=1

E

[
(Rij (t))2

2
| Z (t)

]
+M

(
Pmax + ε

(out)
max

)2
+
(
emax + ε

(in)
max

)2

2
.

(3.13)

Proof. To obtain the upper bound of the drift-plus-penalty ∆V (t), first the difference

for the Lyapunov function between the time slot t and t+ 1 need to be calculated, i.e.,

L (t+ 1)− L (t) =
M∑
j=1

Nj∑
i=1

(Qij (t+ 1))2 − (Qij (t))2

2︸ ︷︷ ︸
Θ1

+

M∑
j=1

(Ej (t+ 1)− θj)2 − (Ej (t)− θj)2

2︸ ︷︷ ︸
Θ2

. (3.14)

Based on (3.4), the square of the data queue for UE i served by BS j at time t + 1 is

upper bounded as

(Qij (t+ 1))2 ≤ (Qij (t))2 + (Rij (t))2 + (Dij (t))2 − 2Qij (t) (Rij (t)−Dij (t)) . (3.15)
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By summing (3.15) over all i and j, I have

Θ1 ≤
M∑
j=1

Nj∑
i=1

(Rij (t))2 + (Dij (t))2

2
−

M∑
j=1

Nj∑
i=1

Qij (t) (Rij (t)−Dij (t))

(a)

≤

M∑
j=1

Nj∑
i=1

Dmax

2
+

M∑
j=1

Nj∑
i=1

(Rij (t))2

2
−

M∑
j=1

Nj∑
i=1

Qij (t) (Rij (t)−Dij (t)) , (3.16)

where (a) is obtained by using the backhaul throughput constraint in (3.3). Then,

considering energy queue given by (3.6), the square of the energy queue for UE i served

by BS j at time t+ 1 is upper bounded as

(Ej (t+ 1)− θj)2 ≤ (Ej (t)− θj)2 +
(
Pj (t) +

M∑
j′=1,j′ 6=j

εjj′ (t)
)2

+
(
ej (t) +

M∑
j′=1,j′ 6=j

βεj′j (t)
)2
− 2 (Ej (t)− θj) (Pj (t)− ej (t))

− 2 (Ej (t)− θj)
( M∑
j′=1,j′ 6=j

εjj′ (t)−
M∑

j′=1,j′ 6=j

βεj′j (t)
)

≤ (Ej (t)− θj)2 +
(
Pmax + ε(out)

max

)2

+
(
emax + ε(in)

max

)2
− 2 (Ej (t)− θj) (Pj (t)− ej (t))

− 2 (Ej (t)− θj)
( M∑
j′=1,j′ 6=j

εjj′ (t)−
M∑

j′=1,j′ 6=j

βεj′j (t)
)
. (3.17)

By summing (3.17) over all j, I have

Θ2 ≤M

(
Pmax + ε

(out)
max

)2
+
(
emax + ε

(in)
max

)2

2
−

M∑
j=1

(Ej (t)− θj) (Pj (t)− ej (t))

−
M∑
j=1

(Ej (t)− θj)
( M∑
j′=1,j′ 6=j

εjj′ (t)−
M∑

j′=1,j′ 6=j

βεj′j (t)
)
. (3.18)

Based on (3.16) and (3.18), the one-time conditional Lyapunov drift ∆ (t) is upper



Chapter 3. Resource Allocation in Energy Cooperation Enabled mmWave Networks 35

bounded as

∆ (t) ≤ A−
M∑
j=1

Nj∑
i=1

Qij (t)E [(Rij (t)−Dij (t)) | Z (t)]

−
M∑
j=1

(Ej (t)− θj)E
[
Pj (t)− ej (t) +

M∑
j′=1,j′ 6=j

εjj′ (t)

−
M∑

j′=1,j′ 6=j

βεj′j (t) | Z (t)
]
, (3.19)

where A satisfies

A ≥

M∑
j=1

Nj∑
i=1

Dmax

2
+

M∑
j=1

Nj∑
i=1

E

[
(Rij (t))2

2
| Z (t)

]
+M

(
Pmax + ε

(out)
max

)2
+
(
emax + ε

(in)
max

)2

2
.

(3.20)

Substituting (3.19) into (3.11), the upper bound of the drift-plus-penalty ∆V (t) is

obtained, and the proof is completed.

Based on the stochastic optimisation introduced in [Nee10, Chapter 4], the con-

trol decision is made at every time t for minimising the upper bound of drift-plus-

penalty given in the right-hand-side (RHS) of (3.12). Note that the penalty term

−V E
[ M∑
j=1

Nj∑
i=1

Rij (t)|Z (t)
]

in (3.12) is used to seek balance between minimising queue

length drift and maximising the network throughput, and larger V represents that

increasing the throughput is more essential. Therefore, by removing the expectation

operations and constant terms in the RHS of (3.12), an optimisation problem needs to
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be solved at time t, which is as follows:

max
e(t),P(t),ε(t)

M∑
j=1

Nj∑
i=1

Qij (t)Rij (t)−
M∑
j=1

(Ej (t)− θj) ej (t) +

M∑
j=1

(Ej (t)− θj)
(
Pj (t) +

M∑
j′=1,j′ 6=j

εjj′ (t)

−
M∑

j′=1,j′ 6=j

βεj′j (t)
)

+ V
M∑
j=1

Nj∑
i=1

Rij (t). (3.21)

s.t. C3,C4,C5.

Since the objective is to maximise (3.21), there will be no energy harvested at BS j

when Ej (t) > θj , i.e. ej (t) = 0. This also ensures that the energy storage of each BS

is finite (more details will be illustrated in the following subsection). After the energy

harvesting decision, the power allocation policy (P (t) , ε (t)) at time t is given by solving

the following problem:

max
P(t),ε(t)

M∑
j=1

Nj∑
i=1

Qij (t)Rij (t) +
M∑
j=1

(Ej (t)− θj)
(
Pj (t) +

M∑
j′=1,j′ 6=j

εjj′ (t)

−
M∑

j′=1,j′ 6=j

βεj′j (t)
)

+ V
M∑
j=1

Nj∑
i=1

Rij (t), (3.22)

s.t. C3,C4,C5.

It can be seen that the objective function of problem (3.22) is concave and the constraint

functions are affine, which means that the whole problem is convergent. Then the prob-

lem can be solved by existing convex optimisation softwares such as CVX [GB]. Base on

the stochastic optimisation introduced in [Nee10], problem (3.22) is equivalent to (3.8)

and the original problem is solved. Finally, the proposed dynamic energy-aware power

allocation (DEPA) algorithm for solving our stochastic optimisation problem (3.8) is

obtained, which is shown in Algorithm 1.
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Algorithm 1 DEPA Algorithm

1: if t = 0, then
2: Intialise the perturbation vector θ. Observe the data queue length

Qij (t) and the energy queue length Ej (t), ∀i, j.
3: else
4: repeat
5: Energy harvesting decision:

BS j harvests energy when Ej (t) ≤ θj , ∀j.
6: Power control decision:

Obtain (P(t), ε(t)) by solving (3.22) using CVX.
7: t = t+ 1.
8: Update the data queue length based on (3.4), ∀i, j.
9: Update the energy queue length based on (3.6), ∀j.
10: Until t = tend.
11: end if

3.3.2 Performance Analysis

In this subsection, the performance of the proposed DEPA algorithm is analysed, to

show some important properties. When the channel state of each node is independent

and identically distributed (i.i.d.), the following theorem can be obtained by using DEPA

algorithm.

Theorem 1. a) The average data queue length is upper bounded as

lim
T→∞

sup
1

T

T−1∑
t=0

E

 M∑
j=1

Nj∑
i=1

Qij (t)

 ≤ Ã+ V Rmax

ξ
(3.23)

with

Ã =A+
M∑
j=1

θj

(
Pmax + ε(out)

max

)
+
(
emax + ε(in)

max

) M∑
j=1

(
θj + ε(in)

max + emax

)
,

where Rmax ≥ E
[ M∑
j=1

Nj∑
i=1

Rij (t)
]
, and ξ is a positive finite value.

b) Let Emax represent BS’s maximum battery capacity of storing energy, by setting
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the perturbation θj as

θj = θ = Emax − ε(in)
max − emax, ∀j, (3.24)

the energy queue length is bounded by 0 ≤ Ej (t) ≤ Emax,∀t, j.

Proof. a): Let the network achievable rates region Λ denote the set of traffic arrival rate

that can be supported stably. Assuming that the average arrival rate is strictly interior

to Λ, then, there exists a stationary randomised algorithm to achieve [Nee10]

E
[
RALT
ij (t)

]
≥ E [Dij (t)] + ξ, (3.25)

where RALT
ij (t) is the data rate under this algorithm, E [Dij (t)] + ξ ∈ Λ, and ξ is a

positive finite value. Note that (3.25) is commonly used for examining the network

stability [Nee10], which indicates that each UE’s average data rate is larger than its

average traffic arrival rate. Since the aim of DEPA algorithm is to minimise the RHS of

(3.12) under constraints C3-C5, I first have

∆V (t) ≤ A−
M∑
j=1

Nj∑
i=1

Qij (t)E
[(
RALT
ij (t)−Dij (t)

)
| Z (t)

]
+

M∑
j=1

(Ej (t)− θj)E
[
eALT
j (t) | Z (t)

]

−
M∑
j=1

(Ej (t)− θj)E
[
PALT
j (t) +

M∑
j′=1,j′ 6=j

εALT
jj′

(t) | Z (t)
]

+

M∑
j=1

(Ej (t)− θj)E
[ M∑
j′=1,j′ 6=j

βεALT
j′j

(t) | Z (t)
]

− V E
[ M∑
j=1

Nj∑
i=1

RALT
ij (t) | Z (t)

]
, (3.26)

where RALT (t), JALT (t), eALT (t),PALT (t) , εALT (t) represent the control decisions under

the alternative algorithm satisfying (3.25). In light of boundedness of parameters and
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(3.25), ∆V (t) satisfies

∆V (t) ≤ A− ξ
M∑
j=1

Nj∑
i=1

Qij (t) +
(
emax + ε(in)

max

) M∑
j=1

Ej (t)

+

M∑
j=1

θj

(
Pmax + ε(out)

max

)
− V E

[ M∑
j=1

Nj∑
i=1

RALT
ij (t) | Z (t)

]
. (3.27)

By taking expectations over Z (t) and using telescoping sums over t = 0, . . . , T − 1

with respect to (3.27), I have

E [L (T )− L (0)]− V
T−1∑
t=0

E
[ M∑
j=1

Nj∑
i=1

Rij (t)
]

≤ T
(
A+

M∑
j=1

θj

(
Pmax + ε(out)

max

))
− ξ

T−1∑
t=0

E
[ M∑
j=1

Nj∑
i=1

Qij (t)
]

+
(
emax + ε(in)

max

)
×
T−1∑
t=0

E
[ M∑
j=1

Ej (t)
]
− V

T−1∑
t=0

E
[ M∑
j=1

Nj∑
i=1

RALT
ij (t)

]
. (3.28)

Based on the energy harvesting decision of the DEPA algorithm, BS j will not harvest

renewable energy at time t, if Ej (t) > θj . In this case, BS j may still seek to receive

the transferred energy from other BSs, but the transferred energy will be completely

consumed for increasing data rate at this time slot, to minimise the upper bound of the

drift-plus-penalty. As such, Ej (t) ≤ θj + ε
(in)
max + emax,∀t, j. Therefore, by considering

(3.28) and E [L (t)] > 0, I can further obtain

ξ
T−1∑
t=0

E
[ M∑
j=1

Nj∑
i=1

Qij (t)
]
≤ T

(
A+

M∑
j=1

θj

(
Pmax + ε(out)

max

))
+ E [L (0)] +

(
emax + ε(in)

max

) T−1∑
t=0

E
[ M∑
j=1

Ej (t)
]

+ V
T−1∑
t=0

E
[ M∑
j=1

Nj∑
i=1

Rij (t)
]
.

(3.29)

By dividing both sides by ξT and taking a limit as T →∞, I obtain (3.23) and complete

the proof.
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b): Since Ej (0) ≥ 0 at the beginning time, according to (3.5) and (3.6), I have

Ej (t+ 1) ≥ ej (t) ≥ 0, ∀j. Hence Ej (t) ≥ 0,∀t, j. From (a), I note that Ej (t) ≤

θj + ε
(in)
max + emax,∀t, j, thus Ej (t) ≤ Emax, ∀t, j. This completes the proof.

From Theorem 1, it is shown that the proposed DEPA algorithm satisfies the network

stability, and prevents the renewable energy overflow by selecting appropriate value of

θj under BS’s battery constraint.

3.4 Simulation Platform and Results

In this section, numerical results are presented to demonstrate the performance of the

proposed DEPA algorithm in subsection 3.3.1. Also comparisons by considering the cases

with/without energy cooperation are given. For the case without energy cooperation,

each power control decision in the DEPA algorithm is obtained by using CVX [GB] to

solve problem (3.22) with εjj′ = 0, ∀j, j′ . Our theoretical analysis is independent of the

specific spatial distributions of BSs and UEs. In the simulation, It is assumed that each

UE’s data arrival rate follows an independent homogeneous poisson point process P

with the same mean value λ as λ = 0.5 bits/slot/Hz for the sake of simplicity. Note that

our model and proposed algorithm are also applied to the scenario with heterogeneous

data arrival rate distributions. The energy harvesting process Ej at BS j is modeled

as a uniformly stochastic process with the probability density function fj(zj) = 1/(bj −

aj),∀zj ∈ [aj , bj ] where aj and bj is the minimum and maximum harvested energy of

BS j respectively [ZPSY13a]. The system-level channel model and basic parameters

are illustrated in Table 3-A, and the number of BSs, energy transfer efficiency, and the

selected perturbation will be detailed in the following simulation results. In addition,

the Monte Carlo simulation for T = 5000 time slots is ran in the Matlab software

environment.
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Table 3-A: Simulation Parameters
Parameter Value

BS layout Hexagonally arranged cell sites

UE layout
Uniformly located in area

with 3 active UEs per BS cell

Inter site distance 200 m

Log-normal shadowing fading 10 dB

Bandwidth B 1 GHz

Carrier frequency of
mmWave small cell

28 GHz

Path loss of mmWave BS

α+ 10ηlog10d(m) + ξ
ξ ∼ N (0, σ2),

LOS :α = 61.4, η = 2,
σ = 5.8 dB; NLOS :α = 72.0,
η = 2.92, σ = 8.7 dB [ALS+14]

Probability of Outage(O)-LOS-NLOS
in mmWave small cell

O: Po(d) = max{0, 1− e−
d
30

+5.2};
LOS: pL(d) = (1− Po(d))e−

d
67.1 ;

NLOS: 1− Po(d)− pL(d) [ALS+14]

Thermal noise power σ2
o

-174 dBm/Hz+10 log10 (B)
+noise figure of 7 dB

Maximum transmit power of BS Pmax 40 dBm

Antenna gain of BS Gb 18 dB

Antenna gain of UE Gu 0 dB

Min harvested power aj [0, 20] dBm

Max harvested power bj [20, 40] dBm

Figure 3.2 shows the average network throughput and energy queue versus V values.

Here, utility in the figure represents the throughput of the network. V is used in (3.11)

which represents the relative importance of minimising the energy and data queue length

to a lower level and maximising the sum rate of the whole network. The number of BSs

is 7, β = 0.9, and θ = V . It can be observed that both the average network throughput

and the average energy queue length increase with V . By using the proposed DEPA

algorithm, the average network throughput quickly approaches an optimal value. For

the same V, the average network throughput under energy cooperation is much better

than that without energy cooperation. More importantly, using energy cooperation, the

amount of energy in the queue is much lower, which indicates that energy cooperation

has the ability to relieve the demand for large battery capacity at the BSs. The reason

is that without energy cooperation, each BS has to store more its harvested energy and
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Figure 3.2: Average network data rate and energy queue length versus V
value.

use it during the time slots when the harvested energy is insufficient, on the contrary,

energy cooperation allows that BS can borrow energy from BSs with extra harvested

energy at each time slot and BSs do not need to store large amount of harvested energy

for supporting following transmissions.

Figure 3.3 shows the average data queue length versus V values. The number of BSs

is 7, and θ = V . It can be seen that when V is not large(V < 60 in this figure), the size

of average data queue under energy cooperation is much lower than that without energy

cooperation, which indicates that the use of energy cooperation has the advantage of

reducing delay. When V grows large, the average data queue length without energy

cooperation is close to that under energy cooperation. The reason is that as shown

in Figure 3.2, the average network throughput increases with V , which decreases the

amount of waiting data. It is noted that in order to reduce the delay, large V is needed

for no energy cooperation case, which results in the requirement of large battery capacity

at BSs as seen in Figure 3.2. Meanwhile, when the energy transfer efficiency β is larger,
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Figure 3.3: Average data queue length versus V value.

the average data queue of BSs is shorter, which means less data is blocked.

Figure 3.4 displays the average network throughput and energy queue length versus

BS number. I choose V = 100, β = 0.9, and θ = 20. It is observed that the aver-

age network throughput increases with the BS number. The throughput gap between

with/without energy cooperation is expanded with increasing BS number. That’s because

when more BSs are deployed, more energy can be shared between BSs, which can sup-

port higher throughput and reduce the demand for large battery capacity. Meanwhile,

as mentioned in Figure 3.2, the average energy queue length of the network with energy

cooperation is lower than the network without energy cooperation.

Figure 3.5 illustrates the average data queue length versus the BS number with

V = 100 and θ = 20. It can be seen that the average data queue length increases

with the BS number, due to more user services being provided. When adding more BSs,

the length of the average data queue with energy cooperation increases much more slowly

than the data queue without energy cooperation. This can be explained by the fact that
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Figure 3.4: Average network throughput and energy queue length versus the
number of BSs.

when the BS number is larger, under the same data traffic arrival rate, the increase of

the network throughput with energy cooperation is much greater than the case of no

energy cooperation, which in turn substantially reduce the growth rate of data queue

length.

3.5 Summary

In this chapter, power control in energy cooperation enabled downlink mmWave cellular

networks with renewable energy is studied. A stochastic optimisation problem is formu-

lated, to maximise the time average network throughput and control the sizes of data

queue and energy queue. Based on Lyapunov optimisation, an online algorithm called

DEPA is developed to solved the formulated problem. It is confirmed that the proposed

algorithm can ensure the stability of networks and prevent renewable energy overflow

by selecting an appropriate value of perturbation used in the Lyapunov function. The
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results show that compared with the system without energy cooperation, the proposed

algorithm with energy cooperation can maximise the network throughput while keeping

the data and energy queue lengths at a low level.



Chapter 4

Resource Allocation in Energy

Cooperation Enabled HetNets

4.1 Overview

First, in this chapter, user association is formulated as an optimisation problem, aiming

at maximising the number of accepted users by taking advantage of energy cooperation

while minimising the energy transfer loss between base stations (BSs). An energy efficient

user association algorithm is proposed based on the primal-dual interior point method.

Simulation results show that the proposed algorithm can greatly increase the energy

efficiency and the number of accepted users of the whole network. Then, power control

in energy cooperation enabled heterogeneous networks (HetNets) is considered. Transmit

power, grid energy consumption, and transferred energy are optimised for maximising

the energy efficiency of the whole network. An energy efficient algorithm is proposed, in

which the optimal resource allocation policy is obtained by using the lagrangian duality

method. Simulation results demonstrate that energy efficiency is substantially improved

by using the proposed power control algorithm with energy cooperation, compared with

the cases where either power control or energy cooperation are considered.

46
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UE

Smart Grid

Renewable energy levelSolar panel

Renewable energy flow

PBS 1 PBS 2

MBS 

User association

Figure 4.1: An illustration of an energy cooperation enabled two-tier HetNet
with renewable energy sources.

4.2 System Model

As shown in Figure 4.1, a two-tier downlink HetNet consisting of K macrocell geograph-

ical areas is considered, where BSs can share the harvested renewable energy via smart

grid. In each macrocell geographical area, there is one macro BS (MBS), denoted as

BSk0 , and M pico BSs (PBSs) denoted as BSkm, m ∈ {1, 2, ...,M}, k ∈ {1, 2, ...,K}. All

BSs are assumed to share the same frequency band and each BS is solely powered by

renewable energy sources. Different tiers are allowed to have different energy harvesting

processes. There are N UEs denoted as UEkn (n ∈ {1, 2, ..., N}) in each macrocell geo-

graphical area. Each UE can only be associated with one BS for service at each time slot.

It is assumed that all BSs have full buffers, and their transmit powers change slowly, so

that the BS’s transmit power is unaltered over one association time scale as mentioned

in [YRC+13].
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4.2.1 Energy Model

4.2.1.1 Renewable Energy

The harvested energy forBSkm is formulated as a uniform stochastic process Ekm [ZPSY13a].

The rate of the renewable energy generation is assumed to be constant within each time

slot and may change from one time slot to another [RCZ18].

4.2.1.2 Energy Cooperation

It is assumed that energy cooperation can only be implemented in the same macrocell

geographical area. The energy transferred from BSkm to BSkm′ is denoted by Ekmm′ . The

energy transfer efficiency factor between two BSs is β (0 < β < 1), which specifies how

efficiently the harvested energy can be transferred. The energy transfer loss is (1−β)Ekmm′

and hence the higher β, the lower energy loss during the energy transfer process.

4.2.2 Downlink Transmission Model

The user association matrix Y = [ykmn] is defined as

ykmn =

 1, if UEkn is associated with BSkm

0, otherwise
(4.1)

If UEkn is associated with BSkm, the signal-to-interference-plus-noise ratio (SINR) is

written as [LCC+15]

γkmn =
P kmh

k,m
k,n

K∑
k′=1,
k′ 6=k

M∑
m′=0

P k
′

m′h
k′,m′

k,n +
M∑

m′=0,
m′ 6=m

P km′h
k,m′

k,n + σ2

, (4.2)

where P km is the transmit power of BSkm, hk,mk,n is the average channel power gain between



Chapter 4. Resource Allocation in Energy Cooperation Enabled HetNets 49

UEkn and BSkm including pathloss and shadowing, and σ2 is the noise power. Transmit

power P km should equal to or be lower than the maximum transmit power Pm,max. Note

that the fast fading is averaged out in (4.2), since user association is carried out in a large

time scale, and the low mobility environment is considered. The channel is regarded as

static and the SINR is average over the association time [LCC+15].

To ensure that UEs can be served under the expected traffic amount, the required

spectrum resource for UEkn when associated with BSkm is given by

χkmn =
τkn

log(1 + γkmn)
, (4.3)

where τkn is the required data rate of UEkn. Accordingly, the normalised required spec-

trum resource ρkm of BSkm is

ρkm =
N∑
n=1

ykmn.
χkmn
χkm,max

, (4.4)

where χkm,max is the total bandwidth of BSkm.

4.2.3 Energy Consumption Model

Two types of energy consumptions at each BS are considered, namely static and adaptive.

The adaptive energy consumption is dependent on the dynamic transmit power of BS,

which is typically linear to the BS’s load. Hence the linearly approximated BS energy

consumption model is adopted [LCC+15, AGD+11], and the total energy consumption

of BSkm can be expressed as1

J km = ∆k
mP

k
mρ

k
m + J km,static, (4.5)

where ∆k
m is the slope of load-dependent energy consumption of BSkm, and J km,static is

the static energy consumption of BSkm consumed by the circuit and cooling systems.

1In this chapter, time is measured in unite size ”slot”, for simplicity, the multiplication by 1 slot is
omitted when converting between power and energy.
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4.2.4 Problem Formulation

The user association problem of our design is to determine the user association matrix

Y and the energy transferred between BSs Ekmm′ . The objective function expresses the

goal of maximising the number of accepted UEs while minimising the energy loss during

the energy transfer process, and is given by

P1: max
Y,E

K∑
k=1

M∑
m=0

N∑
n=1

ykmn − α
K∑
k=1

M∑
m=0

M∑
m′=0

(1− β)Ekmm′ , (4.6)

s.t.

C1 : J km +

M∑
m′=0

Ekmm′ − β
M∑

m′=0

Ekm′m ≤ Ekm, ∀m, k,

C2 :

N∑
n=1

χkmny
k
mn ≤ χkm,max, ∀k,m,

C3 :

M∑
m=0

ykmn ≤ 1, ∀k, n,

C4 : ykmn ∈ {0, 1}, ∀k,m, n,

where α specifies the relative importance between the number of accepted UEs and the

transferred energy loss. Here, α = 0 represents that there is no concern about the

transferred energy loss, and α > 0 means that the transferred energy loss is controlled

and energy cooperation will not operate when the transferred energy efficiency is low.

Constraint C1 ensures that the total energy consumed by each BS should not exceed the

total power supply including the harvested energy and the transferred energy. Constraint

C2 indicates that the number of UEs associated with one BS is restricted by the total

bandwidth of this BS. Finally, constraints C3 and C4 ensure that one UE can only be

associated with one BS at any time.
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4.3 Proposed User Association Method

The optimisation problem P1 is a mixed integer linear programming (MILP) prob-

lem, which is a non-deterministic polynomial (NP)-hard problem. To solve it, the user

association indicator ykmn is relaxed and the original problem is transformed to a con-

vex problem. Then, an efficient user association algorithm is proposed based on the

primal-dual interior point method. In addition, a predictor-corrector approach is used

for computational efficiency.

4.3.1 Primal-Dual Interior Point Method

First ykmn ∈ {0, 1} is relaxed to 0 ≤ ykmn ≤ 1 which represents the probability of the asso-

ciation between UEkn and BSkm. The linearised problem corresponding to one macrocell

geographical area in Section 4.2.4 can be written as

P1-a:max
y,E

GT1 y − α(1− β)GT2 E (4.7)

s.t.

C1− a : GT3 y + Jstatic +GT4 E − βGT5 E + d = E,

C2− a : GT6 y + b = χmax,

C3− a : GT7 y + a = e1,

C4− a : y + s = e2,

C5− a : y, E , s, a, b, d ≥ 0,

where y, G1, s ∈ R(M+1)N×1; E , G2 ∈ R(M+1)(M+1)×1; Jstatic, E, χmax, d, b ∈ R(M+1)×1;

G4, G5 ∈ R(M+1)(M+1)×(M+1); G3, G6 ∈ R(M+1)N×(M+1); a ∈ RN×1; G7 ∈ R(M+1)N×N ,

and e1, e2 are vectors of all ones. Vectors G1, G2, G6 and G7 in P1-a, C2-a, C3-a, C4-

a can be obtained from the objective function of P1, C2, C3, and C4, respectively.

Substituting (4.4) and (4.5) into constraint C1, G3, G4, and C5 can be obtained in
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constraint C1.

Based on (4.7), the Lagrangian function can be written as

L(y, E , s, a, b, d, λ1, λ2, λ3, λ4) = GT1 y − α(1− β)GT2 E+

λT1 (GT3 y + Jstatic +GT4 E − βGT5 E + d− E) + λT2×

(GT6 y + b− χmax) + λT3 (GT7 y + a− e1) + λT4 (y + s− e2),

(4.8)

where λ1, λ2, λ3, λ4 are Lagrange multipliers. With the help of (4.8), the dual problem

of the primal problem (4.7) is derived as

P2 : min
λ1,λ2,λ3,λ4

(E − Jstatic)
Tλ1 + χTmaxλ2 + eT1 λ3 + eT2 λ4, (4.9)

s.t.

C1− b : G3λ1 +G6λ2 +G7λ3 + λ4 − w = G1,

C2− b : G4λ1 − βG5λ1 − u = −α(1− β)G2,

C3− b : λ1, λ2, λ3, λ4, w, u ≥ 0,

where w ∈ R(M+1)N×1 and u ∈ R(M+1)(M+1)×1. After obtaining the constraints of

dual problem (4.9), the logarithmic barrier function can be defined by considering the

objective function of the primal problem (4.7) and introducing the logarithmic penalty

term, which is written as

B(y, E , s, a, b, d, φ) = GT1 y −GT2 α(1− β)E

− φ
(M+1)N∑
i=1

ln yi − φ
(M+1)(M+1)∑

i=1

ln Ei − φ
(M+1)N∑
i=1

ln si

− φ
N∑
i=1

ln ai − φ
M+1∑
i=1

ln bi − φ
M+1∑
i=1

ln di, (4.10)

where φ > 0 is the barrier parameter. When φ approaches to zero, the solution of max-

imising the logarithmic barrier function (4.10) converges to the optimal solution of the

primal problem (4.7) [Van14]. Hence first the Karush-Kuhn-Tucker (KKT) optimality
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conditions need to be derived for (4.10) as

GT3 y + Jstatic +GT4 E − βGT5 E + d = E,

GT6 y + b = χmax, GT7 y + a = e1, y + s = e2,

G3λ1 +G6λ2 +G7λ3 + λ4 − w = G1,

G4λ1 − βG5λ1 − u = −α(1− β)G2,

WY e3 = φe3, UΩe4 = φe4, Λ4Se3 = φe3,

Λ1De5 = φe5, Λ2Be5 = φe5, Λ3Ae6 = φe6,

(4.11)

where W,Y,U,Ω, S,D,B,A,Λ1,Λ2,Λ3,Λ4 denote the diagonal matrix whose diagonal

entries are the components of w, y, u, E , s, d, b, a, λ1, λ2, λ3, λ4, and, e3, e4, e5, e6 are vec-

tors of all ones. In (4.11), the first six equations are linear primal and dual feasibility

constraints of the optimal solutions. The rest of equations are non-linear, which depend

on the barrier parameter φ. Specifically, when φ = 0, they become the usual comple-

mentarity constraints that need to be satisfied for optimality.

Based on KKT conditions in (4.11), the Newton’s direction ∆ can be obtained by

solving the system of linear equations, which is

Q∆ =



−GT3 y − Jstatic −GT4 E + βGT5 E − d+ E

−GT6 y − b+ χmax

−GT7 y − a+ e1

−y − s+ e2

G1 + w −G3λ1 −G6λ2 −G7λ3 − λ4

u− α(1− β)G2 −G4λ1 + βG5λ1

Θ



, (4.12)

where the Jacobian matrix Q can be obtained from (4.11), accordingly. In (4.12), ∆ =

(∆y,∆E ,∆s,∆a,∆b,∆d,∆λ1,∆λ2,∆λ3,∆λ4,∆w,∆u)T and Θ = (φe3 −WY e3, φe4 −

UΩe4, φe3 − Λ4Se3, φe5 − Λ1De5, φe5 − Λ2Be5, φe6 − Λ3Ae6)T .

The barrier parameter φ depends on the solution (w, y, u, E , s, d, b, a, λ1, λ2, λ3, λ4) in
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each iteration and a desired reduction parameter δ, which is calculated as [Van14]

φ = δ
wT y + uTE + λT4 s+ λT1 d+ λT2 b+ λT3 a

2(M + 1)N + (M + 1)2 + 2(M + 1) +N
, (4.13)

where 0 < δ < 1.

4.3.2 Predictor-Corrector Technique

In order to reduce the number of iterations, The Mehrotra’s second order predictor-

corrector technique is used to simplify the calculation of Newton’s direction, and the

efficiency of it has been proved [Ter13]. The predictor-corrector technique divides the

Newton’s direction into two parts:

∆ = ∆1 + ∆2, (4.14)

where ∆1 is the affine-scaling component and ∆2 is the centering component. Direction

∆1 is the solution of (4.12) with φ = 0, and ∆2 is obtained by solving the following

equation:

Q∆2 = (0, 0, 0, 0, 0, 0,ΘT )T . (4.15)

4.3.3 User Association Algorithm

In this subsection, a user association algorithm with energy cooperation is proposed based

on the previous analysis in Section 4.3.1 and 4.3.2, which is detailed in Algorithm 2. In

this design, barrier parameter φ is updated based on the primal and dual parameters

in each iteration. Moreover, a max-probability association approach is presented that

each UE is only associated with the BS who has the largest association probability y. It

can achieve a pseudo optimal solution which is located at the boundary of the feasible
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Algorithm 2 Proposed User Association Algorithm

1: if t = 0, then
2: Initialise y(t), E(t), s(t), a(t), b(t), d(t), λ1(t), λ2(t), λ3(t), λ4(t),

w(t), u(t), which are feasible for both the primal problem and the
dual.

3: Calculate the barrier parameter φ(t) according to (4.13).
4: else
5: Calculate the Newton’s direction based on (4.14).
6: Update y(t+ 1) via y(t+ 1) = y(t) + η∆y, where η is chosen so

that the non-negativity of y is maintained, and update E(t+ 1),
s(t+ 1), a(t+ 1), b(t+ 1), d(t+ 1), λ1(t+ 1), λ2(t+ 1),
λ3(t+ 1), λ4(t+ 1), w(t+ 1), u(t+ 1) in the same way.

7: if convergence
8: Set the maximum value of association probability ykmn to 1, and

then transmit it to the corresponding BS.
9: else
10: Update φ(t) via (4.13).
11: t← t+ 1.
12: end if
13: for i = 1 : length(y(t))
14: if y(t)(i) ≥ 0.5
15: y(t)(i) = 1
16: else
17: y(t)(i) = 0
18: end
19: end if

region of the global optimal solution. Note that the proposed algorithm is applied to

solve the relaxed problem 4.7, which is not the same as solving the original primal

combinatorial problem P1. Nevertheless, the relaxation of the original problem is a

commonly-used approach to solve P1 [LCC+15]. After relaxation, the value of user

association indicators are converted back to value 1 or 0 as step 13-18 in Algorithm

2. In the following simulation results of Section 4.4, the effectiveness of the proposed

algorithm will be further illustrated.
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4.4 Simulation Results

In our simulations, PBSs and UEs are generated randomly following uniform distribu-

tions. The energy harvesting process Ekm at BSkm is modeled as a stationary stochastic

process with pdf fkm(zkm) = 1/(Hk
m−Lkm), ∀zkm ∈ [Lkm, H

k
m] where Lkm and Hk

m are the min-

imum and maximum harvested energy respectively, as suggested in [ZPSY13a]. Note that

our analysis and proposed algorithm are independent of the specific renewable energy dis-

tribution. The path loss between MBS and UE, PBS and UE is 128.1 + 37.6log10D(km),

and 140.7 + 36.7log10D(km), respectively where D(km) is the distance between the UE

and BS in kilometers. The basic simulation parameters are shown in Table 4-A.

Table 4-A: Simulation Parameters
Parameter Value

Inter site distance 500m

Number of MBSs K 7

Static power consumption of MBS J k0,static 780W

Number of PBSs per macro M 3

Static power consumption of PBS J km,static 13.6W

load-dependent cost slope of MBS ∆k
0 4.7

Bandwidth χkm,max 20 MHz

load-dependent cost slope of PBS ∆k
m 4.0

Noise power density σ2 -174 dBm/Hz

Max MBS harvested energy Hk
0 1600 W

MBS max transmit power P0,max 46 dBm

Max PBS harvested energy Hk
m 120 W

PBS max transmit power Pm,max 30 dBm

Min MBS harvested energy Lk0 350 W

Min PBS harvested energy Lkm 20 W

The proposed user association algorithm with and without energy cooperation is

simulated and evaluate the performance by two matrices. The first is the energy efficiency

of the whole system calculated as EE = accepted UE number
energy consumption τ where τ is the required data

rate of each UE. The second performance matrix is the ratio of the accepted UEs.

Figure 4.2 shows the energy efficiency versus energy transfer efficiency for different

numbers of UEs. The number of PBSs in each macro cell is set as 3, the required data
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Figure 4.2: Energy efficiency versus energy transfer efficiency for different
requested numbers of UEs N with/without energy cooperation.

rate for each UE is τ = 8× 105 bits/s, and α = 0.3. It is observed that when the energy

transfer efficiency is low, the function of energy cooperation is limited, due to large energy

loss. When the energy transfer efficiency improves beyond a critical value (0.6 in this

figure), energy efficiency increases significantly by using the proposed user association

algorithm with energy cooperation. Moreover, the performance gap between energy

cooperation and non energy cooperation is expanded when there are more requested

UEs. The reason is that under energy cooperation, more renewable energy is transferred

between BSs to support more load of BSs, in contrast to the non energy cooperation

case. Meanwhile, when there are more UEs in the network, energy efficiency is higher

due to the multiuser diversity (i.e., different UE experiences different path loss, and more

UEs with lower path loss help enhance energy efficiency.) [TV05].

Figure 4.3 shows the ratio of accepted UEs versus the requested numbers of UEs

with/without energy cooperation. The number of PBSs in each macrocell is set as 3,

β = 0.8, and α = 0.1. The required data rate for each UE in Figure 4.3 and the following
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Figure 4.3: Ratio of accepted UEs versus the requested number of UEs
with/without energy cooperation.

Figure 4.4 is τ = 5×105 bits/s. It can be found that the proposed algorithm with energy

cooperation can accept more UEs than the scenario without energy cooperation. When

more UEs demand services, the advantage of using proposed algorithm with energy

cooperation becomes more significant, due to the fact that the proposed algorithm is

capable of exploiting the multiuser diversity (i.e., different UEs experience different path

loss, and more UEs with lower path loss help enhance spectrum efficiency.).

Figure 4.4 shows the throughput of the whole system versus the number of PBSs for

different energy transferred efficiencies. The number of requested UEs in each macrocell

is set as 30 and α = 0.1. It can be observed that in the HetNets, deploying more PBSs

can provide higher throughput. Under scenario with energy cooperation, high energy

transfer efficiency allows more UEs to be accepted and achieves higher throughput of

the network. When increasing the number of PBSs, the proposed algorithm with high

energy transfer efficiency performs much better than the other cases.
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4.5 Power Control in Energy Cooperation Enabled Het-

Nets

4.6 System Model and Problem Formulation

A two-tier downlink HetNet consisting of one MBS is considered, denoted as BS0 and

M PBSs denoted as BSi, i ∈ {1, 2, ...,M}. The overall number of UEs in the network

is UEnum. There are Ni UEs denoted as UEij (j ∈ {1, 2, ..., Ni}) served by BSi, i ∈

{0, 1, 2, ...,M} and UEnum =
M∑
i=0

Ni. Each UE is associated with only one BS. In this

network, all BSs are assumed to share the same frequency band, and are powered by both

renewable energy sources and the power grid. Furthermore, different BSs have different

energy harvesting rates.
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4.6.1 Downlink Transmission Model

When UEij is connected to BSi, its downlink data rate Rij is given by

Rij =
W

Ni
log2

(
1 + γij

)
, (4.16)

where W is the system bandwidth, and the SINR γij is

γij =
Pih

i
j

M∑
i′=0,i′ 6=i

Pi′h
i′

i,j + σ2

. (4.17)

In (5.5), Pi is the transmit power of BSi, h
i
j is the channel power gain between UEij

and BSi, h
i
′

i,j is the interfering channel power gain between UEij and BSi′ , and σ2 is the

noise power.

4.6.2 Energy Cooperation Model

Each BS is powered by both the power grid and renewable energy sources. The energy

drawn by BSi from the grid is denoted as Gi. The energy harvested by BSi from

renewable energy sources is denoted as Ei, which is a constant in each time slot and may

change from one time slot to another.

The energy transferred from BSi to BSi′ is denoted as Eii′ (∀i, i
′ ∈ {0, 1, 2...,M}), and

the energy transfer efficiency factor between two BSs is denoted as βE . Hence (1 − βE)

specifies the energy loss during the energy transmission process. In this chapter, It is

assumed that there is no battery, and the energy cooperation problem in each time slot

is independent.

The total power consumption of BSi is modelled as

Ji =
Pi
ρi

+ Ji,o, ∀i, (4.18)
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where ρi is the efficiency of the power amplifier, and Ji,o is the static power consumption.

4.6.3 Problem Formulation

Our objective is to maximise the energy efficiency via power control in energy cooperation

enabled HetNets. Energy efficiency η is defined as the ratio of the overall network

throughput to the overall grid energy consumption. Hence the optimisation problem is

formulated as

P1 : max
P,E,G

η =

M∑
i=0

Ni∑
j=1

Rij

M∑
i=0

Gi

, (4.19)

s.t. C1 : γij > Γij , ∀i,∀j ∈ {1, 2..., Ni},

C2 : Ji +
M∑

i′=0,i′ 6=i

Eii′ ≤ Gi + Ei + βE

M∑
i′=0,i′ 6=i

Ei′ i, ∀i,

C3 : 0 ≤ Pi ≤ Pmax
i , ∀i,

C4 : Gi ≥ 0, ∀i,

C5 : Eii′ ≥ 0, ∀i, i′ , i′ 6= i,

where Γij denotes the minimum SINR requirement of UEij and Pmax
i is the maximum

transmit power of BSi. C1 represents the SINR constraint; C2 means that the total

power supply of BSi including the grid energy, harvested energy and the transferred

energy should be no less than the energy consumption of it [CSZ14a]; C3 ensures that

the transmit power of BSi should be smaller than the maximum transmit power; C4 and

C5 are the boundary constraints for the grid energy and transferred energy, respectively.
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4.7 Problem Transformation and Proposed Algorithm

4.7.1 Problem Transformation

The optimisation problem P1 is a non-linear fractional problem. Following [Din67],

the objective function of P1 is reformulated using the Dinkelbach’s method. The new

problem P2 can be written as

P2 : max
P,E,G

z(η) =

M∑
i=0

Ni∑
j=1

Rij − η
M∑
i=0

Gi, (4.20)

s.t. C1,C2,C3,C4.

The optimal solution set (P∗, E∗,G∗) of P1 is the same as that of P2 for η = η∗ [Din67],

where η∗ is the maximum energy efficiency given by

η∗ =

M∑
i=0

Ni∑
j=1

Rij(P
∗, E∗,G∗)

M∑
i=0

Gi(P∗, E∗,G∗)
. (4.21)

Problem P1 is solved in an iterative manner as shown in Algorithm 3. First the

interior problem P2 for a given η is solved, and the optimal values of P∗, E∗ and G∗ is

obtained by using Algorithm 4. Then, the optimal η∗ is determined as (4.21).

The interior optimisation problem P2 is still a NP-hard problem. Inspired by [NLS12],

P2 can be efficiently solved by introducing an additional constraint as follows.

C6 :
M∑

i′=0,i′ 6=i
Pi′h

i
′

i,j ≤ I, (4.22)

where the bound I is called the maximum interference temperature.2 Then, the data

2In the considered problem, I is not an optimisation variable but it can be properly found via
simulation in an off-line manner [NLS12].
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Algorithm 3 Dinkelbach’s method to determine optimal η∗

1: if t = 0, then
2: Intialize η = 0.
3: else
4: Determine the optimal resource allocation policy (P∗, E∗,G∗)

based on the η and Algorithm 4.

5: if
M∑
i=0

Ni∑
j=1

Rij(P
∗, E∗,G∗)− η

M∑
i=0

Gi(P
∗, E∗,G∗) < ε

6: η∗ =

M∑
i=0

Ni∑
j=1

Ri
j(P∗,E∗,G∗)

M∑
i=0

Gi(P∗,E∗,G∗)
.

7: break
8: else

9: Update η =

M∑
i=0

Ni∑
j=1

Ri
j(P∗,E∗,G∗)

M∑
i=0

Gi(P∗,E∗,G∗)
.

10: t← t+ 1.
11: end if
12: end if

rate between UEij and BSi is lower bounded as

R̄ij =
W

Ni
log2

(
1 + γ̄ij

)
, (4.23)

where γ̄ij =
Pih

i
j

I+σ2W
. By substituting (4.23) into P2, the problem can be rewrote as

P3 : max
P,E,G

M∑
i=0

Ni∑
j=1

R̄ij − η
M∑
i=0

Gi,

s.t. C1,C2,C3,C4,C5,C6. (4.24)

4.7.2 Lagrangian Dual

The transformed problem P3 is concave and the constraints of it are linear inequali-

ties, thus the Slater’s condition is satisfied and the strong duality is held. Hence the

Lagrangian duality method can be adopted to solve P3. First the following Lagrangian
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function is presented,

L (P, E ,G,µ,ν,θ) =
M∑
i=0

Ni∑
j=1

R̄ij − η
M∑
i=0

Gi

−
M∑
i=0

Ni∑
j=1

µij
(
Γij − γ̄ij

)
−

M∑
i=0

νi

(
Ji +

M∑
i′=0,i′ 6=i

Eii′ −Gi

− Ei − βE
M∑

i′=0,i′ 6=i

Ei′ i
)
−

M∑
i=0

Ni∑
j=1

θij

( M∑
i′=0,i′ 6=i

Pi′h
i
′

i,j − I
)

=

M∑
i=0

( Ni∑
j=1

(
R̄ij + µij γ̄

i
j

)
− νi

Pi
ρi
− Pi

M∑
i′=0,i′ 6=i

N
i
′∑

j′=1

θi
′

j′h
i
i′ ,j′

)

+

M∑
i=0

(νi − η)Gi +
M∑
i=0

M∑
i′=0,i′ 6=i

(
βEνi′ − νi

)
Eii′

−
M∑
i=0

Ni∑
j=1

µijΓ
i
j +

M∑
i=0

νi

(
Ei − Ji,o

)
+

M∑
i=0

Ni∑
j=1

θijI, (4.25)

where µij , νi, and θij are the non-negative Lagrange multipliers.

Based on (4.25), the dual function is given by

g(µ,ν,θ) =


max
P,E,G

L (P, E ,G,µ,ν,θ)

s.t. 0 ≤ Pi ≤ Pmax
i , Gi ≥ 0, Eii′ ≥ 0, ∀i, i′ .

(4.26)

Then, the dual problem of P3 is defined as

P3−D : min
µ≥0,ν≥0,θ≥0

g(µ,ν,θ). (4.27)

To let g(µ,ν,θ) be bounded, the following lemma can be obtained:

Lemma 2. The dual function is bounded by satisfying

1. νi ≤ η, ∀i.

2. βEνi′ ≤ νi, ∀i, i
′
, i
′ 6= i.
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Proof. Contradiction is used to prove the lemma. First, It is supposed that there exists

a νi satisfying νi > η. It can be seen that the objective value of (4.26) goes to infinity

as Gi → ∞. The dual function becomes unbounded. Hence, to ensure the bounded

dual function, νi ≤ η, ∀i must hold. Using the similar method, the second part of the

Lemma 2 can be proved.

Given the dual variables µij , νi and θij , the problem in (4.26) can be decomposed

into (1 +M)2 +(1 +M) subproblems by removing the constant terms of the Lagrangian

function, which are as follows:

max
0≤Pi≤Pmax

i

Ni∑
j=1

(
R̄ij + µij γ̄

i
j

)
− νi

Pi
ρi
− Pi

M∑
i
′
=0,i

′ 6=i

N
i
′∑

j′=1

θi
′

j′h
i
i′ ,j′

,∀i, (4.28)

max
Gi≥0

(νi − η)Gi,∀i, (4.29)

max
E
ii
′≥0

(
βEνi′ − νi

)
Eii′∀i, i

′, i 6= i
′
. (4.30)

Since the subproblems in (4.28) are concave, some commonly-used descent methods

such as Newton’s method can efficiently solve it [BV04]. Let f (Pi) be the objective

function of (4.28), first the first-order and the second-order partial derivatives of f (Pi)

with respect to Pi is calculated as

∂f (Pi)

∂Pi
=

Ni∑
j=1

(
W

Ni ln 2

γ̄ij
1 + γ̄ij

1

Pi
+ µij

γ̄ij
Pi

)
− νi

1

ρi
−

M∑
i′=0,i′ 6=i

N
i
′∑

j′=1

θi
′

j′h
i
i′ ,j′

, (4.31)

and

∂2f (Pi)

∂P 2
i

= − W

Ni ln 2

Ni∑
j=1

(
γ̄ij

1 + γ̄ij

)2
1

P 2
i

. (4.32)

As such, the Newton step is ∆Pi = −∂f(Pi)
∂Pi

/∂
2f(Pi)
∂P 2

i
, and Newton decrement is Θ =
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Algorithm Newton’s method

if t = 0, then
1: Initialise Pi(t), ∀i.

else

2: Calculate the Newton’s step through ∆Pi = −∂f(Pi)
∂Pi

/∂
2f(Pi)
∂P 2

i

based on (4.31) and (4.32). Update Pi(t+ 1) via

Pi(t+ 1) = [Pi(t) + δ (t) ∆Pi]
Pmax
i

0 , δ (t) is the step size
determined by backtracking line search.

if convergence (|Θ| /2 ≤ ε, ε is the tolerance)
break;

else
3: t← t+ 1, and go to step 2.

end if
end if

(
∂f(Pi)
∂Pi

)2
/∂

2f(Pi)
∂P 2

i
, which is used as the stopping criterion [BV04]. Hence the optimal

solution of (4.28) can be obtained based on Newton’s method. In addition, with the help

of Lemma 2, the optimal solutions of (4.29) and (4.30) are

Gi (νi) = 0, Eii′
(
νi, νi′

)
= 0, ∀i, i′ . (4.33)

By using the solutions of (4.28), (4.29) and (4.30), the dual function g(µ,ν,θ) in (4.26)

can be obtained. To determine the optimal dual variables, first the dual problem P3−D

is reformulated. Based on Lemma 2, the dual problem can be equivalently rewritten as

P3−D : min
µ≥0,ν≥0,θ≥0

g(µ,ν,θ),

s.t. νi ≤ η, ∀i,

βEνi′ ≤ νi, ∀i, i
′
, i
′ 6= i. (4.34)

The above problem is concave which can be solved by the subgradient method [BM08],
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and µ, ν, and θ are updated such that

µij (t+ 1) =
[
µij (t)− χ (t)

(
γ̄ij − Γij

)]+
, (4.35)

νi (t+ 1) =

[
νi (t)− χ (t)

(
Gi + Ei + βE

M∑
i′=0

Ek
i′ i
− Ji −

M∑
i′=0

Eii′
)]+

(a)
=

[
νi (t)− χ (t)

(
Ei −

P ∗i (µ(t),ν(t),θ(t))

ρi
− Ji,o

)]+

, (4.36)

θij (t+ 1) =

[
θij (t)− χ (t)

(
I −

M∑
i′=0,i′ 6=i

P ∗i′ (µ(t),ν(t),θ(t))hi
′

i,j

)]+

,∀i,∀j, (4.37)

where [x]+ = max {x, 0}, t is the iteration index, and χ (t) is the step size of the iteration

t.3 In (4.36), step (a) is obtained by considering Ji given in (4.18) and Gi, Eii′ given in

(4.33). Note that the updated νi needs to satisfy the constraints of (4.34).

After obtaining the optimal µ∗, ν∗, and θ∗ of P3−D, the corresponding solution

Pi (µ∗,ν∗,θ∗) of (4.28) is the optimal power solution of the primal problem P3. When

the optimal BS transmit power is determined, the optimal Gi and Eii′ of P3 can be

obtained by equivalently solving the following simple linear program (LP):

P4 : min
E,G

M∑
i=0

Gi,

s.t. C2,C4,C5. (4.38)

The problem P4 can be efficiently solved by using CVX [GB]. Then, P3 is completely

solved.

Based on the previous analysis to solve the problem P2, the proposed algorithm is

summarised in Algorithm 4.

3There are many step size selections such as constant step size and diminishing step size. In this
chapter, the nonsummable diminishing step length is used, as shown in [BM08].
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Algorithm 4 Algorithm for Solving Problem P2

1: if t = 0
2: Initialise µij(t), vi(t), θ

i
j(t), ∀i,∀j, which are feasible for dual

problem in (4.34). Initialise the step size χ (t) and the maximum
iteration number tmax.

3: else
4: Calculate Pi(t) through Newton’s method.
5: Update µij(t+ 1), vi(t+ 1), θij(t+ 1) according to (4.35)-(4.37),

subject to the constraints of (4.34).
6: if convergence or exceed the maximum iteration number
7: P ∗i = Pi(t).
8: break
9: else
10: t← t+ 1.
11: end if
12: end if
13: Calculate problem P4 through CVX, and acquire the optimal E∗ii′

and G∗i based on P ∗i . Thus, the optimal resource allocation
policy (P∗, E∗,G∗) is obtained.

4.7.3 Other Scenarios

In this subsection, another three scenarios are given, namely the implementation of power

control or energy cooperation solely, or neither of them is utilised in the HetNet. These

scenarios are considered as baselines for the proposed algorithm, and the comparisons

are shown in the simulation results of Section 4.8.

4.7.3.1 No Energy Cooperation, Power Control Solely

In this scenario, the energy transfer efficiency βE is set as 0, which means that the

energy cooperation is infeasible. Then, the proposed Algorithm 3 is applied to solve this

problem.
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4.7.3.2 No Power Control, Energy Cooperation Solely

In this scenario, each BS is assumed to use the maximum transmit power. Then, the

new problem is as follows:

P5 : max
E,G

M∑
i=0

Ni∑
j=1

Rij

M∑
i=0

Gi

, (4.39)

s.t. C2,C4,C5.

Since the numerator of the objective function is independent of E and G, P5 can be

equivalently transformed as

P5− 1 : min
E,G

M∑
i=0

Gi, (4.40)

s.t.C2,C4,C5.

The optimisation problem P5-1 is a LP problem, which can be solved by CVX. Thus, the

optimal grid energy consumption G∗ and optimal transferred energy E∗ can be obtained

for maximising energy efficiency.

4.7.3.3 No Energy Cooperation nor Power Control

In this scenario, the transmit power of BSi is Pmax
i , and there is no energy cooperation

in the network. The optimal grid energy consumption G∗i consumed by BSi is directly

calculated as G∗i =
[
Pmax
i
ρi

+ Ji,o − Ei
]+

, and therefore the energy efficiency is directly

calculated as
M∑
i=0

Ni∑
j=1

Rij/
M∑
i=0

G∗i .
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Table 4-B: Simulation Parameters
Parameter Value

Cell radius 500 m

Macro cell bandwidth W 20 MHz

Noise power density σ2 -174 dBm/Hz

Static power consumption of MBS J0,o 780 W

Static power consumption of PBS Ji,o 13.6 W

Path loss of MBS h0
j 128.1 + 37.6log10d(km)

Path loss of PBS hij 140.7 + 36.7log10d(km)

Min harvested energy of MBS a0 575 W

Max harvested energy of MBS b0 660 W

Min harvested energy of PBS ai 15 W

Max harvested energy of PBS bi 25 W

Min SINR requirement Γij 0 dB

Max transmit power of MBS Pmax
0 46 dBm

Max transmit power of PBS Pmax
0 30 dBm

Efficiency of power amplifier ρi 0.3 [BSHD14]

4.8 Simulation Results

In this section, numerical results are presented to demonstrate the performance of the

proposed power control algorithm with and without energy cooperation. In the simu-

lations, PBSs and UEs are uniformly distributed. The energy harvesting process Ei at

BSi is modeled as a stationary stochastic process with pdf fi(zi) = 1/(bi − ai),∀zi ∈

[ai, bi] where ai and bi is the minimum and maximum harvested energy of BSi respec-

tively [ZPSY13a]. For the first three figures, the ratio of the maximum interference tem-

perature to noise I
σ2W

is 25 dB, and the last figure shows the impact of the maximum

interference temperature. Iteration number is 500. The basic simulation parameters are

shown in Table 4-B.

Figure 4.5 shows the energy efficiency versus the number of UEs UEnum. The number

of PBSs and the energy transfer efficiency factor βE are set as 5 and 0.7, respectively. It

is found that the proposed algorithm consisting of energy cooperation and power control

achieves higher energy efficiency than the other three scenarios. The implementation

of power control can significantly improve the energy efficiency, compared with the non
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Figure 4.5: Energy efficiency versus the number of UEs.

power-control cases. In addition, by using the proposed joint power control and energy

cooperation algorithm, there is a big improvement in energy efficiency when more UEs

demand services in the network, due to the fact that the proposed algorithm is capable

of exploiting the multiuser diversity (i.e., different UEs experience different path loss,

and more UEs with lower path loss help enhance energy efficiency.) [TV05].

Figure 4.6 investigates the energy efficiency versus the number of PBSs. The energy

transfer efficiency βE and the number of UEs UEnum are set as 0.7 and 30, respec-

tively. The proposed joint energy cooperation and power control algorithm outperforms

the other cases. As more PBSs are deployed in the HetNet, the advantage of the pro-

posed algorithm becomes more significant. This can be explained by the fact that more

renewable energy harvested by PBSs can be transferred between BSs through energy

cooperation, to reduce the consumption of grid energy.

Figure 4.7 depicts the energy efficiency versus the energy transfer efficiency factor

βE . The number of PBSs is set as 5. In this figure, the non energy cooperation scenario
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Figure 4.6: Energy efficiency versus the number of PBSs.
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is considered as a baseline for comparison. It can be observed that there is a substan-

tial increase in energy efficiency when improving the energy transfer efficiency, since the

harvested renewable energy can be efficiently transferred between BSs for reducing the

grid energy consumption. Moreover, the performance gap between the energy coopera-

tion and non energy cooperation expands when improving the energy transfer efficiency,

which indicates that energy cooperation plays a pivotal role in improving the energy effi-

ciency of the HetNet with hybrid energy supplies. Again, energy efficiency is enhanced

by increasing the number of UEs due to the achievable multiuser diversity gain [TV05].
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Figure 4.8: Energy efficiency versus the ratio of the maximum interference
temperature to noise I/σ2W (dB).

Figure 4.8 shows the energy efficiency versus the ratio of the maximum interference

temperature to noise I
σ2W

(dB) for different numbers of UEs. I set the number of

PBSs as 5 and the energy transfer efficiency factor as 0.7. The maximum interference

temperature I represents the upper bound of the interference, which puts a limit on the

BS’s transmit power. It can be seen that energy efficiency first increases with I
σ2W

. When

the ratio is beyond the optimal value, it decreases with increasing I
σ2W

. The reason is
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that increasing I
σ2W

allows the BS to use larger transmit power, so as to improve the

lower-bound date rate in (4.23) and maximise the objective function of the transformed

problem P3, however, larger BS transmit power results in more grid energy consumption,

which deteriorates energy efficiency, and becomes a comparably inefficient solution for

P2. When I
σ2W

is set as larger than a critical value (35 dB in this figure), the energy

efficiency converges to a constant value, because of the maximum BS transmit power

constraint. In practice, optimal value of I is found in an off-line manner [NLS12]. As

suggested before, energy efficiency grows with the number of UEs.

4.9 Summary

In this chapter, first, the user association optimisation problem in energy cooperation

enabled HetNets is studied without power control. A user association algorithm is pro-

posed aiming to optimise the energy efficiency and the number of accepted UEs. Simula-

tion results show that the application of the proposed algorithm with energy cooperation

achieves larger energy efficiency and number of accepted UEs than non energy coopera-

tion case. Meanwhile, the advantage of the proposed algorithm with energy cooperation

is more obvious when more PBSs and UEs are located in a macro geographical area,

due to its capability of exploiting multiuser diversity. Then, under conventional user

association scheme, the power control problem in energy cooperation enabled HetNets

with hybrid energy supplies is taken into account. An efficient power control algorithm

is proposed to maximise energy efficiency of the overall network. Simulation results have

demonstrated that the proposed algorithm with energy cooperation and power control

achieves better performance than other cases, namely, applying energy cooperation or

power control solely, or neither of them.



Chapter 5

Resource Allocation in Energy

Cooperation Enabled NOMA

HetNets

5.1 Overview

This chapter focuses on resource allocation in energy cooperation enabled two-tier het-

erogeneous networks (HetNets) with non-orthogonal multiple access (NOMA), where BSs

are powered by both renewable energy sources and the conventional grid. A problem

is formulated to find the optimum user association and power control schemes for max-

imising the energy efficiency of the overall network, under quality of service constraints.

First a distributed algorithm is proposed to provide the optimal user association solution

for the fixed transmit power. Then, a joint user association and power control optimisa-

tion algorithm is developed to determine the traffic load in energy cooperation enabled

NOMA HetNets, which achieves much higher energy efficiency performance than exist-

ing schemes. Simulation results demonstrate the effectiveness of the proposed algorithm,

and show that NOMA can achieve higher energy efficiency performance than orthogonal

75
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multiple access (OMA) in the considered networks.

5.2 System Model and Problem Formulation

In this section, the system model for energy cooperation in two-tier NOMA HetNets is

presented, and the corresponding joint user association and power control problem is

formulated.

5.2.1 Downlink NOMA Transmission

Figure 5.1: An example of an energy cooperation enabled two-tier NOMA
HetNet powered by both solar panels and the conventional grid.

As shown in Figure 5.1, a two-tier energy cooperation enabled HetNet consisting

of one macro BS (MBS) and M pico BSs (PBSs) is considered, where NOMA-based

downlink transmission is utilised, and all BSs are assumed to share the same frequency

band. In such a network, BSs are powered by both the conventional power grid and

renewable energy sources, and energy can be shared between BSs through the smart
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grid. Let m ∈ {1, 2, 3, ...,M + 1} be the m-th BS, in which m = 1 denotes the MBS, and

the other values denote PBSs. There are N randomly located user equipments (UEs)

in this network, and each UE is associated with only one BS. All BSs and UEs are

single-antenna nodes. In this chapter, it is assumed that the global perfect channel state

information (CSI) is available. Let j ∈ {1, 2, 3, ..., N} index the j-th UE. According to

the NOMA scheme [SKB+13, DAP16], the superimposed signal transmitted by the BS

m is sm =
N∑
j=1

xjm
√
Pjmsjm with E

[
sjm(sjm)H

]
=1, ∀m, j, where xjm ∈ {0, 1} is the

binary user association indicator, i.e., xjm = 1 when the j-th UE is associated with the

m-th BS and otherwise it is zero, sjm is the j-th user-stream and Pjm is the corresponding

allocated transmit power. When the j-th UE is associated with the m-th BS, its received

signal can be expressed as

yjm =hjm
√
Pjmsjm + hjm

N∑
j
′
=1,j

′ 6=j

xj′m

√
Pj′msj′m︸ ︷︷ ︸

Intra−cell interference

+

M+1∑
m
′
=1,m

′ 6=m

hm
′

jm

 N∑
j′=1

xj′m′
√
Pj′m′sj′m′


︸ ︷︷ ︸

Inter−cell interference

+$o, (5.1)

where xj′m, xj′m′ ∈ {0, 1}, hjm is the channel coefficient from the associated BS m, hm
′

jm is

the interfering channel coefficient from the BS m
′
, and $o is the additive white Gaussian

noise. The power density of $o is σ2. In NOMA systems, successive interference cance-

lation (SIC) is employed at UEs, to cancel the intra-cell interference from the stronger

UEs’ data signals. Without loss of generality, assuming that there are km (km ≤ N) UEs

constituting a group that is served by the m-th BS at the same time and frequency band,

the corresponding channel to inter-cell interference plus noise ratios (CINRs) are ordered

as

|h1m|2

I
(2)
1m + σ2

≥ · · · ≥ |hjm|2

I
(2)
jm + σ2

≥ · · · ≥ |hkmm|
2

I
(2)
kmm

+ σ2
, (5.2)
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where I
(2)
jm is the inter-cell interference power at the j-th UE and σ2 is the noise power.

Based on the principle of multi-cell NOMA [SKB+13], the power allocation of the UEs’

data signals in the m-th cell needs to satisfy

0 ≤ P1m ≤ · · · ≤ Pjm ≤ · · · ≤ Pkmm,
km∑
j=1

Pjm = Pm, (5.3)

where Pm is the total transmit power of the m-th BS. Such order is optimal for decoding

and guaranteeing the user fairness [SKB+13], namely the data signals of UEs with weaker

downlink channels and larger interference need to be allocated more transmit power

to achieve the desired quality of service (QoS). For the special case of single-cell, i.e.,

I
(2)
jm = 0, (5.3) reduces to the order based on the channel power gains, as seen in [DAP16].

Therefore, based on (5.1), the data rate after SIC at the j-th UE is given by

τjm = W log2 (1 + γjm) , (5.4)

where W is the system bandwidth, and γjm is the signal-to-interference-plus-noise ratio

(SINR) given by

γjm =
Pjm |hjm|2

|hjm|2
j−1∑
j
′
=1

Pj′m︸ ︷︷ ︸
I
(1)
jm

+

M+1∑
m
′
=1,m

′ 6=m

∣∣∣hm′jm∣∣∣2 Pm′︸ ︷︷ ︸
I
(2)
jm

+σ2

=
Pjm

j−1∑
j
′
=1

Pj′m + (I
(2)
jm + σ2)/ |hjm|2

, j ≤ km (5.5)

in which I
(1)
jm is the remaining intra-cell interference after SIC, and Pm′ =

N∑
j′=1

xj′m′Pj′m′

is the total transmit power of the m
′
-th BS. Although this chapter focuses on the single-

carrier system, it can be straightforwardly extended to the multi-carrier system by letting

W be the subcarrier bandwidth and τjm multiply the subcarrier indicator to be the data

rate of a subcarrier. Thus, the optimal solution over all subcarriers in the multi-carrier
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case can be iteratively obtained by following the decomposition approach of this chapter.

5.2.2 Energy Model

Each BS is powered by both the conventional grid and renewable energy sources. The

energy drawn by the m-th BS from the conventional grid is denoted as Gm. The energy

harvested by the m-th BS from renewable energy sources is denoted by Em. The energy

transferred from BS m to BS m
′

is denoted as Emm′ , and the energy transfer efficiency

factor between two BSs is denoted as βE ∈ [0, 1]. Hence (1 − βE) specifies the level

of energy loss during the energy transmission process. In addition, It is assumed that

there is no battery to avoid the time-consuming and expensive energy waste during the

charging/discharging process, and the energy cooperation problem in each time slot is

independent. The time slot length is normalised as one to simplify the power-to-energy

conversion. Therefore, the transmit energy consumption at the m-th BS should satisfy

Pm ≤ Gm + Em + βE

M+1∑
m′=1,m′ 6=m

Em′m︸ ︷︷ ︸
Energy received from other BSs

−
M+1∑

m
′
=1,m

′ 6=m

Emm′︸ ︷︷ ︸
Energy transferred to other BSs

, (5.6)

where Pm =
N∑
j=1

xjmPjm is the total transmit power of the m-th BS.

From (5.6), it can be seen that in energy cooperation enabled networks, the grid

energy consumption of a BS depends on its harvested renewable energy, transferred

energy and transmit power. Given a BS’s transmit power, its grid energy consumption

needs to be formulated as a random variable, since the amount of harvested renewable

energy and transferred energy is uncertain, which is different from the conventional

network without energy cooperation.
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5.2.3 Problem Formulation

Our aim is to maximise the energy efficiency of such networks. The energy efficiency

(bits/Joule) is defined as the ratio of the overall network throughput to the overall grid

energy consumption, i.e., the network energy efficiency is

U (x,P,E,G) =
(M+1∑
m=1

N∑
j=1

xjmτjm

)
/
M+1∑
m=1

Gm. (5.7)

In this way, the harvested renewable energy can be maximally utilised to reduce the grid

energy consumption [HA14]. Therefore, our problem can be formulated as

P1 : max
x,P,E,G

U (x,P,E,G) , (5.8)

s.t. C1 :
M+1∑
m=1

xjmτjm ≥ τmin, ∀j,

C2 :
M+1∑
m=1

xjm = 1, ∀j,

C3 : Pm +
M+1∑

m′=1,m′ 6=m

Emm′ ≤ Gm+

Em + βE

M+1∑
m′=1,m′ 6=m

Em′m, ∀m,

C4 :
N∑
j=1

xjmPjm = Pm, ∀m,

C5 : xjm ∈ {0, 1} , ∀j,∀m,

C6 : Gm ≥ 0, Emm′ ≥ 0, ∀j,∀m,

C7 : 0 ≤ Pm ≤ Pmmax, Pjm ≥ 0,∀j,∀m,

where x = [xjm], P = [Pjm], E =
[
Emm′

]
, G = [Gm], τmin denotes the required minimum

data rate for a UE, Pmmax is the maximum transmit power of the BS m. Constraint C1

guarantees the data rate performance of UEs. C2 and C5 ensure that each UE cannot

be associated with multiple BSs. C3 is the energy consumption constraint and C4 is the
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power allocation under NOMA principle in a cell. C6 indicates that the consumed grid

energy and transferred energy are non-negative values, and C7 is the maximum transmit

power constraint.

From the objective of P1 and its constraint C3, It is shown that when more renewable

energy is harvested and shared between BSs, the total grid energy consumption of the

network can be reduced, which boosts the energy efficiency.

5.3 User Association under Fixed Transmit Powers

P1 is a mixed integer non-linear programming (MINLP) problem, and constitutes a

challenging problem. In this section, It is assumed that the transmit power is fixed, and

accordingly the original problem P1 can be simplified as

P2 : max
x,E,G

U (x,E,G) (5.9)

s.t. C1,C2,C3,C4,C5,C6.

The problem P2 is still a combinatorial problem due to its discrete nature. To

efficiently solve it, a decomposition approach is adopted. For a given G and E, the

above problem can be rewritten as

P2.1 : max
x

U (x) (5.10)

s.t. C1,C2,C4,C5.
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5.3.1 Lagrangian Dual Analysis

Based on P2.1, the Lagrangian function can be written as

L (x,λ,θ) =U (x)−
N∑
j=1

λj

(
τmin −

M+1∑
m=1

xjmτjm

)
−
M+1∑
m=1

θm

 N∑
j=1

xjmPjm − Pm

 ,

(5.11)

where λj and θm are the non-negative Lagrange multipliers. Then, the dual function is

given by

g (λ,θ) =


max
x

L (x,λ,θ)

s.t. C2,C5

, (5.12)

and the dual problem of P2.1 is expressed as

min
λ,θ

g (λ,θ) . (5.13)

Given the dual variables λj and θm, the optimal solution for maximising the Lagrangian

w.r.t. x is

x∗jm =

 1, if m = m∗

0, otherwise
, (5.14)

where m∗ = argmax
m

(µjm) with

µjm = τjm/

M+1∑
m=1

Gm + λjτjm − θmPjm. (5.15)

The solution of (5.14) can be intuitively interpreted based on the fact that given the grid

energy consumption, UEs select BSs which provide the maximum data rates. Since the

objective of the dual problem is not differentiable, the subgradient method is utilised to
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obtain the optimal solution (λ∗,θ∗) of the dual problem, which is given by

λj (t+ 1) =

[
λj (t)− δ (t)

(
M+1∑
m=1

xjmτjm − τmin

)]+

, (5.16)

θm (t+ 1) =

θm (t)− δ (t)

Pm − N∑
j=1

xjmPjm

+

, (5.17)

where [a]+ = max {a, 0}, t is the iteration index, and δ (t) is the step size. Note that

there exist several step size selections such as constant step size and diminishing step

size. Here, the nonsummable diminishing step length is used [BM08].

After obtaining the optimal (λ∗,θ∗) based on (5.16) and (5.17), the corresponding

x is the solution of the primal problem P2.1. Therefore, based on the Lagrangian dual

analysis, user association can be determined in a centralised or distributed way. The

centralised user association is intuitive, and requires a central controller, which has the

global CSI and determines which UE is connected to a BS in this network. In this

chapter, A distributed user association algorithm is proposed which does not require

any centralized coordination, as summarised in Algorithm 5. Since our problem satisfies

the conditions of the convergence proof in [BM08], the convergence of the proposed

algorithm is guaranteed. The complexity of the proposed algorithm is O ((M + 1)N) for

each iteration and the convergence is fast (less than 40 iterations in the simulation), which

is much lower than the brute force algorithm O
(
(M + 1)N

)
. Note that the broadcast

operations have negligible effect on computational complexity.

5.3.2 Genetic Algorithm

In this subsection, a genetic algorithm (GA)-based user association is developed to solve

the problem P2.1. Such algorithm will be compared with the proposed Algorithm

5. GA can achieve good performance when the population of candidate solutions is

sufficient [YHY05]. Specifically, each feasible chromosome represents a possible solution
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Algorithm 5 Distributed User Association

Step 1: At UE side
1: if t = 0
2: Initialise λj(t), ∀j. Each UE measures its received inter-cell

interference via pilot signal from all BSs, and feedbacks the
CINR values to the corresponding BSs. Meanwhile, each UE
selects the BS with the largest CINR value.

3: else
4: UE j receives the values of µjm and τjm from BSs.
5: Determines the serving BS m according to m∗ = argmax

m
(µjm).

6: Update λj(t) according to (6.16).
7: end if
8: t← t+ 1.
9: Each UE feedbacks the user association request to the chosen BS, and

broadcasts the value of λj(t).

Step 2: At BS side
1: if t = 0
2: Initialise θm(t), ∀m.
3: else
4: Receives the updated user association matrix x.
6: Updates θm(t) according to (6.17), respectively.
7: Each BS calculates µjm and τjm under NOMA principle.
8: end if
9: t← t+ 1.
10: Each BS broadcasts the values of µjm and τjm.

that satisfies the constraints of problem P2.1, which is defined as

Di = {[m1i] , [m2i] , . . . , [mNi]} , i ∈ {1, . . . ,K}, (5.18)

where mji is the gene representing the index of the BS that the j-th UE is associated

with, and it has an integer value varying from 1 to M + 1, and K is the population

size. During each generation, the fitness of each chromosome is evaluated, to select high

fitness chromosomes and produce higher fitness offsprings. Based on the objective of

problem P2.1, the fitness value of the chromosome Di is calculated as

Φi (Di) = U (Di) . (5.19)
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Then, all chromosomes are ranked from the best to the worst with ranking r, based

on their fitness values. The probability that a chromosome is selected as a parent to

produce offspring is given by ρs (r) = q(1−q)r−1

1−(1−q)K
with a predefined value q [YHY05].

In each generation process, a uniform crossover operation with the probability ρc is

utilised to produce offspring by swapping and recombining genes based on the parental

chromosomes. In addition, a uniform mutation operation with the probability ρm is

employed. Such generation procedure is repeated until reaching the maximum number

of generations, and is summarised in Algorithm 6. Given the maximum number of

generations Ω and fixed population size K, the complexity of the proposed algorithm is

O (ΩK log(K)) [GD91]. The performance of the GA-based user association algorithm

heavily depends on the population size and number of generations, due to the inherent

nature of GA [YHY05]. In the simulation results of Section V, it will be demonstrated

that overall, the proposed Algorithm 5 outperforms GA-based Algorithm 6 when the

population size of GA is not very large, and thus has lower complexity.

Algorithm 6 GA-based User Association

1: if t = 0
2: Initialise a set of feasible chromosomes {Di} with population

size K, and the maximum number of generations tmax.
3: else
4: Rank {Di} based on the fitness values given by (5.19).
5: Based on the selection probability ρs (r), chromosomes are

selected to produce offspring via uniform crossover and
mutation operations.

6: if exceed the maximum number of generations
7: x∗jm := {D∗i }, where {D∗i } is the feasible chromosome

with the highest fitness value.
8: break
9: else
10: t← t+ 1.
11: end if
12: end if

The aforementioned approach provides user association solutions for problem P2.1.

After obtaining the user association solution x =
[
x∗jm

]
, the corresponding pair (G,E)
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is obtained by solving the following simple linear programming (LP):

P2.2 : min
E,G

M+1∑
m=1

Gm (5.20)

s.t. C3,C6.

The problem P2.2 can be efficiently solved by using existing software, e.g. CVX [GB].

When no energy cooperation is allowed, i.e., Emm′ = 0,∀j,∀m, the optimal grid

energy consumption G of problem P2.2 under the user association solution x =
[
x∗jm

]
is directly obtained as

G∗m = [Pm − Em]+ , (5.21)

where Pm =
N∑
j=1

x∗jmPjm.

Based on the solutions of subproblems P2.1 and P2.2, an iterative algorithm is

proposed to solve the problem P2, which is summarised in Algorithm 7.

Algorithm 7 Resource Allocation Algorithm under Fixed
Transmit Power

1: if t = 0
2: For a fixed P, initialise Gm, ∀j,m.
3: else
4: Determine xjm(t) under fixed (E,G) by selecting the UE

association algorithm from Algorithm 5 or Algorithm 6.
5: Given xjm(t), update the energy allocation policy (E,G)

by solving the LP P2.2 via CVX.
6: if convergence
7: Obtain optimal resource allocation policy (x∗,E∗,G∗).
8: break
9: else
10: t← t+ 1.
11: end if
12: end if
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5.4 Joint User Association and Power Control Scheme

In this section, the joint resource allocation and power control design is considered.

Specifically, an algorithm to solve the MINLP problem P1 is developed through the

decomposition approach. As discussed in the previous section, first the user association

indicators are determined given the resource allocation policy (P,E,G), which can be

obtained by solving problem P2.1 via Algorithm 5 or Algorithm 6. Then, under a fixed

user association {xjm}, the problem for optimising (P,E,G) is written as

P3 : max
P,E,G

U (P,E,G) (5.22)

s.t. C1,C3,C4,C6,C7.

From the energy efficiency function, it can be found that the power allocation vectors

P and G are coupled in the objective of problem P3. Thus, given G and E, the above

problem can be decomposed into

P3.1 : max
P

M+1∑
m=1

N∑
j=1

xjmτjm (5.23)

s.t. C1,C3,C4,C7.

Problem P3.1 is non-convex. Hence a tractable suboptimal solution based on the

Karush-Kuhn-Tucker (KKT) conditions is provided. The Lagrangian function of prob-

lem P3.1 is

L (P,ν,χ) =

M+1∑
m=1

N∑
j=1

xjmτjm −
N+1∑
j=1

χj

(
τmin −

M+1∑
m=1

xjmτjm

)

−
M+1∑
m=1

νm

( N∑
j=1

xjmPjm − ϕm
)
, (5.24)

where ϕm = min
{
Gm +Em + βE

M+1∑
m′=1,m′ 6=m

Em′m−
M+1∑

m′=1,m′ 6=m
Emm′ , P

m
max

}
according to

constraints C3 and C7, and χj and νm are the non-negative Lagrange multipliers.
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Without loss of generality, assuming that the j-th UE is associated with the BS m,

i.e., xjm = 1, based on the KKT conditions, I have

∂L

∂Pjm
= (1 + χj)

(
WΛjm

1 + PjmΛjm

)
−Θ

(1)
jm −Θ

(2)
jm − νm log(2) = 0, (5.25)

where Λjm =
|hjm|2

I
(1)
jm+I

(2)
jm+σ2

is referred to as the channel to interference plus noise ratio at

the j-th UE. Based on (5.3) and (5.5), Θ
(1)
jm resulting from the intra-cell interference is

given by

Θ
(1)
jm =

km∑
`>j

(1 + χ`)
Wγ`m

1 + γ`m
Λlm, (5.26)

and Θ
(2)
jm resulting from the inter-cell interference is given by

Θ
(2)
jm =

M+1∑
m′=1,m′ 6=m

N∑
j′=1

(
1 + χj′

)
xj′m′Wγj′m′

∣∣∣hm
j′m′

∣∣∣2(
1 + γj′m′

)(
I

(1)

j′m′
+ I

(2)

j′m′
+ σ2

) . (5.27)

Based on (5.25), the transmit power allocated to the j-th user-stream in the m-th

cell is obtained as

P ∗jm =
[ (1 + χj)W

Θ
(1)
jm + Θ

(2)
jm + νm log(2)

− 1

Λjm

]+
. (5.28)

In (5.28), the allocated transmit power is a monotonic function of νm. As such, given

{χj}, a one-dimension search scheme is adopted over the Lagrange multipliers {νm},

which can efficiently obtain the optimal ν∗ that satisfies constraints C3 and C7. Accord-

ing to (5.28), it can be easily found that ν∗m needs to satisfy 0 ≤ ν∗m ≤ νmax
m , where

νmax
m = max

j

{(
(1 + χj)WΛjm −Θ

(1)
jm −Θ

(2)
jm

)
/ log(2)

}
. Here, ν∗m = 0 represents that

there is no limitation about the transmit power of the j-th user-stream and ν∗m = νmax
m

corresponds to the case that no transmit power is allocated to the j-th user-stream.

Thus, by fixing {χj}, ν∗ can be obtained by using Algorithm 8. For achieving a spe-

cific accuracy ς, the complexity of Algorithm 8 is O (log (1/ς)). After obtaining ν∗, the
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Lagrange multiplier χj can be updated by using the subgradient method, which is similar

to (5.16).

Algorithm 8 One-dimension Search Algorithm

1: if t = 0
2: Given χj , initialise νlm = 0, νhm = νmax

m , ∀m,

and calculate Fl =
N∑
j=1

xjmP
∗(l)
jm and Fh =

N∑
j=1

xjmP
∗(h)
jm ,

where
{
P
∗(l)
jm

}
and

{
P
∗(h)
jm

}
are the allocated transmit powers of

the j-th UE’s data stream for the cases of νlm and νhm respectively,
which are calculated by using (5.28).

3: else
4: while Fl 6= ϕm and Fh 6= ϕm

5: Let νm = νlm+νhm
2 , and compute Fm.

6: if Fm = νm
7: The optimal dual variable ν∗m is obtained.
8: break
9: elseif Fm < ϕm
10: νhm = νm.
11: else Fm > ϕm
12: νlm = νm.
13: end if
14: end while
15: end if

To ensure the system stability, the Mann iterative method is utilised to update the

transmit power in each iteration [HNS+12], which is given by

P
(`+1)
jm = (1− η(`))P

(`)
jm + η(`)P ∗jm, (5.29)

where ` is the iteration index, 0 < η(`) < 1 is the step size, which is usually chosen as

η(`) = `
2`+1 . After obtaining the optimal solution of problem P3.1, the corresponding

(G,E) can be updated by solving the LP problem P2.2 via CVX. As such, the solution

of problem P3 can be iteratively obtained. Note that the convergence of KKT-based

algorithm is usually faster than the gradient-based designs [KC06].

Based on the previous analysis, the proposed joint user association and power control

scheme in energy cooperation enabled NOMA HetNets is summarised in Algorithm 9.
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Algorithm 9 Joint User Association and Power Control

1: if t = 0
2: Initialise Pm, Gm, Em, ∀m
3: else
4: Determine xjm(t) under (P,G,E) by selecting the UE

association algorithm from Algorithm 1 or Algorithm 2.
5: Given xjm(t) and the corresponding (G,E), update

the transmit power P based on the following rule:
Loop:

a) Given Θ
(2)
jm, loop over UE j:

i): Obtain {ν∗m} using Algorithm 4 given {χj}
ii): Obtain Pjm according to (5.28) with {ν∗m, χj}.
iii): Update {χj} using subgradient method.
iv): Update Pjm using (5.29).
Until convergence.

b) Update Θ
(2)
jm using (5.27).

Until convergence.
6: Based on the updated P, update Gm and Emm′ by solving

LP problem P2.2 via CVX.
7: if convergence
8: Obtain optimal resource allocation policy (x∗,P∗,E∗,G∗).
9: break
10: else
11: t← t+ 1.
12: end if
13: end if

5.4.1 Comparison with FTPA

In 4G networks, fractional transmission power allocation (FTPA) scheme is adopted [SKB+13].

The rule of FTPA is that the transmit power will be allocated based on the UEs’ channel

conditions, i.e., the data signals of UEs with weaker downlink channels will own more

transmit power. Based on the CINR order in (5.2), the transmit power allocated to the

j-th UE’s data stream in the m-th cell under FTPA protocol is expressed as [SKB+13]

Pjm = Pm

(
|hjm|2

I
(2)
jm + σ2

)−α
/

N∑
l=1

xlm

(
|hlm|2

I
(2)
lm + σ2

)−α
, (5.30)

where 0 ≤ α ≤ 1 is the decay factor. Here, α = 0 represents equal power allocation.

For larger α, the transmit power allocated to the data-stream of the UE with largest
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CINR becomes lower, and more power will be allocated to the data-stream of the UE

with the lowest CINR, in order to achieve the user-fairness and the optimal decoding.

However, the detrimental effect of using such simple power allocation scheme is that

distant UEs may receive worse inter-cell interference without power control among BSs,

due to the fact that each BS has to assign larger transmit power to the far-away UEs.

Therefore, compared to the single-cell NOMA case [DAP16], the inter-cell interference

has a significant impact on the power allocation of multi-tier NOMA HetNets.

5.4.2 Comparison with No Renewable Energy

When there is no renewable energy harvesting (i.e., Em = 0, ∀m), no renewable energy

can be shared between BSs (i.e., Emm′ = Em′m = 0, ∀m,m′), and thus the required

energy can only be supplied by the conventional grid. In this case, Pm = Gm, ∀m, and

the original problem P1 reduces to

P4 : max
x,P

M+1∑
m=1

N∑
j=1

xjmτjm

M+1∑
m=1

N∑
j=1

xjmPjm

(5.31)

s.t. C1,C2,C4,C5,C7.

The above problem is non-linear fractional programming and non-deterministic polyno-

mial (NP)-hard, which can be solved by using the proposed Algorithm 5 with Em = 0

and Emm′ = Em′m = 0.

5.4.3 Comparison with No Energy Cooperation

In this case, the energy transfer efficiency βE is set to 0, which means that the harvested

renewable energy cannot be transferred between BSs. Each BS is powered by the con-

ventional grid and its harvested renewable energy, i.e., the transmit energy consumption

at a BS needs to satisfy Pm ≤ Gm +Em, ∀m. Then, the proposed Algorithm 5 can still
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Table 5-A: Simulation Parameters
Parameter Value

Cell radius 500 m

System bandwidth W 10 MHz

Noise power density σ2 -174 dBm/Hz

Path loss of MBS |hj1|2 128.1 + 37.6log10d(km)

Path loss of PBS |hjm|2 140.7 + 36.7log10d(km)

Max transmit power of MBS P1 46 dBm [GMR+12]

Max transmit power of PBS Pm 30 dBm [GMR+12]

be applied to solve this problem, and during each iteration, the grid energy consumption

is updated as Gm = [Pm − Em]+ based on the updated Pm.

5.5 Simulation Platform and Results

In this section, numerical results are presented to demonstrate the effectiveness of the

proposed algorithm compared with other schemes as well as the conventional counter-

part. Since the renewable energy arrival rate changes slowly in practice and is stationary

at each information transmission time slot [ZZZ+16], the amounts of harvested energy

at the MBS and PBSs are considered to be constant and each PBS has the same level

of renewable energy during each transmission time slot for the sake of simplicity. Our

analysis and proposed algorithm are independent of the specific renewable energy distri-

bution. If there is no special circumstance, then the energy harvesting models of PBSs

and MBSs are the same as Table 4-B in chapter 4. In the simulation, I focus on the

large-scale channel fading condition in low mobility environment, due to the fact that

user association is carried out in a large time scale and the small-scale fading can be aver-

aged out [KSK11, LCC+15]. In addition, PBSs and UEs are uniformly distributed in a

macrocell geographical area. Iteration number is 500. The basic simulation parameters

are shown in Table 5-A.
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Figure 5.2: Energy efficiency versus the number of UEs for different user asso-
ciation algorithms.

5.5.1 User Association under Fixed Transmit Power

In this subsection, different user association algorithms under fixed transmit power are

studied, i.e., power control is unavailable at BSs. Based on the NOMA power allocation

condition in (5.3), it is defined that the total transmit power at each BS is Pm = Pmmax,

and adopt an arithmetic progression power allocation approach for the sake of simplicity,

namely the transmit power of the j-th UE’s data signal is Pjm = 2j
km(1+km)Pm, j ∈

{1, 2, 3, ..., km} when km UEs are multiplexed in the power domain of the m-th cell. Also

the comparison with the conventional Reference Signal Received Power (RSRP) based

user association is provided. The aim of this subsection is to show the performance for

different user association algorithms under the same fixed power allocation condition.

Figure 5.2 shows the energy efficiency versus the number of UEs with the number of

PBSs M = 6 and the energy transfer efficiency factor βE = 0.9. The minimum QoS is

set as τmin = 0.1 bits/s/Hz and the amount of energy harvested by MBS and PBS as 37
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Figure 5.3: Energy efficiency versus the number of PBSs for different user
association algorithms.

dBm and 27 dBm, respectively1. The maximum number of generations for the GA-based

user association is 10, q = 0.1, and ρc = ρm = 0.4. The proposed user association scheme

with NOMA achieves better energy efficiency than the other cases. The energy efficiency

increases with the number of UEs because of the multiuser diversity gain (i.e., different

UEs experience different path loss, and more UEs with lower path loss help enhance

the overall energy efficiency.) [TV05]. The use of NOMA outperforms OMA. By using

the GA-based user association, the energy efficiency slowly increases with the number

of UEs, due to the fact that the efficiency of the GA-based algorithm depends on the

population size [YHY05]. In other words, given the population size (e.g., K = 200 in this

figure), the GA algorithm may not obtain good solutions when the number of UEs grows

large, which indicates that larger populations of candidate solutions is needed [YHY05].

Figure 5.3 shows the energy efficiency versus the number of PBSs with the number

1In real networks, the renewable energy generation rate is constant during a certain period, and the
time scale of the user association and power control process is much shorter, typically less than several
minutes [KSK11, LCC+15]. In addition, the amount of energy harvested by a MBS is usually larger than
that at a PBS, since MBS can fit larger solar panel [LCC+15, HA13a].
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of UEs N = 40 and the energy transfer efficiency factor βE = 0.9. The minimum

QoS is set as τmin = 0.1 bits/s/Hz and the amount of harvested energy at MBS and

PBS as 37 dBm and 27 dBm, respectively. The maximum number of generations for

GA is 10, q = 0.1, and ρc = ρm = 0.4. NOMA achieves higher energy efficiency

than OMA, since NOMA can achieve higher spectral efficiency. The proposed user

association algorithm outperforms the other cases, and the performance gap between the

proposed user association and the conventional RSRP-based user association is larger

when deploying more PBSs, due to the fact that the proposed user association can achieve

more BS densification gains [ABC+14]. For the GA-based user association algorithm

with the population size K = 600, solutions are inferior when the number of PBSs is

large, as larger populations of candidate solutions are needed [YHY05].

5.5.2 Power Control under Fixed User Association

In this subsection, three power allocation schemes are considered, namely the power con-

trol method proposed in Section IV, FTPA and the conventional fixed transmit power,

to confirm the advantages of our proposal. The conventional RSRP-based user asso-

ciation is adopted in the simulation, and all the considered cases experience the same

user association condition. In addition, BSs use their maximum transmit powers in the

OMA scenario, and the total transmit power of each BS for FTPA is set as Pm = Pmmax,

m ∈ {1, 2, 3, ...,M + 1}.

Figure 5.4 shows the energy efficiency versus the number of PBSs with the number

of UEs N = 50 and the energy transfer efficiency factor βE = 0.9. The minimum QoS is

set as τmin = 1 bits/s/Hz and the amount of energy harvested by MBS and PBS as 37

dBm and 27 dBm, respectively. It can be seen that by using NOMA with the proposed

power control, energy efficiency rapidly increases with the number of PBS. The proposed

algorithm achieves better performance than the other cases. When deploying more PBSs,

the performance gap between the proposed solution and the other cases is larger, which

indicates that the proposed power control algorithm can achieve more BS densification
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Figure 5.4: Energy efficiency versus the number of PBSs for different power
allocation policies.

gains and efficiently coordinate the inter-cell interference. When the number of PBSs is

not large, NOMA with FTPA can outperform the conventional OMA case, since NOMA

can achieve better spectral efficiency than OMA [DAP16]. However, when adding more

PBSs, NOMA with FTPA may not provide higher energy efficiency. The reason is that

more UEs will be offloaded to picocells, and the inter-cell interference will become worse,

which means that the transmit power of each user-stream needs to be larger to combat

the inter-cell interference. As suggested in Section 5.4.1, FTPA with α = 0 achieves

higher energy efficiency of the network than the α = 0.7 case, since the data-streams for

UEs with poorer channel condition (i.e., lower CINR) have to be allocated more power

in the case of FTPA with α = 0.7, which reduces the total throughput of the network

under the same energy consumption.

Figure 5.5 shows the energy efficiency versus the energy transfer efficiency factor βE

with the number of PBSs M = 3 and the number of UEs N = 40. The minimum

QoS is set as τmin = 1 bits/s/Hz and the amount of harvested energy at MBS and
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Figure 5.5: Energy efficiency versus energy transfer efficiency factor for differ-
ent power allocation policies.

PBS to 40 dBm and 35 dBm, respectively. Compared to the no energy cooperation

case (i.e., βE = 0), the use of energy cooperation can enhance the energy efficiency,

particularly when the energy transfer efficiency factor is large. The implementation of

NOMA can achieve higher energy efficiency than the conventional OMA system because

of higher spectral efficiency, and the proposed power control algorithm outperforms the

other cases. Moreover, the energy efficiency grows at a much higher speed when applying

the proposed algorithm. For a specified βE , FTPA with α = 0 achieves higher energy

efficiency of the network than the α = 0.7 case, as suggested in Figure 5.4.

Figure 5.6 shows the tradeoff between the energy efficiency and the minimum QoS

with the number of PBSs M = 3 and the number of UEs N = 30. The energy transfer

efficiency factor is set to βE = 0.9 and the amount of energy harvested by MBS and PBS

to 37 dBm and 27 dBm, respectively. For a given minimum QoS, the proposed power

control under NOMA achieves higher energy efficiency than conventional OMA. When

better QoS is required by the UE, energy efficiency of both NOMA and OMA cases
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Figure 5.6: Tradeoff between the energy efficiency and the minimum QoS for
NOMA and OMA.

decreases. The reason is that for the proposed solution, more transmit power will be

allocated to the UEs with lower CINRs to achieve such minimum QoS, which results in

more energy consumption; for conventional OMA, it means that more UEs cannot obtain

the desired QoS and have to experience outage. It can be seen that energy efficiency

decreases significantly in the low minimum QoS regime, because many UEs receive low

QoS and increasing the level of the minimum QoS means that these UEs cannot be

served. In practice, the minimum QoS can be found in an off-line manner [NLS12].

5.5.3 Joint User Association and Power Control

In this subsection, the benefits of joint user association and power control design in energy

cooperation enabled NOMA HetNets are examined. Also comparisons by considering

different power allocation schemes with the conventional RSRP-based user association

are presented. In the OMA scenario, transmit power at the BS is set to Pm = Pmmax in

the OMA scenario.
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Figure 5.7: Energy efficiency versus the number of UEs for different joint user
association and power allocation designs.

Figure 5.7 shows the energy efficiency versus the number of UEs with the number of

PBSs M = 5 and the energy transfer efficiency factor βE = 0.9. The minimum QoS is

set as τmin = 0.5 bits/s/Hz and the amount of harvested energy at MBS and PBS as 32

dBm and 22 dBm, respectively. It can be seen that the proposed joint user association

and power control algorithm achieves higher energy efficiency than the other cases, and

significantly improves the performance when more UEs are served in the network. The

reason is that the proposed algorithm is capable of obtaining larger multiuser diversity

gains. The use of NOMA can obtain higher energy efficiency than the OMA case,

due to NOMA’s capability of achieving higher spectral efficiency. Additionally, when

equal power allocation is adopted in NOMA HetNets with the conventional RSRP-based

user association, energy efficiency decreases with increasing the number of UEs of the

network, which can be explained by the fact that given the total transmit power of a

BS, the transmit power allocated to the data-streams of the UEs with better channel

condition reduces when more UEs are served simultaneously.
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Figure 5.8: Energy efficiency versus the number of PBSs for different joint user
association and power allocation designs.

Figure 5.8 shows the energy efficiency versus the number of PBSs with the number of

UEs N = 50 and the energy transfer efficiency factor βE = 0.9. The minimum QoS is set

as τmin = 0.1 bits/s/Hz and the amount of energy harvested by MBS and PBS as 37 dBm

and 27 dBm, respectively. The proposed design outperforms the other cases. By using

the proposed joint user association and power control with NOMA, the energy efficiency

significantly increases with the PBS number, since the proposed design can obtain more

BS densification gains. Again, the use of NOMA achieves better performance than OMA.

For the case of RSRP-based user association with NOMA and equal power allocation,

energy efficiency decreases with increasing the number of PBSs, because the inter-cell

interference has a big adverse effect on the NOMA transmission [SVL+17].
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5.6 Summary

This chapter studies user association and power control in energy cooperation aided two-

tier HetNets with NOMA. A distributed user association algorithm is proposed based

on the Lagrangian dual analysis, which does not require a central controller. Then, a

joint user association and power control algorithm is proposed which achieves higher

energy efficiency performance than the existing schemes. Simulation results show that

the proposed algorithm can efficiently coordinate the intra-cell and inter-cell interference

and has the capability of exploiting the multiuser diversity and BS densification. The

application of NOMA can achieve larger energy efficiency than OMA due to the higher

spectral efficiency of NOMA.



Chapter 6

Resource Allocation in Energy

Cooperation Enabled Caching

HetNets

6.1 Overview

In this chapter an optimisation problem for joint user association and power control in

cache-enabled heterogeneous networks (HetNets) with energy cooperation is formulated,

which aims at maximising the network throughput while minimising the conventional

grid energy consumption. Simulation results demonstrate that the proposed joint user

association and power control algorithm can significantly enhance the sum data rate and

the energy efficiency of the whole network.

102
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6.2 System Model and Problem Formulation

A cache-enabled energy-cooperative HetNet is considered consisting of macro base sta-

tions (MBSs) and pico BSs (PBSs), where each BS equips with a cache to store content

files. Let B and U denote the set of BSs and the set of user equipment (UEs), respectively.

The cache size of each MBS and PBS are LM and LS respectively. In such networks,

each BS is powered by both the conventional grid and renewable energy sources, and

energy can be shared between BSs via the smart grid.

6.2.1 Caching Strategy

It is assumed that there is a finite content library denoted as F = {F1, . . . ,Ff , . . . ,FF },

where Ff is the f -th content and the number of contents is F . Each content has unit size

and the number of contents that can be cached locally by a BS is usually lower than F

in practice [CLQK17]. The probability that a content f is requested by a UE is denoted

as pf (0 ≤ pf ≤ 1), and
F∑
f=1

pf = 1.

The probabilistic caching strategy is considered, i.e., the probability that a specific

content f is cached by BS i is 0 ≤ qfi ≤ 1. Let Li denote the cache size of BS i. In this

caching strategy, {qfi} for BS i needs to satisfy the following conditions[BG15]:

F∑
f=1

qfi≤Li, ∀i ∈ B, f ∈ F , (6.1)

where Li = LM if the serving BS i is MBS, and otherwise Li = LS. According to the

law of total probability, the hit probability that BS i stores the content requested by a

UE is
F∑
f=1

pfqfi .
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6.2.2 Energy Model

Similar to the previous chapter, here, each BS draws energy from both the conventional

grid and renewable energy sources. Also, for simplicity, the implicit multiplication by

1 time slot is omitted when converting between power and energy [RCZ18]. During

each transmission time slot, the transmit power of BS i is Pi (i ∈ B), the conventional

grid energy consumed by BS i is Gi, and the energy harvested by BS i from renewable

energy sources is Ei. The energy transferred from BS i to BS i
′

is Eii′ , and the energy

transfer efficiency factor between BSs is β ∈ [0, 1]. In addition, it is assumed that there

is no energy storage [XZ15b], and the energy cooperation problem in each time slot is

independent. As such, the transmit power at the i-th BS should satisfy

Pi < Gi + Ei + β
∑

i′∈B,i′ 6=i

Ei′ i −
∑

i′∈B,i′ 6=i

Eii′ . (6.2)

6.2.3 Problem Formulation

Since the maximisation of the network throughput will give rise to severe data rate

imbalance among UEs [GSSBH11], a proportionally fair network throughput is consid-

ered, which is the sum of the logarithmic throughput over all UEs, to alleviate the data

rate imbalance problem. Let xij(i ∈ B, j ∈ U) denote the binary user association indi-

cator, i.e. xij = 1 when UE j is associated with BS i and otherwise it is zero. Then,

ki =
∑
j∈U

xij denotes the number of UEs served by the BS i, and

(
F∑
f=1

pfqfi

)ki
is the

probability that ki associated UEs can be served by BS i that caches their requested

contents1. When xij = 1, the data rate of the j-th UE can be defined as µij = log (Rij)

1Note that when some UEs request the same content, they may still have different demand on SINR
and data rates. For simplicity, it is assumed that user-streams are independent.
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with the data rate Rij . Here, the date rate Rij (in bits/s) of the j-th UE is given by

Rij =

 F∑
f=1

pfqfi

ki

B∑
j∈U

xij
log (1 + γij) (6.3)

with the signal-to-interference-plus-noise ratio (SINR)

γij =
Pihij∑

i′∈B,i′ 6=i
Pi′hi′j + σ2

, (6.4)

where B is the system bandwidth, hij is the channel gain between UE j and its associated

BS i, hi′j is the interfering channel gain between UE j and BS i
′
, and σ2 is the noise

power. It is seen that the level of data rate depends on both channel conditions and hit

probability, and the hit probability has a big impact on the throughput in cache-enabled

cellular networks, as indicated by (6.3).

Our aim is to maximise the network throughput while minimising the overall grid
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energy consumption, which is formulated as

P1 : max
q,x,P,E,G

∑
i∈B

∑
j∈U

xijµij − η
∑
i∈B

Gi, (6.5)

s.t.C1 :
∑
i∈B

xijγij ≥ γmin, ∀j ∈ U ,

C2 :
∑
i∈B

xjm = 1, ∀j ∈ U ,

C3 : Pi < Gi + β
∑

i′∈B,i′ 6=i

Ei′ i

−
∑

i′∈B,i′ 6=i

Eii′ + Ei, ∀i ∈ B,

C4 :
F∑
f=1

qfi≤Li, ∀i ∈ B, f ∈ F ,

C5 : 0 ≤ qfi ≤ 1, ∀f ∈ F ,∀i ∈ B,

C6 : xij ∈ {0, 1} , ∀i,∀j ∈ U ,

C7 : Gi ≥ 0, Eii′ ≥ 0,∀i ∈ B,

C8 : 0 ≤ Pi ≤ P imax, ∀i ∈ B,

where q = [qfi ], x = [xij ], P = [Pi], E =
[
Eii′
]
, G = [Gi]. According to (6.2), grid energy

consumption depends on harvested energy, transferred energy and the transmit powers of

BSs. η is a weighted parameter that provides a tradeoff between the network throughput

and the grid energy consumption, and γmin denotes the minimum SINR required by a

UE. Constraint C1 guarantees the data rate requirement; C2 and C6 ensure that each

UE cannot be associated with multiple BSs; C3 is the energy consumption constraint;

C4 and C5 are the probabilistic caching constraints, as mentioned in (6.1); C7 indicates

that the consumed grid energy and transferred energy are non-negative values, and C8

is the maximum transmit power constraint.
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6.3 Joint User Association and Power Control Scheme

In this section, an algorithm is proposed to solve problem P1. By setting ki =
∑
j∈U

xij ,

problem P1 can be equivalently expressed as

P2 : max
q,x,P,E,G

∑
i∈B

∑
j∈U

xij log (cij) +
∑
i∈B

k2
i log

 F∑
f=1

pfqfi


−
∑
i∈B

ki log (ki)− η
∑
i∈B

Gi, (6.6)

s.t. C1,C2,C3,C4,C5,C6,C7,C8,

C9 :
∑
j∈U

xij = ki, ∀i,

where cij = B log (1 + γij).

6.3.1 Content Placement and User Association

Problem P2 is a mixed integer non-linear programming (MINLP) problem and non-

convex. To solve it, a decomposition approach is adopted. Given {P,E,G} in problem

P2, first the following joint content placement and user association problem is addressed,

P2.1 : max
q,x

∑
i∈B

∑
j∈U

xij log (cij) +
∑
i∈B

k2
i log

 F∑
f=1

pfqfi


−
∑
i∈B

ki log (ki) , (6.7)

s.t. C1,C2,C4,C5,C6,C9.

To solve problem P2.1, the following lemma is needed:

Lemma 3. Let p(1) ≥ · · · ≥ p(f) ≥ · · · ≥ p(F ) represent the ordered probability that

the content (f) is requested by a UE, the optimal content placement solution of problem
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P2.1 is

q∗fi =

 1, fi = (1) , . . . , (Li)

0, otherwise
, ∀i ∈ B. (6.8)

Proof. It can be found that the objective of problem P2.1 is an increasing function of

the hit probability
F∑
f=1

pfqfi under arbitrary user association x. Based on the constraints

C4 and C5, the contents can be divided into Li groups Fl (l = 1, . . . , Li) at BS i, and

the contents in Fl have greater request probability than Fl+1, such that
∑

(f)∈Fl

ql(f)i
=

1,
Li∑
l=1

ql(f)i
= q(f)i

and
⋃
l=Li

Fl = F . Then, I have
F∑
f=1

pfqfi =
Li∑
l=1

∑
(f)∈Fl

p(f)q
l
(f)i
≤

Li∑
l=1

p(l)

( ∑
(f)∈Fl

ql(f)i

)
⇒

F∑
f=1

pfqfi ≤
Li∑
l=1

p(l), and the equality satisfies under (6.8).

With the help of Lemma 3, problem P2.1 can be equivalently rewritten as

P̃2.1 : max
x

∑
i∈B

∑
j∈U

xij log (cij) +
∑
i∈B

k2
i log

 Li∑
f=1

p(f)


−
∑
i∈B

ki log (ki) , (6.9)

s.t. C1,C2,C6,C9.

The problem P̃2.1 is combinatorial. To solve it, first its dual problem is analysed.

The Lagrangian function of problem P̃2.1 is written as

L (x,k,µ,ν) =
∑
i∈B

∑
j∈U

xij log (cij) +
∑
i∈B

k2
i log

 Li∑
f=1

p(f)

−
∑
i∈B

ki log (ki)−
∑
j∈U

µj

(
γmin −

∑
i∈B

xijγij

)
−

∑
i∈B

νi

∑
j∈U

xij − ki

 , (6.10)

where k = [ki], µ = [µj ], ν = [νi], µj and νi are non-negative Lagrange multipliers.
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Accordingly, the dual function D (·) is

D (µ,ν) =


max
x,k
L (x,k,µ,ν)

s.t. C2,C6.

(6.11)

Thus, the dual problem of (6.9) is given by

min
µ≥0,ν≥0

D (µ,ν) . (6.12)

Given the dual variables µj and νi, the solution of maximising the Lagrangian with

respect to (w.r.t.) x can be explicitly obtained as

x∗ij =

 1, if i = i∗

0, otherwise
, (6.13)

where i∗ = arg max
i

(log (cij) + µjγij − νi). Taking the second-order derivative of the

Lagrangian w.r.t. ki yields

∂2L
∂k2

i

= 2 log

 Li∑
f=1

p(f)

− 1

ki
. (6.14)

Since
Li∑
f=1

p(f) ≤ 1, I have ∂2L
∂k2i

< 0, which means that the Lagrangian is a concave function

of ki. By setting ∂L
∂ki

= 0, the optimal k∗i is given by

k∗i = −
W

(
−2 log

(
Li∑
f=1

p(f)

)
eνi−1

)

2 log

(
Li∑
f=1

p(f)

) , (6.15)

where W (z) is the Lambert-W function representing the solution of z = wew.

Based on (6.13), It can be found that D (µ,ν) is not a differentiable function of µj and

νi, and the closed-form optimal solution (µ∗,ν∗) does not exist. Thus, the subgradient
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method is utilised to obtain (µ∗,ν∗), which is given by

µj (t+ 1) =

[
µj (t)− δ (t)

(∑
i∈B

xij (t) γij − γmin

)]+

, (6.16)

νi (t+ 1) =

νi (t)− δ (t)

ki (t)−
∑
j∈U

xij (t)

+

, (6.17)

where [a]+ = max {a, 0}, t is the iteration index, and δ (t) is the step size. Note that in

(6.16) and (6.17), xij (t) and ki (t) are updated according to (6.13) and (6.15).

Based on the previous analysis, a distributed cache-enabled user association algorithm

is developed, which is summarised in Algorithm 10. Since our problem satisfies the

convergence conditions shown in [BM08], the convergence of the proposed algorithm is

guaranteed and the convergence proof of the proposed algorithm is provided in Appendix

A.

6.3.2 Power Allocation

In this subsection, the power allocation optimisation problem is studied. After obtaining

the content placement and user association solution {q,x} via the proposed approach in

subsection 6.3.1, problem P2 is expressed as

P2.2 : max
P,E,G

∑
i∈B

∑
j∈U

xij log (cij)− η
∑
i∈B

Gi, (6.18)

s.t. C1,C3,C7,C8.

Problem P2.2 is a non deterministic polynomial (NP)-hard problem w.r.t. {Pi}. To

solve this problem, a decomposition approach is adopted. Firstly, given E and G, Pi is
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Algorithm 10 Proposed User Association under Fixed Transmit Powers

Step 1: At UE side
1. if t = 0, then
2. Initialise µj(t), ∀j. Each UE measures its receive SINR

via pilot signal from all BSs to calculate cij .
3. else
4. UE j receives the values of νi(t) via BS broadcast.
5 Determines the serving BS i according to

i∗ = arg max
i

(log (cij) + µjγij − νi).

6. Update µj(t) according to (6.16).
7. end if
8. t← t+ 1.
9. Each UE feedbacks the user association request to the chosen BS,

Step 2: At BS side
1. if t = 0, then
2. Initialise νi(t), ∀i.
3. else
4. Each BS calculates the value of ki (t) according to (6.15),

in which the hit probability is calculated by using Lemma 3.
5. Receives the updated user association matrix x.
6. Updates νi(t) according to (6.17), respectively.
7. end if
8. t← t+ 1.
9. Each BS broadcasts the values of νi (t).

optimised by solving the following problem:

P2.2− 1 : max
P

∑
i∈B

∑
j∈U

xij log (cij) , (6.19)

s.t. C1,C3,C8.

Considering the fact that finding the global optimal solution of problem P2.2− 1 is

challenging, a tractable suboptimal solution based on the Newton’s direction is provided.

As illustrated in [YKS13], such efficient approach has fast convergence, and can lead

to good solutions. By dualising w.r.t. data rate constraint C1, first the problem is
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transformed P2.2− 1 as

P̃2.2− 1 : max
P

∑
i∈B

∑
j∈U

xij log (cij)

−
∑
j∈U

θj

(
γmin −

∑
i∈B

xijγij

)
, (6.20)

s.t. 0 ≤ Pi ≤ ϕi, ∀i,

where {θj} are non-negative dual variables, and ϕi = min
{
P imax, Gi + β

∑
i′∈B,i′ 6=i

Ei′i

−
∑

i′∈B,i′ 6=i
Eii′ + Ei

}
based on constraints C3 and C8. Note that the appropriate θj can

be obtained by using the subgradient method, similar to (6.16). For fixed θj , a power

control solution based on the Newton’s direction is provided. Let f (Pi) denote the

the object function of problem P̃2.2− 1. The first-order and the second-order partial

derivatives of f (Pi) w.r.t. Pi are calculated as

∂f (Pi)

∂Pi
=
∑
j∈U

γij
aij (1 + γij)

xij
Pi
−

∑
i′∈B,i′ 6=i

∑
j∈U

hijγ
2
i′j

ai′j

(
1 + γi′j

)
hi′j

xi′j
Pi′

+

∑
j∈U

θjγij
xij
Pi
−

∑
i′∈B,i′ 6=i

∑
j∈U

θj
hijγ

2
i′j
xi′j

hi′jPi′
, (6.21)

and

∂2f (Pi)

∂P 2
i

= −
∑
j∈U

1 + aij

a2
ij(1 + γij)

2

(
γij
Pi

)2

xij +
∑

i′∈B,i′ 6=i

∑
j∈U

h2
ijγ

3
i′j

(
2ai′j + γi′j

(
ai′j − 1

))
h2
i′j
P 2
i′
a2
i′j

(
1 + γi′j

)2 xi′j+

∑
i′∈B,i′ 6=i

∑
j∈U

2θj
h2
ijγ

3
i′j

h2
i′j
P 2
i′
xi′j , (6.22)

respectively, where aij = log (1 + γij).

To guarantee the increment direction, the modified Newton’s search direction is used

given by ∆Pi = ∂f(Pi)
∂Pi

/
∣∣∣∂2f(Pi)

∂P 2
i

∣∣∣. Then, the power control solution is updated according
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to

Pi (%+ 1) = [Pi (%) + δ (%) ∆Pi]
ϕi
0 , (6.23)

where % denotes the iteration index, δ (%) is the step size that can be determined by

backtracking line search [BV04]. The optimal P ∗i can be obtained when reaching con-

vergence. After obtaining the solution of problem P2.2− 1, the corresponding (E,G)

can be updated by solving the linear program

P2.2− 2 : min
E,G

∑
i∈B

Gi, (6.24)

s.t.C3,C7.

The problem P2.2− 2 can be solved by using the existing convex softwares such as

CVX [GB]. Thus, the solution of problem P2.2 can be iteratively obtained.

6.3.3 Joint User Association and Power Allocation Scheme

Based on the analysis in subsections 6.3.1 and 6.3.2, a joint user association and power

control algorithm is developed to maximise the network throughput while minimising

the grid energy consumption of the network, which is shown in Algorithm 11. Note that

as long as both user association and power control aim to the same objective function

in every iteration, the overall algorithm is guaranteed to converge [YKS13].

6.4 Simulation Platform and Results

In this section, simulation results are presented to demonstrate the effectiveness of the

proposed joint user association and power control algorithm. It is considered that the

renewable energy of each BS is constant in each transmission time slot for simplicity.

Our analysis and proposed algorithm are independent of the specific renewable energy
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Algorithm 11 Joint User Association and Power Control

1: if t = 0
2: Initialise Pi, Gi, Ei,∀i
3: else
4: Determine qfi and xij(t) under (P,G,E) by using Algorithm 10.
5: Given xij(t) and the corresponding (G,E), update transmit

power P based on the following rule:
Loop:
a) Given θj , loop over i ∈ B:

ii): Update Pi according to (6.23). Until convergence.
b) Update θj via subgradient method. Until convergence.

6. Based on the updated P, update Gi and Eii′ by solving the
convex problem P2.2− 2 via CVX.

7: if convergence
8: Obtain optimal resource allocation policy (q∗,x∗,P∗,E∗,G∗).
9: break
10: else
11: t← t+ 1.
12: end if
13: end if

distribution. The energy harvesting process at each BS is modeled as a stationary

stochastic process followed by [ZPSY13b]. More details about the values of maximum

and minimum harvested energy is mentioned in Table 4-B in chapter 4. In addition, It

is assumed that the content popularity follows the Zipf distribution [LBS99], and the

contents in the library F are ordered based on popularity. Thus, the request probability

that the f -th most popular content is pf = f−α/
∑F

f=1 f
−α [LBS99], where α is the Zipf

exponent to represent the popularity skewness. The performance of our proposed user

association and power control scheme is compared with conventional reference signal

received power (RSRP)-based user association and fixed transmit powers respectively.

In the simulation, PBSs and UEs are uniformly distributed in a macrocell geographical

area. Iteration number is 500 and basic simulation parameters are shown in Table 6-A.

First the impact of cache size for the proposed joint user association and power

control algorithm is evaluated. In the simulation, the Zipf exponent is α = 0.9, and the

energy transfer efficiency factor is β = 0.9. For the case of RSRP-based user association

with fixed transmit power, each BS uses its maximum transmit power to obtain higher
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Table 6-A: Simulation Parameters
Parameter Value

Cell radius 500 m

System bandwidth B 10 MHz

Noise power density σ2 -174 dBm/Hz

Path loss of MBS i hij 128.1 + 37.6log10d(km)

Path loss of PBS i hij 140.7 + 36.7log10d(km)

Min SINR requirement γmin 0 dB

Max transmit power of MBS P imax, i is MBS 46 dBm

Max transmit power of PBS P imax, i is PBS 30 dBm

Content library size F 105

throughput. Figure 6.1 and 6.2 show the sum data rate and the corresponding energy

efficiency versus cache size for different resource allocation schemes respectively. The

UE number is |U| = 30, PBS number is 7, and the MBS’s cache size is LM = 8000. The

weighted parameter is set as η = 1. Figure 6.1 confirms that the use of proposed joint

user association and power control algorithm can significantly enhance the throughput of

the whole network, compared to the RSRP-based user association with/without power

control cases, and the sum date rate increases with cache size. Figure 6.2 shows that the

proposed joint user association and power control algorithm’s energy efficiency is lower

than the RSRP-based user association with proposed power control scheme. That’s

because in the formulated problem the relative importance of the throughput is much

higher than the grid energy consumption due to the magnitude order. Hence, the high

throughput performance lead to a higher grid energy consumption which is followed by

lower energy efficiency. Meanwhile it can be seen that expand the cache capacity has

negligible effect on the grid energy consumption, as indicated from (6.18). In addition, it

is confirmed from Figure 6.1 and 6.2 that when experiencing the identical RSRP-based

user association condition, our proposed power control algorithm can curtail the total

grid energy consumption without sacrificing throughput, compared to the fixed transmit

power case.

Figure 6.3 shows the energy efficiency versus PBS number for the joint user associa-

tion and power control design and the RSRP-based user association with fixed transmit
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Figure 6.1: Sum data rate versus cache size for different resource allocation
designs.
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Figure 6.2: Energy efficiency versus cache size for different resource allocation
designs.
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Figure 6.3: Energy efficiency versus PBS number for different resource alloca-
tion designs.

powers. The UE number is |U| = 30, and the MBS and PBS’s cache size are LM = 7000

and LS = 5000, respectively. It is also confirmed that the proposed algorithm out-

performs the conventional design in the perspectives of energy efficiency. Meanwhile,

Figure 6.3 confirms that deploying more PBSs can improve the energy efficiency, due to

more closer caches and higher BS densification gains. Meanwhile, It can be seen that

by using the proposed algorithm, the higher weighted parameter η provides a better

performance in energy efficeincy.

Figure 6.4 shows the sum data rate versus energy transfer efficiency factor for different

resource allocation designs. The UE number is |U| = 40, PBS number is 5, the MBS

and PBS’s cache size are LM = 8000 and LS = 5000 respectively. The Zipf exponent is

α = 0.9, and the weighted parameter is set as η = 1. It is implied from Figure 6.4 that

the variation of energy transfer efficiency factor has negligible effect on the sum data

rate in such network, compared to other system parameters such as PBS number and

cache size.
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Figure 6.4: Sum data rate versus energy transfer efficiency factor for different
resource allocation designs.

6.5 Summary

This chapter studies resource allocation in cache-enabled HetNets with energy coopera-

tion. A joint user association and power control algorithm is proposed to maximise the

throughput of the network while minimising the grid energy consumption. The results

confirm the effectiveness of the proposed algorithm in network throughput compared

with conventional resource allocation schemes. Meanwhile, the energy efficiency of the

joint user association and power control scheme is lower than the resouce allocation

scheme with RSRP-based user association and proposed power control, which attribute

to the relative importance of network throughput and grid energy consumption. Also,

the impact of PBS numbers and cache sizes are investigated.
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Appendix A: Convergence Analysis

The first-order derivatives of the dual function D (·) w.r.t. µj and νi are given by

∂D (µ,ν)

∂µj
=
∑
i∈B

xij (µj , νi) γij − γmin, (A.1)

and

∂D (µ,ν)

∂νi
= ki (νi)−

∑
i∈B

xij (µj , νi) , (A.2)

respectively. Since xij ∈ {0, 1},
∑
i∈B

xij (µj , νi) γij is bounded. In the considered problem,

ki =
∑
i∈B

xij (µj , νi) ≤ |U|, and thus ki (νi) is bounded. Hence there exists a scalar value

ξ such that in each iteration, the subgradients of the dual function in (6.11) are bounded

as

sup
t

{∣∣∣∣∂D (µ,ν)

∂µj

∣∣∣∣} ≤ ξ, (A.3)

sup
t

{∣∣∣∣∂D (µ,ν)

∂νi

∣∣∣∣} ≤ ξ. (A.4)

Therefore, the condition of convergence proof in [BM08] is satisfied, and the proposed

subgradient method will converge to the optimum of dual problem in (6.12).



Chapter 7

Conclusions and Future Work

7.1 Conclusions

This research work optimised resource allocation schemes in energy cooperation enabled

green networks under different scenarios.

The research in Chapter 3 was the first work on power control in energy cooperation

enabled millimeter wave (mmWave) networks. It formulated the problem to maximise

the time average network throughput while keeping the network stable. Based on the

Lyapunov optimisation technique, an online Dynamic Energy-aware Power Allocation

(DEPA) algorithm was proposed to optimise the transmit powers of base stations (BSs)

and transferred energy among BSs. The simulation results showed that with energy

cooperation, the required storage capacity was much lower compared with the scenarios

without energy cooperation.

Then in Chapter 4, resource allocation in energy cooperation enabled heterogeneous

networks (HetNets) was investigated. First, user association was formulated as an opti-

misation problem, aiming at maximising the number of accepted UEs by taking advan-

tage of energy cooperation while minimising the energy transfer loss between BSs. An
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energy efficient user association algorithm was proposed based on the primal-dual inte-

rior point method. Simulation results showed that the proposed algorithm can greatly

increase the energy efficiency and the number of accepted UEs of the whole network.

Then, power control in energy cooperation enabled heterogeneous networks (HetNets)

was considered. Transmit power, grid energy consumption, and transferred energy were

optimised for maximising the energy efficiency of the whole network. An energy efficient

algorithm was proposed, in which the optimal resource allocation policy was obtained

by using the lagrangian duality method. Simulation results demonstrated that energy

efficiency is substantially improved by using the proposed power control algorithm with

energy cooperation, compared with the cases where either power control or energy coop-

eration were considered.

After that, joint user association and power control in energy cooperation enabled

two-tier HetNets with non-orthogonal multiple access (NOMA) was studied, where BSs

were powered by both renewable energy sources and the conventional grid. The resource

allocation problem for maximising the energy efficiency of the overall network was formu-

lated, under quality of service constraints. First a distributed algorithm was proposed to

provide the optimal user association solution for the fixed transmit power. Then, a joint

user association and power control optimisation algorithm was developed to determine

the traffic load in energy cooperation enabled NOMA HetNets, which achieved much

higher energy efficiency performance than existing schemes. Simulation results demon-

strated the effectiveness of the proposed algorithm, and show that NOMA can achieve

higher energy efficiency performance than OMA in the considered networks.

An optimisation problem for joint user association and power control in cache-enabled

HetNets with energy cooperation was investigated, which aimed at maximising the net-

work throughput while minimising the conventional grid energy consumption. Simulation

results demonstrated that the proposed joint user association and power control algo-

rithm can significantly enhance the sum data rate and the energy efficiency of the whole

network.
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All algorithms proposed in this thesis focused on resource allocation in energy cooper-

ation enabled networks. The proposed algorithms provide useful guidelines and potential

solutions for the user association and power control mechanisms in energy cooperation

enabled networks.

7.2 Future work

In this section, extensions to current work and some future research directions are pro-

posed.

7.2.1 Performance Indicators for Energy Cooperation Enabled Net-

works

5G wireless networks are expected to be more energy efficient and support higher through-

put. Instead of these two main performance indicators, lower delay is also urgently

needed. Especially, in energy cooperation enabled networks, except the data transmis-

sion delay, the energy transferred time related to the distance also need to be considered

which will impact the of UEs. However, until now, the existing models and parameters

may not be sufficient to address the energy transfer delay problem for energy cooperation

networks. Hence, how to quantify the delay metric and optimise it in energy cooperation

enabled 5G cellular networks are waited to be conducted.

7.2.2 Resource Allocation in Joint Energy Cooperation and CoMP

Enabled Networks

To mitigate the intercell interference in cellular networks, the concept of coordinated

multipoint (CoMP) is proposed. In CoMP enabled networks, BSs can share their channel

state information with all the other BSs in the same cluster and serve one UE with the

same time-frequency resource or use beamforming to avoid strong interference from each
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others. Nowadays, CoMP transmission has been extensively investigated [IDM+11].

With CoMP in energy cooperation enabled networks, when the energy of some BSs is

not enough, in addition to use the transferred energy from other BSs who have abundant

energy, several BSs could jointly serve the same UE with less transmit powers. CoMP

and energy cooperation could be seen as the complementation for each other to fulfill the

QoS requirement of UEs. Under this scenario, resource allocation such as user association

and power control need to be redesigned carefully to balance the tradeoff between CoMP

and energy cooperation.
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