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ABSTRACT Cross-modal analysis has recently drawn much attention due to the rapid growth and
widespread emergence of multimodal data. It integrates multiple modalities to improve the learning and
generalization performance. However, most previous methods just focus on learning a common shared
feature space for all modalities and ignore the private information hidden in each individual modality. To
address this problem, we propose a novel shared-private information bottleneck (SPIB) method for cross-
modal clustering. Firstly, we devise a hybrid words model and a consensus clustering model to construct the
shared information of multiple modalities, which capture the statistical correlation of low-level features and
the semantic relations of the high-level clustering partitions, respectively. Secondly, the shared information
of multiple modalities and the private information of individual modalities are maximally preserved through
a unified information maximization function. Finally, the optimization of SPIB function is performed by
a sequential “draw-and-merge” procedure, which guarantees the function converge to a local maximum.
Besides, to solve the lack of tags in cross-modal social images, we also investigate the use of structured
prior knowledge in the form of knowledge graph to enrich the information in semantic modality, and design
a novel semantic similarity measurement for social images. Experimental results on four types of cross-
modal datasets demonstrate that our method outperforms the state-of-the-art approaches.

INDEX TERMS Cross-modal clustering, information bottleneck, mutual information, knowledge graph,
social images.

I. INTRODUCTION

W ITH the rapid advancement of information technolo-
gies, massive amounts of cross-modal multimedia

data are rapidly generated on the Internet over the last decade.
It is common that the cross-modal data have similar high-
level semantic information but appear in different modali-
ties, sources, spaces. As shown in Fig. 1, a piece of news
can be reported in different languages [1]; One image can
be characterized by heterogeneous shape, texture and color
features [2]; A concept or event can be revealed by multiple
media types, such as image, text, video and audio. There
also have been various applications for cross-modal data,
such as cross-modal retrieval [3]–[5], multi-source fusion [6],
[7], cross-modal hashing [8], multi-sensors surveillance [9].
However, most of these applications rely on the availability
of a large number of labeled data to train a learning model.
Thus, it is natural to resort clustering algorithms for mining

the undiscovered knowledge in unlabeled cross-modal data.
Clustering is defined as an unsupervised learning method

[10], [11] where the similar objects are partitioned into
together while separating dissimilar ones apart. Although the
existing clustering approaches have demonstrated superior
performance on various tasks, they cannot directly deal with
cross-modal data due to its multi-source and heterogeneous
characteristic, which has been widely considered as a great
challenge to cross-modal analysis. Therefore, it is urgent to
develop a cross-modal clustering (CMC) algorithm so as to
integrate multiple content modalities.

Basically, CMC [12], [13] is a type of data-driven analysis
method, which aims to find a more reasonable cluster struc-
ture and reveal the hidden relationships between multiple
modalities by considering the complementary effect of the
different modalities. Obviously, the key issue of CMC meth-
ods is to capture the relatedness of different modalities and
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（a）Multilingual news report

北京时间 8月 8日，

2018-19赛季赛程今天
凌晨公布，詹姆斯所
在的湖人队坐客骑士

的比赛将于11月22日
进行

On Aug. 8th, Beijing 
time, the 2018-2019 
season was announced 
in the early hours of the 
morning. James's Laker 
v s  Cavaliers w i l l  b e 
held On Nov. 22nd

El 8 de agosto, hora de 
Beijing, se anunció la 
temporada 2018-19 en 
las primeras horas de la 
mañana. El juego de 
jinetes de los Lakers de 
James se llevará a cabo 
el 22 de noviembre.

（b）Heterogeneous features

stop

Texture Shape

Color

8 აგვისტოს, პეკინის
დროით, 2018-19 
სეზონი დილის
საათებში გამოცხადდა, 
ჯეიმს ლეიკერსის
მხედარი 22 ნოემბერს
გაიმართება.

（c）Multiple types of  media （d）Social image with tags

The killer whale or orca 
(Orcinus orca) is a 
toothed whale 
belonging to the 
oceanic dolphin family, 
of which it is the 
largest member. wristlet

marvel 

practical

killer whales

FIGURE 1: The cases of cross-modal data. a) A piece of news
in different languages. b) Heterogeneous descriptors of one
image. c) A character is profiled by multiple media types. d)
one social image with several tags.

transfer the shared information across modalities. To this end,
the most prevalent methods are to learn a latent shared space
by maximizing the correlations between multiple modalities,
such as canonical correlation analysis (CCA) [12], [14],
shared kernel information embedding (KIE) [13], Gaussian
process latent variable model [15]. However, the subspace
based CMC approaches will destroy the original feature
structure of the cross-modal data and lead to the loss of some
necessary information when the features of all modalities are
mapped into a shared low-dimensional space. In addition to
the subspace approaches, there are some other effective clus-
tering strategies that can be applied to cluster cross-modal
data, such as multi-modal latent Dirichlet allocation [16],
multi-modal spectral clustering [2], multi-view nonnegative
matrix factorization [17], robust multi-view k-means [18].
However, all the existing CMC approaches just focus on
the shared information of the multiple modalities and ignore
the private information hidden in each individual modality,
which is obviously unreasonable and not in conformity with
the realistic applications.

Recently, the popularity of social media websites has suc-
cessfully motivated users to tag their visual content on the
web, which results in large massive of cross-modal social
images [19]–[21]. The social images include two modali-
ties: image and user tags. Usually, the most users upload
images with very simple words or tags, which leads to rare
textual information in social images. Moreover, the tags are

often ambiguous, overly personalized and limited in terms
of completeness [22]. This is not surprising because that the
diversity of knowledge and cultural background of its users
results the uncontrolled nature of social tagging. Besides,
there is also no clear semantic relationships between the
social tags, which makes the clustering of cross-modal social
images still a challenging task.

To address these problems, we propose a novel shared
and private information bottleneck (SPIB) method for cross-
modal clustering (see Fig 2). Firstly, to construct the shared
information of multiple modalities, we devise a hybrid words
model and a consensus clustering model, which can charac-
terize the shared information from the correlations of low-
level features and the semantic relations of the high-level
clustering partitions, respectively. Then, a unified informa-
tion maximization objective function is proposed to maxi-
mally preserve the shared information of multiple modalities
and the private information of individual modalities. Finally,
a sequential “draw-and-merge” procedure is proposed to
optimize the SPIB objective function. Besides, to solve the
lack of semantic information in cross-modal social images,
we also investigate the use of structured prior knowledge in
the form of knowledge graph, and design a novel seman-
tic similarity measurement for social images. Experimen-
tal results on cross-modal clustering tasks demonstrate that
our method outperforms the state-of-the-art approaches. The
contributions of this study can be summarized as follows.

• A new cross-modal clustering method named SPIB is
proposed, which comprehensively considers the shared
information of multiple modalities and the private infor-
mation of each individual modality.

• Two shared information construction methods, hybrid
words model and consensus clustering model, are pro-
posed, which can ensure the statistical correlation of
low-level features and the semantic relations of the high-
level clustering partitions, respectively.

• To solve the lack of semantic information in cross-
modal social images, we investigate the use of struc-
tured prior knowledge in the form of knowledge graph,
and design a novel semantic similarity measurement for
social cross-modal data.

The remainder of this paper is organized as follows.
Section II briefly reviews the related work on cross-modal
analysis, then gives the basic background of cross-modal
clustering and information bottleneck. Then the proposed
shared-private information bottleneck method is presented in
Section 3. The experimental results are detailed in Section 4.
Finally, Section 5 concludes the paper.

II. RELATED WORK
A. CROSS-MODAL CLUSTERING
Cross-modal clustering [2], [12]–[15], [17], [18] approaches
aim to find more reasonable cluster structure and reveal the
hidden relationships between multiple modalities by consid-
ering the complementary effect of the different modalities.
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Hybrid words 
model

Consensus 
clustering model

Modality 1 Modality 2 Modality k

Final Partition

Private Information Private Information

Model 1 

Model 2

Model 3

1w
2w
3w
4w

mw
5w

Hybrid words space

词典 1

词典 2

词典 3

Vocabulary 1

Vocabulary 2

Vocabulary 3

Co-occurrence vector 1

Co-occurrence vector 2

Co-occurrence vector 3

Private Information

FIGURE 2: The illustration of SPIB method. In the SPIB
model, the shared information in each modality and the
shared information constructed by hybrid words model and
consensus model are maximally preserved through "bottle-
neck", which is performed by a unified information maxi-
mization objective function based on information bottleneck
method.

To this end, the most prevalent methods are to learn a la-
tent shared space which maximizes the correlations between
multiple modalities. For instance, [13]–[15] utilize shared
kernel information embedding, canonical correlation analy-
sis, Gaussian process latent variable models respectively to
construct the shared subspace of multiple modalities. Howev-
er, the subspace based CMC approaches always destroy the
original feature structure of the cross-modal data and lead
to the loss of some necessary information when the features
of all modalities are mapped into shared a low-dimensional
space. Aiming at this problem, [23] proposes a hierarchical
model to combine the text and visual features in a bottom-
up manner. [24] first segments the target image into different
patches, then the image and text data is transformed into
a cross-modal vector by latent Dirichlet allocation model.
From the methodological point of view, [2], [17], [18] pro-
pose multi-model spectral clustering, multi-view joint matrix
factorization and robust multi-view k-means method to deal
with the cross-modal data. However, all the aforementioned
approaches just focus on the shared information of the mul-
tiple modalities and ignore the private information hidden in
each individual modal, which is obviously unreasonable and
not in conformity with the realistic applications.

Consensus clustering [25]–[28], also named ensemble
clustering, has drawn more and more attention since it nat-
urally has the ability to leverage complementary information
from heterogeneous data sources. In particular, when deal-
ing with cross-modal data, the consensus clustering method
first generates a set of basic partitions for each individual

modality, then the multiple basic partitions are integrated into
a consensus one by a given combination criterion, such as
shared mutual information [25], probability trajectories [29],
cluster uncertainty estimation [30]. However, the existing
consensus clustering methods just rely on the quality of basic
partitions and ignores the original feature distribution of the
original data, which always leads to the over-reliance of final
clustering partition on the quality of the basic partitions.
Recently, [26] proposes a consensus information bottleneck
(CIB) method, which can simultaneously deal with the o-
riginal features and the basis clusterings to relief the over-
reliance of the existing consensus clustering method on the
quality of basic clusterings. However, CIB method copes
with each original features independently and ignores the
low-level statistical correlations. Besides, the CIB method
focuses on the multi-feature scenario of single-modal data,
and cannot effectively cope with the problem of cross-modal
clustering. In contrast, we devise a hybrid words model and a
consensus clustering model in the proposed SPIB method to
construct the shared information of multiple modalities more
comprehensively, which simultaneously ensure the statistical
correlation of low-level features and the semantic relations of
the high-level clustering partitions.

B. INFORMATION BOTTLENECK
Information bottleneck (IB) [31] is a typical data analysis
method based on information theory. Suppose there is the
joint distribution between dataset X and its feature variable
Y , IB aims to find an optimal and compressed representation
T for the source variable X , meanwhile, the information
contained in feature variable Y is maximally preserved. The
objective function of IB method is given by

R(D) = min
{p(t|x):I(T ;Y )≤D}

I(T ;X), (1)

where p(t|x) is the coding scheme between the source vari-
able X and its compressed variable T , I(T ;X) is the mutual
information measuring the shared information between two
variables. As shown in Eq (1), IB method aims to find an opti-
mal coding scheme p(t|x) under the condition I(T ;Y ) ≤ D,
whereD is the set of all the possible coding schemes between
X and T . Thus, the objective function of IB is rewritten as

Lmax[p(t|x)] = I(T ;Y )− β−1I(T ;X), (2)

where β balances the trade-off between the data compression
I(T ;X) and information preservation I(T ;Y ). In clustering
scenario, the size of source dataset X is always much larger
than its compressed representation T , i.e., the cluster struc-
ture. Thus, β is always set as ∞ in real world applications,
such as document analysis [32], object recognition [33], [34],
action clustering [35], [36]. Thus, the objective function of IB
is simplified as

Lmax[p(t|x)] = I(T ;Y ). (3)
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III. SHARED-PRIVATE INFORMATION BOTTLENECK
FOR CROSS-MODAL CLUSTERING
In this section, we elaborate a novel shared-private informa-
tion bottleneck method, which establishes a general frame-
work of cross-modal clustering. First, we give the prob-
lem formulation of the proposed SPIB method. Second,
two shared information construction models are presented.
third, the objective function of the SPIB and its optimization
method are provided. Then, we give the theoretical analysis
of the SPIB method. Finally, the semantic extension model is
proposed to solve the lack of tags in social images.

A. PROBLEM FORMULATION
Suppose a cross-modal dataset is composed of k modal-
ities for n instances, which is denoted by a set of ma-
trices (X,Y 1), · · · , (X,Y k), where the variable X =
{x1, · · · , xn} denotes the set of data instances, the variables
Y 1, · · · , Y k denote the feature vectors of the k modalities. In
this study, the feature variables Y 1, · · · , Y k in each modality
are treated as private information, while the variable S is
defined to indicate the shared information between the k
modalities. Thus, the overall objective function of SPIB
method is given as the following definition.

Definition 1. (Overall objective function of the SPIB). Sup-
pose there is a cross-modal dataset (X,Y 1), · · · , (X,Y k), if
the private information Y 1, · · · , Y k and shared information
S are given, the overall objective function of the SPIB is
defined as

Lmax[p(t|x)] =

k∑
i=1

I(T ;Y i) + λ · I(T ;S), (4)

where p(t|x) is the mapping from source dataset X to its
cluster structure T .

∑k
i=1 I(T ;Y i) are the mutual informa-

tion [37] between T and private information Y 1, · · · , Y k.
I(T ;S) is the mutual information between T and shared
information S. λ is the trade-off parameter to balance the
shared and private information.

As shown in the Eq. (4), the SPIB method aims to discover
the optimal cluster structure T of the cross-modal dataset
X , while the shared and private information are maximally
preserved with respect to T . When λ = 0 and k = 1,
the SPIB reduces to IB algorithm. In the SPIB frame-
work, we can employ bag-of-words model [38] or bag-of-
visual-words model [39] to construct the joint distributions
p(X,Y 1), · · · , p(X,Y k) . Thus, the private information term∑k

i=1 I(T ;Y i) is computable. Next, we elaborate two mod-
els to construct the shared information of multiple modalities.

B. SHARED INFORMATION CONSTRUCTION
1) Hybrid Words Model
Bag-of-words or bag-of-visual-words model [38], [39] is a
popular data representation technique, which represents the
source data as the co-occurrent vectors of keywords or visual

Hybrid Words 
Model

Consensus 
Model

Model 1 Model 2 Model k

Final Partition

Private Information Private Information Private Information

Model 1 

Model 2

Model 3

1w
2w
3w
4w

mw
5w

Hybrid words space

词典 1

词典 2

词典 3

Vocabulary 1

Vocabulary 2

Vocabulary 3

Co-occurrence vector 1

Co-occurrence vector 2

Co-occurrence vector 3

FIGURE 3: The flowchart of hybrid words model. In the
hybrid words model, the data instances in each modality are
firstly transformed into co-occurrent vectors independently.
Then, a novel hierarchical information maximization method
is proposed to build the hybrid words space of all modalities.

words. For instance, a piece of news about basketball can
be described by the occurrence number of the words like
score, coach, fast break, rebound, etc; A urban image can
be characterized by the occurrence number of the words
like building, street, traffic light, etc. Simply combining
the co-occurrent vectors of multiple modalities can depict
the relationship between different modalities, however, the
word frequency vectors of different modalities have obvious
differences in scale and large sample redundancy. Aiming at
this problem, we propose a hybrid words model to capture
the relationship of multiple modalities. First, the data in-
stances in each modality are transformed into co-occurrence
vectors independently. Then, a novel hierarchical information
maximization (HIM) method is proposed to build the hybrid
words space of all modalities (see Fig. 3). Thus, the low-level
statistic similarity of different modalities can be maximally
ensured.

Suppose a cross-modal dataset consists of k modalities,
and we use k feature variables Y 1, · · · , Y k to indicate the
k modalities, where Y i is the feature variable of the i-th
modality. The Y i takes values from Y i = {yi1, · · · , yimi

},
where yij denotes the occurrence number of word yixj

in data
xj , and mi is the vocabulary size in the i-th modality. Thus,
we define the following function to discover the hybrid words
space Ỹ for all modalities.

Fmax[p(ỹ|yi)] = I(Ȳ ;X)−
k∑

i=1

I(Ỹ ;Y i), (5)

where p(ȳ|yi) is the mapping from the feature vector Y i of
each modality to the hybrid words space Ỹ .

In this study, we propose a HIM method to optimize the
Eq. (5). First, the HIM method regards each feature vector in
all modalities as a singleton cluster, i.e., |Ỹ | =

∑k
i=1 |Y i|,

where |Ỹ | is the size of the hybrid words space, |Y i| is
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the number of features in the i-th modality. Then, the HIM
method integrates the most similar features together in a
bottom-up manner, in which the redundant features are grad-
ually eliminated. Suppose yh and yg are two feature vectors,
then the value change of Eq. (5) is calculated as

∆Fmax(yh, yg) = ∆Fbef
max −∆Faft

max, (6)

where ∆Fbef
max and ∆Faft

max are the values of Eq. (5) before
and after yh and yg are merged together. Then, the probability
distribution is defined as following after the yh and yg are
merged together.

p(ỹ) = p(yh) + p(yg),

p(yi|ỹ) =
p(yh)

p(ỹ)
p(yi|yh) +

p(yg)

p(ỹ)
p(yi|yg).

(7)

Next, we present the processing procedure of the HIM
method as follows:

1) Initialize each feature point into a singleton cluster;
2) Calculate the value changes ∆Fmax(yh, yg) of Eq. (6);
3) Merge all the pairs of features that satisfy the minimum

value change of Eq. (6), i.e., arg min ∆Fmax(yh, yg);
4) Update p(ỹ), p(yi|ỹ) according to Eq. (7).

2) Consensus Clustering Model
The proposed hybrid words model characterizes the cor-
relations of multiple modalities by the low-level features.
To further explore the relationships of multiple modalities,
we propose a consensus clustering model to capture the
high-level similarity of the basic clusterings constructed by
multiple modalities. In the consensus clustering model, a set
of basic clusterings is first constructed from all modalities,
then the mutual information metric is adopted to measure the
similarity between the basic clusterings of the heterogeneous
modalities.

In this study, the proposed SPIB method aims to find
the cluster structure T = {t1, · · · , tM} in a cross-modal
dataset, where M is the number of clusters. Suppose there
are k basic clusterings C = {C1, · · · , Ck} built by the k
modalities, in which the l-th basic clustering is denoted by
Cl = {cl1, · · · , clM}. To calculate the mutual information
I(T ;Cl), we should first obtain the joint and margin dis-
tribution between them. Suppose ni is the number of data
instances that are allocated into cluster cli; nj is the number
of data instances that are allocated into cluster tj ; nij is the
number of data instances that are simultaneously allocated
into cluster cli and tj . Thus, the probability distributions
between cluster T and Cl are calculated as follows

p(cli, tj) =
nij
n
, p(cli) =

ni
n
, p(tj) =

nj
n
. (8)

Fig 4 illustrates the correlation of high-level clusterings
between modalities by mutual information metric. In this
figure, the black box means the data x appears in the cor-
responding cluster. From Fig 4. (a) to (c), the degree of sim-
ilarity between cluster Cl and T is gradually weakened, and
the value of mutual information correspondingly decreases.

(b) The mutual information is 0.2524

(c) The mutual information is 0.0703

(a) The mutual information is 0.5200
Clustering Cl Clustering T
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1x 2x 3x 4x 5x 6x 7x 8x 1x 2x 3x 4x 5x 6x 7x 8x

Clustering Cl Clustering T

FIGURE 4: The mutual information between the high-level
clusterings of different modalities.

This demonstrates that the mutual information can effectively
measure the correlation between the high-level clusterings of
different modalities.

C. OBJECTIVE FUNCTION OF SPIB
In this study, the proposed SPIB method aims to discover
the optimal cluster structure T of the cross-modal dataset X ,
while the private information Y 1, · · · , Y k and shared infor-
mation S are maximally preserved with respect to T . The
shared information S includes two parts: the hybrid words s-
pace Ỹ and high-level basic clusterings C = {C1, · · · , Ck},
which are constructed by the proposed hybrid words space
and consensus clustering model, respectively. Thus, the ob-
jective function of the SPIB method is rewritten as

Lmax[p(t|x)] =
k∑

i=1

I(T ;Y i) + λ · I(T ;S)

=
k∑

i=1

I(T ;Y i) + λ · [I(T ; Ỹ ) +
k∑

i=1

I(T ;Ci)],

(9)

where
∑k

i=1 I(T ;Y i) measures the mutual information
between the cluster structure T and private variables
Y 1, · · · , Y k. I(T ; Ỹ ) indicates the amount of information
between T and the hybrid words space Ỹ .

∑k
i=1 I(T ;Ci)

is the correlation of the high-level clusterings of multiple
modalities.

D. OPTIMIZATION OF SPIB
In this part, we propose a sequential “draw-and-merge” to op-
timize the objective function of the proposed SPIB method.
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The sequential “draw-and-merge” approach finds the optimal
cluster by the following three steps:

1) Random partition. The cross-modal dataset X =
{x1, · · · , xn} is randomly partitioned into M clusters T =
{t1, · · · , tM}.

2) Draw. Every data instance x is drawn from its original
cluster told and treated as a singleton cluster {x}. Now, the
number of clusters is M+1.

3) Merge. To make the cluster number is M , the singleton
cluster {x} should be allocated into the other cluster tnew

that will increase the value of Eq. (9).

The core problem of the sequential “draw-and-merge”
approach is to select the appropriate cluster tnew that the
singleton cluster {x} is merged into. We use Lbef and Laft

to indicate the value of Eq. (9) before and after x is merged
into some new cluster tnew that tnew = arg min ∆L =
Lbef −Laft, where ∆L is the value change of Eq. (9) before
and after x is merged into tnew, and we call it merge cost in
this study.

∆L = Lbef − Laft =
∑k

i=1
[I(T bef ;Y i)− I(Taft;Y i)]+

λ[I(T bef ; Ỹ )− I(Taft; Ỹ ) + λ
∑k

i=1
[I(T bef ;Ci)− I(Taft;Ci)]

=
∑k

i=1
∆Iprivatei + λ∆Icommon + λ

∑k

i=1
∆Iclustering

i

(10)

where ∆Iprivatei , ∆Icommon and ∆Iclusteringi are the merge
cost cause by the terms I(T ;Y i), I(T ; Ỹ ) and I(T ;Ci),
respectively.

Definition 2. Suppose a singleton cluster {x} is merged into
cluster t and generate a new cluster t̃, we can get


p(t̃) = p(x) + p(t),

p(yi|t̃) =
p(x)

p(t̃)
p(yi|x) +

p(t)

p(t̃)p(yi|t)
.

(11)

Next, we first give the calculation of ∆Iprivatei according
to Eq.(11) and the definition of mutual information.

∆Iprivatei = I(T bef ;Y i)− I(T aft;Y i) =

p(t)
∑

yi∈Y i

p(yi|t) log
p(yi|t)
p(yi)

+ p(x)
∑

yi∈Y i

p(yi|x) log
p(yi|x)

p(yi)

− p(t̃)
∑

yi∈Y i

p(yi|̃t) log
p(yi|̃t)
p(yi)

.

(12)

Algorithm 1 The SPIB Algorithm

1: Input:
Different Modalities p(X,Y 1), · · · , p(X,Y k).
Parameter λ.
Cluster number M .

2: Output: The cluster assignment p(t|x).
3: Preprocessing:
4: Generate the hybrid words space Ỹ , and the size of |Ỹ |

is identified by |Ỹ | = |Y 1|+···+|Y k|
k .

5: Generate the basic clusterings C = {C1, · · · , Ck} for
all the modalities.

6: Initialize: Divide X into M clusters randomly.
7: repeat
8: for For every x ∈ X do
9: Draw x from its current cluster.

10: Calculate all the merge costs ∆L based on Eq. (10).
11: Merge x into t that t = arg mint∈T ∆L.
12: end for
13: until p(t|x) is not changed

Substituting the Eq. (11) into Eq. (12), we can get that

∆Iprivatei = I(T bef ;Y i)− I(T aft;Y i) =

p(x)
∑

yi∈Y i

p(yi|x) log
p(yi|x)

p(yi)
+ p(t)

∑
yi∈Y i

p(yi|t) log
p(yi|t)
p(yi)

−

∑
yi∈Y i

p(x)p(yi|x) log
p(yi|̃t)
p(yi)

−
∑

yi∈Y i

p(t)p(yi|t) log
p(yi|̃t)
p(yi)

=

p(x)
∑

yi∈Y i

p(yi|x) log
p(yi|x)

p(yi|t̃)
+ p(t)

∑
yi∈Y i

p(yi|t) log
p(yi|t)
p(yi|t̃)

= [p(x) + p(t)] · JS∏ [p(Y i|x), p(Y i|t)],
(13)

where
∏

= {π1, π2} = { p(x)
p(x)+p(t) ,

p(t)
p(x)+p(t)}, JS

∏ is the
Jensen-Shannon divergence [37]. Similarly, we can obtain
the ∆Icommon as follow

∆Icommon = I(T bef; Ỹ )− I(T aft; Ỹ ) =

[p(x) + p(t)] · JSΠ[p(Ỹ |x), p(Ỹ |t)].
(14)

As for the ∆Iclusteringi , we can get the I(T bef ;Ci) and
I(T aft;Ci) according to Eq. (7). Now, the overall merge cost
can be calculated. Next, we present the SPIB algorithm as in
Algorithm 1.

E. THEORETICAL ANALYSIS
1) Convergence Analysis
Theorem 1. The objective function of SPIB method is able
to converge to a stable solution.

Proof. We first prove that the value of Eq. (9) increases in
every draw and merge iteration. We use Lold to indicate the
value of Eq. (9) before x is drawn from its current cluster told,
and use Lbef and Laft to indicate the value of Eq. (9) before
and after x is merged into some new cluster tnew. Thus, the
merge process has two situations:

6 VOLUME 4, 2016
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1) told = tnew. The value of Eq. (9) is no changed since
the {x} is merged into its original cluster in this situation,
i.e., Lbef = Laft.

2) told 6= tnew. Since tnew satisfies that tnew =
arg min ∆L = Lbef − Laft, thus, the merge cost
∆L(x, tnew) must be smaller than ∆L(x, tbef ), i.e.,
∆L(x, tnew) < ∆L(x, tbef ). Obviously, ∆L(x, tnew) =
Lbef − Lold and ∆L(x, tnew) = Lbef − Laft. Thus, we
can get Lbef ≥ Laft

Next, we prove the Eq. (9) is upper-bounded. Since T is a
compressed representation ofX , there must have I(T ;Y i) ≤
I(X;Y i) and I(T ; Ỹ ) ≤ I(X; Ỹ ). Moreover, suppose there
is a true partition C for the source dataset X , we can obtain
I(T ;Ci) < I(T ;C). Thus, the upper bound of Eq. (9) is∑k

i=1 I(X;Y i)+λ·[I(X; Ỹ )+
∑k

i=1 I(T ;C)]. In summary,
we can prove that the objective function of the SPIB method
is able to converge to a stable solution.

2) Complexity Analysis
The Step 4 in Algorithm 1 is to construct hybrid words space,
and its time complexity is O(|Ỹ |2). The time complexity of
step 5 is O(n log n) since we adopt the IB algorithm to build
the basic clusterings for all modalities. The random partition
in step 6 is O(1). In the main loop of the SPIB algorithm,
the time complexity of merge cost calculation in step 10
is O(|X|(|Y 1| + |Y 2|+ · · ·+|Y k| + |Ỹ |)). Thus, the overall
time complexity of the SPIB algorithm is O(M |X|(|Y 1| +
|Y 2|+ · · ·+|Y k|+ |Ỹ |)), where M is the number of clusters.

IV. SEMANTIC EXTENSION FOR SOCIAL IMAGES
The proposed SPIB method can effectively cope with the
cross-modal data when every modality has rich data in-
formation. With the increasing popularity of social media,
large amounts of social images are being generated and
collected everyday [19]–[21]. The social images include two
modalities: image and user tags. In the applications of social
media, most users usually upload images with very simple
words or tags, which leads to rare textual information in
social images [22]. Aiming at this problem, we propose a
novel semantic extension model based on Gloss vector [40],
in which the structured knowledge graph in the form of
WordNet [41] is adopted as a large corpus. Then, we design
a novel semantic similarity measure for social images.

A. SEMANTIC EXTENSION BASED ON GLOSS VECTOR
Gloss vector is a semantic relatedness measurement algo-
rithm, which bases on the assumption that one word can be
characterized by its context. In this section, we employ the
large corpus WordNet to obtain a word space with strong
generalization ability. Once the word space is determined, we
can generate a word vector for the wordw by following steps:

1) Initialize a fixed-order all zero vector w;
2) Query the interpretation of the word w in WordNet, and

extract the keywords in the interpretation. Then, we add the
keywords to the corresponding position in the vector w by
adding 1;

TABLE 1: The details of the 8 cross-modal datasets

Datasets # Clusters # Modalities # Instances
Wikipedia 10 2 2866

Pascal Sentence 20 2 1000
Pascal VOC 07 20 2 9963

X-Media 20 2 5000
NUS-WIDE 6 2 2969
IAPR TC-12 6 2 3095

Reuters Multilingual 6 5 15000
HMDB 51 3 6849

3) Repeat the step 2) for all the keywords.
Now, we can obtain the word vector for the word w

based on WordNet. The above process not only obtains the
interpretation of a word, but also characterizes the second-
order meaning of the keyword, thus, it can capture complete
semantic information of the social images. And the similarity
between two words can be calculated by the cosine similarity
between the word vectors.

B. SEMANTIC SIMILARITY MEASUREMENT
The semantic similarity between two social images can be
computed according to the word similarities of user tags. If
two words w1 and w2 are noun, we can employ the concept
distance C(w1, w2) between two words in WordNet, which
is defined as follow

C(w1, w2) = − log
length(w1, w2)

2depth
(15)

where length(w1, w2) is the number of nodes between w1

and w2 in WordNet. depth is the maximum number of layers
in WordNet, and we set it as 16.

When there at least one word is not noun, the cosine
similarity G(w1, w2) between the word vectors by the Gloss
vector can be seen as the word similarity. Thus, the semantic
similarity S(w1, w2) between any two words can be calculat-
ed as follow

S(w1, w2) =


C(w1, w2) +G(w1, w2)

2
, (w1, w2) ∈ noun

G(w1, w2), otherwise.
(16)

Now, the semantic similarity between two social images
I1 and I2 can be calculated by their corresponding tags
I1 = {p1, · · · , pr} and I2 = {q1, · · · , qs}. Thus, the
semantic similarity between I1 and I2 can be calculated as
follow

Simi(I1, I2) =

∑r
i=1 S(pi, q) +

∑s
j=1 S(p, qj)

2
(17)

where p and q is the words in social image I1 and I2. Thus,
the proposed SPIB method can cope with the social images
after the semantic similarity matrix is constructed by the
proposed semantic extension model.
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TABLE 2: The AC (%) comparison of SPIB with all the baselines.
Data sets Single-modal clustering Concatenate-IB Cross-modal clustering SPIB

k-means IB CCA CIB CSPA PTGP LWEA
Wikipedia 45.22 ± 2.4 58.27 ± 4.8 28.58 ± 0.9 59.67 62.53 ± 2.6 60.09 ± 5.1 62.07 ± 1.0 62.86 ± 0.8 65.50 ± 2.3

Pascal Sentence 52.93 ± 3.8 54.10 ± 2.9 41.75 ± 2.8 55.20 57.24 ± 1.8 55.15 ± 2.0 57.83 ± 0.8 59.67 ± 0.7 63.02 ± 1.5
Pascal VOC 07 64.99 ± 3.5 69.53 ± 3.2 62.77 ± 2.3 69.09 72.61 ± 2.1 69.84 ± 5.3 72.89 ± 0.9 73.64 ± 0.8 76.33 ± 1.2

X-Media 20.55 ± 0.6 21.16 ± 0.5 21.31 ± 0.5 23.58 22.14 ± 0.8 18.75 ± 0.7 24.31 ± 1.1 21.78 ± 0.6 25.16 ± 1.9
NUS-WIDE 46.11 ± 0.6 56.19 ± 0.5 57.61 ± 0.2 58.34 59.76 ± 1.1 59.26 ± 1.4 58.22 ± 1.8 60.21 ± 0.4 62.17 ± 2.2
IAPR TC-12 68.22 ± 0.5 80.83 ± 0.1 81.02 ± 0.4 82.69 2.13 ± 1.5 81.63 ± 1.1 79.05 ± 1.3 83.62 ± 1.0 86.31 ± 1.5

Reuters Multilingual 53.16 ± 1.4 53.12 ± 3.1 53.43 ± 3.4 50.93 57.46 ± 1.3 59.92 ± 0.2 56.61 ± 3.6 55.28 ± 4.1 60.59 ± 3.6
HMDB 18.46 ± 0.9 22.31 ± 2.2 23.35 ± 1.3 25.34 27.20 ± 0.6 20.82 ± 0.5 25.75 ± 0.9 26.63 ± 1.4 29.42 ± 0.8
Average 42.21 51.94 46.23 53.11 54.88 53.18 54.59 55.46 58.56

TABLE 3: The NMI (%) comparison of SPIB with all the baselines.
Data sets Single-modal clustering Concatenate-IB Cross-modal clustering SPIB

k-means IB CCA CIB CSPA PTGP LWEA
Wikipedia 45.50 ± 1.7 51.68 ± 1.3 14.57 ± 0.4 52.32 53.38 ± 1.5 48.12 ± 2.3 52.98 ± 0.2 53.01 ± 0.3 54.97 ± 1.6

Pascal Sentence 59.88 ± 1.9 59.99 ± 1.6 47.88 ± 1.8 60.89 60.21 ± 1.1 61.99 ± 1.4 62.12 ± 0.4 63.75 ± 0.3 66.01 ± 1.8
Pascal VOC 07 65.16 ± 1.5 65.38 ± 1.2 65.29 ± 1.0 66.28 69.74 ± 2.3 71.05 ± 2.4 70.41 ± 0.5 71.92 ± 0.2 75.21 ± 1.5

X-Media 20.12 ± 0.5 21.24 ± 0.2 21.23 ± 0.2 23.18 23.17 ± 2.7 21.45 ± 0.8 23.94 ± 0.4 20.03 ± 0.3 26.54 ± 2.2
NUS-WIDE 39.42 ± 0.4 48.40 ± 0.5 42.84 ± 0.2 49.72 51.29 ± 1.0 50.38 ± 1.5 50.28 ± 1.1 52.61 ± 0.9 54.28 ± 1.3
IAPR TC-12 64.83 ± 0.2 64.52 ± 0.1 62.03 ± 0.5 64.18 66.87 ± 1.8 62.59 ± 0.9 66.87 ± 1.7 67.32 ± 1.4 70.54 ± 2.3

Reuters Multilingual 33.94 ± 1.2 43.29 ± 3.1 44.33 ± 3.4 46.77 50.28 ± 1.7 48.80 ± 0.1 47.35 ± 4.9 46.79 ± 4.0 51.79 ± 2.8
HMDB 26.84 ± 1.0 33.74 ± 2.2 34.15 ± 2.0 36.14 37.46 ± 0.9 37.83 ± 0.6 37.25 ± 0.6 35.41 ± 0.8 41.13 ± 1.1
Average 44.84 48.53 41.54 49.94 51.43 50.28 51.4 51.36 55.06
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FIGURE 5: The clustering results of IB on single modality.

V. EXPERIMENTS
A. DATASETS AND EVALUATION METRICS
In this study, we employ 4 types of cross-modal datasets to
demonstrate the effectiveness of the proposed SPIB method.

The details of the datasets are shown in Table 1.
1) Cross-media dataset. It contains 4 cross-modal

datasets: Wikipedia [42], Pascal Sentence [43], Pascal VOC
07 [44] and X-Media [45]. They contains image-text pairs
from various categories, and each image accompanies a text
document. For Wikipedia, Pascal Sentence and X-media, we
extract the popular 128 dimension SIFT [46] features to
represent the images. For text representation, we first obtain
the feature vector based on 500 tokens (with stop words
removed), and then the LDA model is used to reduce the
dimension to 100 dimensional probability vectors. For the
Pascal VOC 07 dataset, we employ 776 dimensional visual
feature, which contains a 200 dimensional SIFT BoVW
feature, a 512-D GIST feature and a 64 dimensional HSV
feature. For the text representation, we employ a 798 dimen-
sional tag ranking feature provided by [47].

2) Social images dataset. It contains two popular social
image datasets: NUS-WIDE [48] and IAPR TC-12 [49]. The
NUS-WIDE is a social image dataset from national university
of singapore, which consists of social images and its user
tags. The NUS-WIDE includes 6696 tags and the number of
tags in each image are from 3 to 12. The IAPR TC-12 is a
image annotation dataset from CLEF, in which each image
contains a short descriptive text message.

3) Reuters Multilingual dataset. The Reuters Multilin-
gual dataset [1] contains 6 categories (i.e., C15, CCAT, E21,
ECAT, GCAT and M11) of news reported by 5 different lan-
guages (i.e., Spanish, Italian, German, French and English).
All documents are represented by using the 1000 dimensional
BoW feature in this study.

4) Multiple heterogenous feature dataset. The HMD-
B [50] dataset consists of 51 categories of 6849 human
action video sequences, mainly recorded from movie clips,
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web vides, etc. In this study, we extract three heterogeneous
features: histogram of oriented gradient (HOG), histogram
of optical flow (HOF) and space-time interest points (STIP).
Then, a 1000-dimensional BoVW representation for all fea-
ture representation is built separately.

We employ the most popular evaluation metrics, i.e., nor-
malized mutual information (NMI) and clustering accuracy
(AC) [25], to measure the experimental results.

B. BASELINES
We compare the proposed SPIB with the 3 types of baseline
algorithms:

1) Single-modal clustering algorithms. k-means and
IB [31] are two typical and effective clustering algorithms.
We report the best clustering results for all modalities in the
tables and figures in this study.

2) Concatenate-IB algorithm. We concatenate the fea-
tures of multiple modalities, and use the IB method to cluster
the data instances based on mutual information.

3) Cross-modal clustering algorithms. In this study, 4
state-of-the-art cross-modal clustering algorithms are adopt-
ed, which are canonical correlation analysis (CCA) [12],
consensus information bottleneck (CIB) [26], cluster-based
similarity partitioning algorithm (CSPA) [25], probability
trajectory graph partitioning (PTGP) [29] and locally weight-
ed evidence accumulation (LWGP) [30]. The CCA algorithm
can learn the shared information of two modalities. Thus,
for the cross-modal datasets with more than 2 modalities, we
select two modalities with best performances as the input of
CCA algorithm. The CSPA, PTGA and LWGP are the state-
of-the-art consensus clustering, which adopt co-association
matrix, probability trajectory and evidence accumulation to
integrate the basic clusterings of all modalities.

To fairly compare all the baselines, we adopt the source
codes provided by the corresponding authors with the default
or optimal parameter settings of their original papers.

C. EXPERIMENTAL RESULTS AND ANALYSIS
1) The Performance of Each Modality
In order to verify the representation ability of differen-
t modalities of the cross-modal datasets, we perform the
original IB algorithm on the different modalities of cross-
modal dataset. As shown in Fig. 5, we can get the following
observations.

1) For Wikipedia, Pascal sentence and Pascal VOC 07
datasets, the performance of IB algorithm on the text modali-
ty is always better than the image modality. This phenomenon
shows that it is difficult to obtain better clustering results only
by image modality in cross-modal image clustering tasks.
The rich semantic information can lead to more accurate
clustering results.

2) For the social image datasets IAPR TC-12 and NUS,
we utilize the semantic extension method based on Gloss
vector to construct the semantic similarity matrix. As shown
in Fig 5, the IB algorithm gets comparable clustering per-
formance on the constructed semantic similarity matrix com-

pared with the image modality on NUS-WIDE dataset. This
verifies the effectiveness of the proposed semantic extension
method. For IAPR TC-12 dataset, the performance of the IB
algorithm on the constructed semantic similarity matrix is
not better than the image modality. This is mainly because
the semantic information in IAPR TC-12 is a sentence with
many function words, and the notional words are too rare to
characterize its semantic information.

3) The IB algorithm obtains similar clustering results on
the heterogeneous feature spaces of Reuters multi-lingual
dataset and the HMDB human action video dataset. This
phenomenon shows that data instances can often be described
from different feature representations, which reflect the d-
ifferent intrinsic characteristics of the cross-modal dataset.
Therefore, it is wise to improve the quality of final clustering
results by effectively organizing the complementary effect of
multiple modalities.

2) The Comparison with Cross-modal Clustering Methods
Table 2 and Table 3 show the comparison results of the
proposed SPIB with all the other baselines. From these two
tables, we can get the following observations.

1) Directly concatenating multiple modalities cannot al-
ways improve the clustering performance. For instance, the
concatenate-IB algorithm obtains lower AC and NMI values
than the original IB on the Pascal Sentence, and Pascal VOC
07 datasets. It is stated that simply connecting the multiple
modalities cannot stably improves the clustering quality.

2) The performances of cross-modal clustering algorithms
are much better than the best results of single-modal cluster-
ing algorithms. For instance, the average AC and NMI values
of the four cross-modal clustering algorithms are all better
than that of single-modal clustering algorithms.

3) Compared with other single-modal and cross-modal
clustering baseline algorithms, the proposed SPIB obtains
significant improvements on all the cross-modal datasets
used in this paper. This phenomenon verifies the effectiveness
of the proposed SPIB method on the task of cross-modal
clustering.

D. THE EXPLORATION OF IMPACT FACTORS
1) Parameter Analysis
The proposed SPIB method utilizes the parameter λ to
control the balance between shared information and pri-
vate information. Thus, we conduct experiment to evaluate
the impact of λ on the performance of the SPIB algorith-
m. Specifically, we vary the value of λ from the space
{10, 20, · · · , 110}.

It can be seen from Fig. 6 that the SPIB algorithm obtains
a low AC value when the λ is small. Then, the AC values
of the SPIB algorithm gradually improve as the value of λ
increases. This is mainly because the complementary effect
of the shared and private information begins to take effect.
And the AC and NMI values of the SPIB algorithm reported
in this paper are the clustering results when λ = 60.
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FIGURE 6: The performance of SPIB algorithm with various λ.
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FIGURE 7: The convergence of SPIB algorithm.

2) Convergence Analysis
The objective function (9) of the SPIB algorithm can only
converge to a local optimal solution, thus, it is necessary to
empirically analyze its convergence. Fig. 7 shows the value
of Eq. (9) at each iteration of the SPIB algorithm. It can be
seen from this figure that the value of Eq. (9) rises rapidly at
first, then the amplitude of the rise tends to be flat, and finally
the optimal value of the objective function is obtained.

3) Ablation Test
The proposed SPIB algorithm aims to discover more rea-
sonable cluster structure by simultaneously considering the
shared information of multiple modalities and the private
information of individual modality, which are constructed

TABLE 4: The AC value of SPIB on individual modality. In
this table, we use CC and Hybrid to indicate the consensus
clustering model and hybrid words model, respectively.

Datasets IB CC Hybrid SPIB
Wikipedia 58.27 ± 4.8 62.18 ± 4.3 61.99 ± 1.7 65.50 ± 2.3

Pascal Sentence 54.10 ± 2.9 56.74 ± 2.8 55.41 ± 3.7 63.02 ± 1.5
Pascal VOC 07 69.53 ± 3.2 70.23 ± 2.3 72.38 ± 1.6 76.33 ± 1.2

X-Media 21.16 ± 0.5 20.58 ± 0.4 23.76 ± 0.8 25.16 ± 1.9
NUS-WIDE 56.19 ± 0.5 58.31 ± 0.9 59.91 ± 1.5 62.17 ± 2.2
IAPR TC-12 80.83 ± 0.3 83.42 ± 1.6 84.38 ± 1.8 86.31 ± 1.5

Reuters 53.12 ± 3.1 57.79 ± 3.4 58.09 ± 2.2 60.59 ± 3.6
HMDB 22.31 ± 2.2 23.32 ± 2.4 26.14 ± 1.3 29.42 ± 0.8
Average 51.94 50.07 55.26 58.56

by the novel hybrid words model and consensus clustering
model, respectively. Thus, we conduct experiment to verify
the effectiveness of each individual model in this section.

Table 4 shows the clustering results of the proposed SPIB
method when considering individual hybrid words model and
consensus clustering model. From Table 4, we can observe:
1) The clustering results of the SPIB algorithm with single
hybrid words model and consensus clustering model are
better than the optimal results of the IB algorithm on single
modality. 2) The average results of the SPIB algorithm on
consensus clustering model are slight better than the hybrid
words model. 3) When simultaneously considering both the
hybrid words model and the consensus clustering model, the
clustering results of the SPIB algorithm is further improved.
This phenomenon verifies the effectiveness of the hybrid
words model and consensus clustering model.

VI. CONCLUSION
In this study, we propose a novel shared-private information
bottleneck method for cross-modal clustering. Firstly, two
novel shared information construction models are proposed
to build the shared information of different modalities. Then,

10 VOLUME 4, 2016



2169-3536 (c) 2018 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2019.2904554, IEEE Access

Author et al.: Preparation of Papers for IEEE TRANSACTIONS and JOURNALS

the shared information of multiple modalities and the private
information of individual modalities are maximally preserved
through a unified information maximization objective func-
tion. Finally, a sequential “draw-and-merge” procedure is
proposed to optimize the objective function of SPIB. Besides,
to solve the lack of social tags modality in cross-modal
social images, we also investigate the use of structured prior
knowledge in the form of knowledge graph to enrich the
information in semantic modality, and design a novel seman-
tic similarity measurement for social images. Experimental
results on cross-modal clustering tasks demonstrate that our
method outperforms the state-of-the-art approaches.
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