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Abstract

This paper describes the joint submission to the IWSLT 2018
Low Resource MT task by Samsung R&D Institute, Poland,
and the University of Edinburgh. We focused on supplement-
ing the very limited in-domain Basque-English training data
with out-of-domain data, with synthetic data, and with data
for other language pairs. We also experimented with a vari-
ety of model architectures and features, which included the
development of extensions to the Nematus toolkit. Our sub-
mission was ultimately produced by a system combination in
which we reranked translations from our strongest individual
system using multiple weaker systems.

1. Introduction

This paper describes the joint submission to the IWSLT 2018
Low Resource MT task by Samsung R&D Institute, Poland,
and the University of Edinburgh. We built several multilin-
gual systems using the Tensor2Tensor1 and Nematus2 toolk-
its, ultimately choosing to use a system combination in which
we reranked translations from our strongest individual sys-
tem using multiple weaker systems.

As there was so little in-domain Basque-English data
available, we experimented with the use of out-of-domain
data, with the addition of synthetic data via back-translation,
and with the incorporation of data for other language pairs.
To support multilingual translation, we followed the single-
model approach of [1] and simply prepended each source
sentence with a token specifying the target language.

We experimented with a variety of model architectures
and features. This involved the development of several ex-
tensions to the Nematus toolkit, including support for multi-
GPU training, label smoothing, and mixtures of softmaxes.
We have contributed our code to the public Nematus reposi-
tory.

1https://github.com/tensorflow/tensor2tensor:
1.6.3

2https://github.com/EdinburghNLP/nematus

2. Training Data
In brief, we used all of the provided in-domain parallel train-
ing data along with parallel data from OpenSubtitles and the
Open Data Euskadil Repository. We also produced synthetic
data by back-translating from English into Basque. Table 1
lists the individual parallel corpora that made up our training
data. Note that not all of our systems used all of the data.
We will indicate differences when describing the individual
systems.

2.1. In-Domain Data

We used all of the available in-domain data, which we filtered
in order to remove the TED talks covered by the devset. The
task organisers had already removed the devset talks from the
Basque-English training corpus, but the talks were present in
the training data for all other language pairs. Since we were
evaluating on the devset during system development, we fil-
tered the in-domain data to avoid being misled by artificially
strong results. In preliminary multilingual Nematus systems
that used only the in-domain data, this filtering had a signifi-
cant impact, reducing the BLEU score from 16.25 to 9.96.

For the Basque-Spanish and Spanish-English pairs, we
used the excised training data to create supplementary de-
vsets. Since the Basque-English devset only contained 1,140
sentence pairs, these additional devsets gave us greater con-
fidence when evaluating system changes.

More generally, we noticed that the in-domain corpora
contained many of the same talks, in effect reducing the
amount of available in-domain Basque data.

2.2. Out-of-Domain Data

We added out-of-domain data for the Basque-English,
Basque-Spanish, Spanish-English, and French-English lan-
guage pairs. For all four, we used OpenSubtitles2018 data
from the OPUS corpus. In order to avoid making our train-
ing data too unbalanced, we undersampled from the large
Spanish-English and French-English corpora. This was done
arbitrarily: we simply used the first N -million sentence pairs



Pair Corpus Sentence Pairs eu src es src en tgt es tgt

eu-en In-domain 5,623 5,623 - 5,623 -
OpenSubtitles2018 805,780 805,780 - 805,780 -
Synthetic in-domain 277,097 277,097 - 277,097 -
Synthetic OpenSubtitles2018 4,000,000 4,000,000 - 4,000,000 -
Synthetic TED2013 1,904,674 1,904,674 - 1,904,674 -

eu-es In-domain 5,546 5,546 - - 5,546
OpenSubtitles2018 793,593 793,593 - - 793,593
Euskadil 926,941 926,941 - - 926,941

es-en In-domain 277,097 - 277,097 277,097 -
OpenSubtitles2018 10,000,000 - 10,000,000 10,000,000 -

es-fr In-domain 277,278 - 277,278 277,278 -
eu-fr In-domain 5,815 - 5,815 5,815 -
fr-en In-domain 287,137 - - 287,137 -

OpenSubtitles2018 10,000,000 - 10,000,000 10,000,000 -

Total 29,566,581 8,719,254 20,847,327 27,840,501 1,726,080

Table 1: Statistics for the parallel training corpora used in our submission (note that not all individual systems use all of the
corpora). Since we are interested in Basque-to-English translation (primarily) as well as Basque-to-Spanish and Spanish-and-
English, we break down the corpus sizes for those source and target languages.

occurring in the full corpora. For Basque-Spanish, we also
used the parallel data from the Open Data Euskadil Reposi-
tory.

At the outset, we assumed that translation from Basque
into Spanish would be easier than into English due to the
greater availability of in-domain data. We contemplated piv-
oting from Basque to English via Spanish and therefore when
selecting data from OpenSubtitles, we made an effort to in-
clude sufficient data to support high-quality Basque-Spanish
and Spanish-English translation. However, translation qual-
ity for Basque-Spanish and Basque-English (as measured by
BLEU) proved to be very similar and we therefore focused
on direct translation from Basque to English.

As with the in-domain data, we noticed that there is
a high degree of content overlap between the multilingual
OpenSubtitles corpora. For OpenSubtitles2018, between
70% and 90% of the Basque side is common for Basque-
English, Basque-Spanish and Basque-French making the ef-
fective size of Basque data seen by the system relatively
smaller.

2.3. Synthetic Data

Basque is a language isolate spoken by less than 1 million
people and as such there are few readily available parallel
resources. One of the simplest ways to get more parallel data
is to generate it syntheticaly through back-translation. In [2]
it was shown that even poor quality synthetic corpora can
improve translation quality. We used all available training
data to train an English-to-Basque back-translation system
for synthetic data generation (see Section 3.2 for details of
the back-translation system).

In addition to back-translating the English side of the in-

domain Spanish-English corpus, we back-translated the En-
glish talks from the OPUS TED2013 corpus, after filtering
out the dev and test set talks. We also selected 4M pseudo
in-domain sentences from OpenSubtitles using the filtering
approach proposed in [3].

3. Tensor2Tensor Systems

In preliminary experiments, we tried training Transformer
models [4] using both Tensor2Tensor and Marian, even-
tually choosing the former as the BLEU was higher. In
all experiments we used the hyperparameters for trans-
former base, setting the hidden layer size to 512, filter size
to 2048, warmup steps to 16,000 and number of heads to
8. While training the back-translation model we set the
layer prepostprocess dropout parameter to 0.1, while in the
base systems it was set to 0.2. Each training was run on 8
GPUs for up to 300,000 training steps, with a batch size of
100 sentences per GPU.

3.1. Preprocessing

We relied on the preprocessing implemented in Ten-
sor2Tensor for tokenization and wordpiece segmentation.
For each corpus configuration we defined a new T2T prob-
lem inheriting from default TranslateProblem. We set the
subword vocabulary size to 32k for all training runs, either
bilingual or multilingual. The only additional preprocess-
ing we did was punctuation normalization using the Moses
toolkit and prepending the <2xx> tag at the beginning of
source sentences, where xx was the code for the target lan-
guage.



System en-eu es-eu en-es

EnFrEs2EuFrEs 13.26 14.89 41.92

Table 2: BLEU scores for the Tensor2Tensor systems on
dev2018 (eu-en) and on eu-es and es-en versions of the dev
set (extracted from the training data). Since this was a back-
translation system, we inverted the devsets to evaluate trans-
lation in the opposite direction. This system was used for
back-translation of monolingual English corpora

3.2. Back-Translation System

For back-translation, we used all of the in-domain data listed
in Table 1, along with the OpenSubtitles corpora for Basque-
English and Basque-Spanish, and the Euskadil corpus for
Basque-Spanish. We also used 1M sentence pairs of Spanish-
English, making 5.5M sentence pairs in total.

We trained both Nematus and Tensor2Tensor systems on
the same dataset, obtaining results of 12.14 BLEU and 13.26
BLEU respectively on the inverted Basque-English devset
(see Table 2). We chose the better-performing Tensor2Tensor
system for synthetic corpus generation.

3.3. Base System

For Basque-to-English translation, we experimented with
different language pair and corpus selections (Table 3). We
started with a bilingual model trained only on in-domain
data. Next we trained a multilingual model adding all di-
rections for in-domain data and oversampling the Basque-
English data by a factor of 20 (to better balance the larger
in-domain Spanish-English corpus). This resulted in a sig-
nificant improvement of almost 7 BLEU points. After adding
out-of-domain and synthetic corpora we got another 5 BLEU
points. Next we experimented with removing the French
data from the multilingual setting as it had the least Basque
sentences, giving little additional input for that language
and adding complexity be adding another language into the
model. We observed that removing the French parallel cor-
pora gave significantly better results, improving Basque-
English translation by 1 BLEU point on dev2018. For the
final submission we used the EuEs2EnEs model for n-best
list generation.

4. Nematus Systems

Nematus [5] implements a GRU-based attentional encoder-
decoder. Originally based on the model in [6], the toolkit has
been extended to support features such as deep architectures
and input factors. Our system was based on the configura-
tion used in University of Edinburgh’s WMT17 submissions
[7]. To this we added several further extensions, which we
describe below.

System eu-en eu-es es-en

bilingual in-domain only 11.72 - -
EuFrEs2EnFrEs in-domain only 18.41
+ out-of-domain 22.26 22.28 42.76
+ back-translation 23.45 17.81 43.03
EuEs2EnEs 25.09

Table 3: BLEU scores for the Tensor2Tensor systems on
dev2018 (eu-en) and on eu-es and es-en versions of the
dev set (extracted from the training data). The last system
EuEs2EnEs was used to produce the 20-best list for further
rescoring.

4.1. Preprocessing

All of our Nematus systems used a common preprocessing
pipeline, consisting of five steps: normalization, tokeniza-
tion, corpus cleaning, truecasing, and BPE segmentation. [8]
We used scripts from the Moses toolkit [9] to perform the
first four steps and subword-nmt3 to perform the last.

The Moses tokenizer includes language-specific rules,
which we opted to use.4 However, we trained a shared true-
casing model for all languages. The corpus cleaning script
removes empty sentences and sentence pairs with length ra-
tios greater than 9:1.

We trained a single joint BPE model over the full mul-
tilingual corpus, using 40,000 merge operations. Character
sequences were only merged if they were observed 50 times
in the training data.

4.2. Base System

Our base Nematus system used all of the data in Table 1 ex-
cept for the synthetic data (which was added later for the fi-
nal systems) and the French-English OpenSubtitles data. For
Spanish-English we used 1M sentence pairs of OpenSubtitles
rather than 10M.

4.2.1. Network Configuration

We used a word embedding size of 512 and hidden layer size
of 1024. Both the encoder and decoder used a deep transition
architecture [10], with 4 layers in the encoder and 8 in the
decoder. We used layer normalization [11].

We tied the weights of the target-side embedding and the
transpose of the output weight matrix [12]. Since the source
and target sides used the same vocabulary, we also tied the
source-side and target-side embeddings.

4.2.2. Training

We used the Adam [13] optimization algorithm with a learn-
ing rate of 0.0001 and a batch size of 80 (except where

3https://github.com/rsennrich/subword-nmt
4Moses does not include Basque-specific tokenization rules, so it fell

back to generic tokenization for that language



noted). Training was stopped when the validation cross-
entropy failed to reach a new minimum for 10 consecutive
save-points (saving every 10,000 updates). The save-point
used in the final model was selected based on the BLEU score
of the validation set.

To speed up training, we excluded sentences in which
either the source or target sentence contained more than 50
tokens.

In preliminary experiments, we found that it was impor-
tant to use dropout (giving improvements of around 2 BLEU).
The dropout rate was set to 0.1 for source and target word to-
kens and to 0.2 for embedding and hidden layers.

4.3. Extensions

4.3.1. Multi-GPU Support

Training the base model was already pushing the 12GB
memory limit of our GPUs, restricting our ability to add
new features. Since we did not want to risk compromising
model quality by reducing the network size, we opted to im-
plement multi-GPU training in order to reduce the per-GPU
batch size, while maintaining (or increasing) the effective to-
tal batch size.5 We added support for synchronous training
in which the batch is split between multiple GPUs (on the
same server), each running a full replica of the model, and
then the gradients of the sub-batches are averaged. Unlike
asynchronous training, this method does not affect transla-
tion quality compared to single-GPU training (assuming the
batch size is constant).

4.3.2. Source language factors

As already mentioned, our training data contains tags to in-
dicate the target language. In preliminary experiments, we
found that it was beneficial to also specify the source lan-
guage, which we did through the use of token-level factors.
Our intuition was that the factors would help to disambiguate
subword units that occur in multiple languages, but serve
language-specific roles.

Since Nematus already included support for factors [14],
this was simply a case of annotating the training and dev/test
data with language tags and adjusting the network’s word
embedding settings: of the 512 source embedding units we
reserved 12 for the source language factor tag and the re-
maining 500 for the BPE token embedding.

A contrastive experiment showing BLEU scores on
dev2018 with and without source language factors can be
found in Table 4.

4.3.3. Label smoothing

We implemented label smoothing [15], a regularization tech-
nique which has been shown to be effective for self-attention-
based translation models [4], and, more recently, for RNN-

5An alternative would have been to use delayed updates on a single GPU
– or of course to buy GPUs with more memory.

System eu-en eu-es es-en

Base 19.99 20.45 39.74
Base + source language factors 20.12 20.86 40.16
Base + label smoothing 20.46 20.65 40.16
Base + mixture of softmaxes 20.02 21.02 40.14
Base + fine-tuning 20.75 1.86 39.94

Table 4: BLEU scores for Nematus systems on dev2018 (eu-
en) and on eu-es and es-en versions of the dev set (extracted
from the training data). These systems use all of the parallel
training data except for the synthetic data.

based models similar to ours [16]. Following prior work, we
set the ε parameter to 0.1. See Table 4 for results of a con-
trastive experiments with and without label smoothing.

4.3.4. Mixture of Softmaxes

Like all standard neural translation models, our base model
uses a softmax function to output a probability distribution
over the target vocabulary for each timestep. For language
modelling, [17] show that performance can be improved
by using a combination of multiple softmax components.
We reimplemented their method within Nematus and exper-
imented with using a mixture of three softmax components.
See Table 4 for results of a contrastive experiments with and
without a mixture of softmaxes.

4.3.5. Fine-tuning

Since our system was trained on data drawn from multiple
domains and covering several language pairs, we anticipated
that there would be a benefit to fine-tuning on in-domain
Basque-English data. After selecting the best model (accord-
ing to validation set BLEU), we resumed training using only
the in-domain Basque-English data (5,623 sentence pairs).
See Table 4 for results of a contrastive experiment with and
without fine-tuning.

4.4. Final Systems

Our final Nematus systems used all of the training data from
Table 1, with the exception of the synthetic TED2013 cor-
pus (since training was started before the filtered corpus
was produced) and the French-English OpenSubtitles cor-
pus. We used a 1M sentence pair version of the Spanish-
English OpenSubtitles corpus. As in the Tensor2Tensor sys-
tem, we oversampled the in-domain Basque-English corpus
by a factor of 20. We experimented with removing the French
training data but, unlike the Tensor2Tensor system, this did
not improve performance (possibly because we had used less
French data to start with).

We used all of the extensions just described. We trained
two such systems, one using two GPUs with a total batch
size of 80 and one using three GPUs with a total batch size
of 160. Finally, we fine-tuned these systems giving a to-



System dev2018 tst2018

Nematus (batch size 80) 22.56 23.18
Nematus (batch size 80, fine-tuned) 23.22 23.65
Nematus (batch size 160) 22.94 23.56
Nematus (batch size 160, fine-tuned) 23.86 24.12
Tensor2Tensor 25.09 25.40
+ reranking (default length penalty) 25.40 25.97
+ tuned length penalty 25.60 26.21

Table 5: BLEU scores on the official dev and test sets. The
first five rows show the results for the individual Nematus and
Tensor2Tensor systems used in the final system combination.
The bottom two rows show the results of reranking the 20-
best list from the Tensor2Tensor system with the Nematus
systems and then tuning the length normalization parameter.
The system in the bottom row is our submitted system.

tal of four Nematus systems. Unlike our base system, fine-
tuning using only the in-domain data did not improve trans-
lation quality, possibly due to the oversampling of this data
in the training set. Instead, we used a fine-tuning corpus
that combined the genuine in-domain data with the synthetic
in-domain data (which was back-translated from the English
side of the Spanish-English corpus). Results with and with-
out fine-tuning are given in Table 5.

5. System Combination
Of the individual systems, we achieved the best performance
on the devset using the Tensor2Tensor EuEs2EnEs system.
We used that system to generate a 20-best list, which we
then rescored using the four final Nematus systems. After
rescoring, we renormalized the individual scores for sentence
length, optimising the length penalty (i.e., the alpha value in
[18]) on dev2018, setting it to 1.5 in our submission (in all
previous systems, the length penalty was set to the default
value of 1.0). Finally, we reranked the list according to the
sum of the five renormalized scores and used the resulting
1-best translations in our submission.

Table 5 gives BLEU scores on the dev and test sets for the
five component systems and the reranked system, both with
and without length penalty tuning.

6. Conclusions
For this task, we focused on supplementing the very lim-
ited in-domain Basque-to-English training data with out-of-
domain data, with synthetic data, and with data for other lan-
guage pairs. Through data alone, we improved translation
quality from 11.72 to 25.09 BLEU.

Although our Nematus systems underperformed the Ten-
sor2Tensor systems, we were able to narrow the gap through
extensions to the base model, including label smoothing and
source language factors. When evaluated on tst2018, our
best Nematus system was 1.3 BLEU behind our best Ten-

sor2Tensor system.
Despite the Nematus systems being weaker, we were able

to further improve performance by reranking a 20-best list
from the Tensor2Tensor system using the four final Nema-
tus systems. Tuning the length penalty also boosted perfor-
mance slightly. Our submitted system scored 26.21 BLEU on
tst2018, outperforming the individual Tensor2Tensor system
by 0.81 BLEU.
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