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ON THE HOMOLOGICAL MIRROR SYMMETRY

CONJECTURE FOR PAIRS OF PANTS

Nick Sheridan

Abstract

The n-dimensional pair of pants is defined to be the comple-
ment of n + 2 generic hyperplanes in CPn. We construct an im-
mersed Lagrangian sphere in the pair of pants and compute its
endomorphism A∞ algebra in the Fukaya category. On the level
of cohomology, it is an exterior algebra with n+2 generators. It is
not formal, and we compute certain higher products in order to de-
termine it up to quasi-isomorphism. This allows us to give some
evidence for the Homological Mirror Symmetry conjecture: the
pair of pants is conjectured to be mirror to the Landau-Ginzburg
model (Cn+2,W ), where W = z1...zn+2. We show that the en-
domorphism A∞ algebra of our Lagrangian is quasi-isomorphic to
the endomorphism dg algebra of the structure sheaf of the origin
in the mirror. This implies similar results for finite covers of the
pair of pants, in particular for certain affine Fermat hypersurfaces.

Contents

1. Introduction 272

1.1. Homological Mirror Symmetry context 272

1.2. The A-model on the pair of pants 273

1.3. The B-model on the mirror 275

1.4. Motivation: the A-model on the one-dimensional pair
of pants 276

1.5. Outline of the paper 278

2. The Lagrangian immersion Ln : Sn → Pn 280

2.1. Topology of Pn and coamoebae 280

2.2. Construction of the Lagrangian immersion Ln : Sn →
Pn 283

3. The A∞ algebra A := CF ∗(Ln, Ln) 292

3.1. Including Ln as an ‘extra’ object of Fuk(Pn) 292

3.2. Weights in M 297

3.3. Grading 298

Received 1/2/2011.

271



272 N. SHERIDAN

3.4. Signs 303

4. A Morse-Bott definition of the Fukaya category 305

4.1. The domain: pearly trees 305

4.2. Floer data and morphism spaces 311

4.3. Perturbation data for fixed moduli 313

4.4. Perturbation data for families 316

4.5. Consistency and compactness 321

4.6. Transversality 323

4.7. A∞ structure maps 326

4.8. Compatibility with other definitions 327

5. Computation of A 328

5.1. Flipping pearly trees 329

5.2. Properties of the A∞ algebra A′ := CF ∗(L′, L′) 340

5.3. Computation of A′ 345

5.4. Versality of A′ 350

6. Matrix factorizations 352

7. Applications 355

7.1. Covers of Pn 355

7.2. Affine Fermat hypersurfaces 356

7.3. Projective Fermat hypersurfaces 360

Appendix A. Signs 360

References 364

1. Introduction

1.1. Homological Mirror Symmetry context. In its original ver-
sion, Kontsevich’s Homological Mirror Symmetry conjecture [30] pro-
posed that, if X and X∨ are ‘mirror’ Calabi-Yau varieties, then the
Fukaya category of X (A-model) should be equivalent, on the derived
level, to the category of coherent sheaves on X∨ (B-model), and vice-
versa. Complete or partial results in this case are known for elliptic
curves [44, 43], abelian varieties [20] (see [5] for the case of the four-
torus), Strominger-Yau-Zaslow dual torus fibrations [32], and K3 sur-
faces [47]. One aim of this work is to generalize the arguments of [47] to
the Fermat hypersurface in a projective space of arbitrary dimension—
we obtain a partial result in Theorem 1.4.

Kontsevich later proposed an extension of the conjecture to cover
some Fano varieties [31]. The mirror of a Fano variety X is a Landau-
Ginzburg model (X∨,W ), i.e., a variety X∨ equipped with a holomor-
phic function W (called the superpotential). The definitions of the
A- and B-models on X are (roughly) the same as in the Calabi-Yau
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case, but the definitions on (X∨,W ) must be altered. In particular,
the A-model of (X∨,W ) is the Fukaya-Seidel category; see [48]. The
B-model of (X∨,W ) is Orlov’s triangulated category of singularities of
W ; see [39]. Complete or partial results in the Fano case are known for
toric varieties [1, 2, 15], del Pezzo surfaces [8], and weighted projective
planes [9].

More recently, Katzarkov and others have proposed another extension
of the conjecture to cover some varieties of general type; see [29, 28].
The mirror of a variety X of general type is again a Landau-Ginzburg
model (X∨,W ). The definition of the B-model on (X∨,W ) is as above
(the definition of the A-model in this case is problematic, but does not
concern us). One direction of this conjecture has been verified for X, a
curve of genus g ≥ 2; see [48, 14]. Namely, the A-model of the genus g
curve is shown to be equivalent to the B-model of a Landau-Ginzburg
mirror. Our main result (Theorem 1.2) gives evidence for the same
direction of the conjecture in the case that X is a ‘pair of pants’ of
arbitrary dimension.

1.2. The A-model on the pair of pants. Consider the smooth com-
plex affine algebraic variety




n+2∑

j=1

zj = 0



 ⊂ CPn+1\

n+2⋃

j=1

{zj = 0}.

This is called the (n-dimensional) pair of pants Pn (see [35]). We
equip it with an exact Kähler form by pulling back the Fubini-Study
form on CPn+1, and with a complex volume form η. Observe that P1

is just CP1 \ {3 points}, i.e., the standard pair of pants.
We will consider the A-model on Pn, i.e., Fukaya’s A∞ category

Fuk(Pn) (see [19, 22]). Recall that the objects of Fuk(Pn) are com-
pact oriented Lagrangian submanifolds of Pn, and the morphism space
between transversely intersecting Lagrangians L1, L2 is defined as

CF ∗(L1, L2) :=
⊕

x∈L1∩L2

K〈x〉,

where K is an appropriate coefficient ring. The A∞ structure maps are

µd : CF ∗(Ld−1, Ld)⊗ · · · ⊗ CF ∗(L0, L1)→ CF ∗(L0, Ld)[2 − d],
for d ≥ 1, and their coefficients are defined by counts of rigid boundary-
punctured holomorphic disks with boundary conditions on the Lagrangians
L0, . . . , Ld. Observe that, because the symplectic form on Pn is exact,
the Fukaya category of exact Lagrangians is unobstructed (i.e., there is
no µ0).

In general, K must be a Novikov field of characteristic 2, and the
morphism spaces of the Fukaya category are Z2-graded. If we require
that the objects of our category be exact embedded Lagrangians, we



274 N. SHERIDAN

x
x

x

x

x
x

1

1

2

2

3

3u

Figure 1. The immersed Lagrangian L1 : S1 → P1.
The image has been distorted for clarity—for L1 to be
exact, the front and back triangles should have the same
area.

remove the need for a Novikov parameter. If we furthermore require
that our Lagrangians come equipped with a ‘brane’ structure (a grading
relative to the volume form η, and a spin structure), we can assign
signs to the rigid disks whose count defines a structure coefficient of
the Fukaya category, and therefore remove the need for our coefficient
ring to have characteristic 2. The grading of Lagrangians also allows us
to define a Z-grading on the morphism spaces of the Fukaya category.
Thus, by restricting the objects of the Fukaya category to be exact
Lagrangian branes, we can define the category with coefficients in C,
and with a Z-grading. For more details, see [22] or [48].

We construct an exact immersed Lagrangian sphere Ln : Sn → Pn

with transverse self-intersections, and a brane structure. In the case
n = 1, we obtain an immersed circle with three self-intersections in
P1, illustrated in Figure 1 (ignore the additional labels for now). This
immersed circle also appeared in [49].

We point out that Ln is not an object of the Fukaya category as just
defined, because it is not embedded. However, we will show (in Section
3.1) that one can nevertheless include Ln as an ‘extra’ object of the
Fukaya category in a sensible way.

We compute the Floer cohomology algebra of Ln:

Theorem 1.1.

HF ∗(Ln, Ln) ∼= Λ∗Cn+2

as Z2-graded associative C-algebras.

Remark 1.1. Although both HF ∗(Ln, Ln) and Λ∗Cn+2 carry Z-
gradings, these gradings only agree modulo 2.
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1.3. The B-model on the mirror. The mirror of Pn is conjectured
to be the Landau-Ginzburg model (Cn+2,W ), where

W = z1z2 . . . zn+2.

This paper is concerned with relating the B-model on (Cn+2,W ) to the
A-model on Pn.

Recall that the B-model of (Cn+2,W ) is described by Orlov’s trian-
gulated category of singularities Db

Sing(W
−1(0)) (see [39]). Note that 0

is the only non-regular value of W . The triangulated category of sin-
gularities is defined as the quotient of the bounded derived category
of coherent sheaves, DbCoh(W−1(0)), by the full triangulated subcate-
gory of perfect complexes Perf(W−1(0)). It is a differential Z2-graded
category over C.

Because Cn+2 = Spec(R) is affine (where R := C[z1, . . . , zn+2]), the
triangulated category of singularities of W−1(0) admits an alternative
description, which is more amenable to explicit computations. Namely,
it is quasi-equivalent to the category MF (R,W ) of ‘matrix factoriza-
tions’ of W , by [39, theorem 3.9].

An object of MF (R,W ) is a finite-rank free Z2-graded R-module
P = P 0 ⊕ P 1, together with an R-linear endomorphism dP : P → P of
odd degree, satisfying d2P = W · idP . The space of morphisms from P
to Q is the differential Z2-graded R-module of R-linear homomorphisms
f : P → Q, with the differential defined by

d(f) := dQ ◦ f + (−1)|f |f ◦ dP ,

and composition defined in the obvious way. This makes MF (R,W )
into a differential Z2-graded category over C.

Under Homological Mirror Symmetry, our immersed Lagrangian sphere
Ln should correspond to O0, the structure sheaf of the origin in the tri-
angulated category of singularities of W−1(0). This corresponds, under
the above-described equivalence, to a matrix factorization of W , which
by abuse of notation we will also denote O0.

It follows from the computations of [13, section 2] that, on the level
of cohomology,

H∗
(
Hom∗

MF (R,W )(O0,O0)
)
∼= Λ∗Cn+2

as Z2-graded associative C-algebras. Combining this with Theorem 1.1
establishes an isomorphism between the endomorphism algebras of the
alleged mirror objects on the level of cohomology.

The Homological Mirror Symmetry conjecture predicts more: this iso-
morphism of cohomology algebras should extend to a quasi-isomorphism
of A∞ algebras. Namely,

Hom∗
MF (R,W )(O0,O0)
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inherits the structure of a differential Z2-graded C-algebra fromMF (R,W ),
and a differential graded algebra is a special case of an A∞ algebra.

Our main result (proved by studying the A∞ deformations of the
cohomology algebra) is that such a quasi-isomorphism does exist:

Theorem 1.2. There is a quasi-isomorphism

CF ∗(Ln, Ln) ∼= Hom∗
MF (R,W )(O0,O0)

as Z2-graded A∞-algebras over C.

Remark 1.2. Of course the B-model Db
Sing(C

n+2,W ) cannot be

equivalent, in any sense, to the A-model Fuk(Pn) as we define it, be-
cause the morphism spaces in the B-model can be infinite-dimensional
(even on the cohomology level) whereas the morphism space between
two compact Lagrangians is always finite-dimensional. To get an A-
model that has a hope of being equivalent to the B-model in some
sense, we must consider the ‘wrapped’ Fukaya category (see [4]), which
also includes non-compact Lagrangians.

1.4. Motivation: the A-model on the one-dimensional pair of

pants. In this section, we consider the 1-dimensional case. We hope
that this will aid the reader’s intuition for the subsequent arguments,
and provide a link with computations that have previously appeared in
the literature (in [49, section 10]), but this section could be skipped
without serious harm.

Consider the immersed Lagrangian L1 : S1 → P1 shown in Figure
1. We outline a description of the A∞ algebra A = CF ∗(L1, L1) up to
quasi-isomorphism.
A has generators u, q corresponding respectively to the identity and

top class in the Morse cohomology CM∗(S1), and two generators for
each self-intersection point, which we label x1, x̄1, x2, x̄2, x3, x̄3 as in
Figure 1.

Because the homology class of L1 is trivial in H1(P1), the generators
of A come labeled by weights, which are elements of the lattice

H1

(
P1
) ∼= Z〈e1, e2, e3〉/〈e1 + e2 + e3〉,

so that the A∞ structure maps are homogeneous with respect to these
weights. This is just because the disk contributing to such a product
lifts to the universal cover, so its boundary must lift to a closed loop.
See Definition 3.6 and Proposition 3.5 for the precise definition and
argument. Explicitly, the weight of u, q is 0, of xi is ei, and of x̄i is −ei.
It follows that µ1 = 0.

The A∞ structure maps count rigid holomorphic disks, which in this
case are purely combinatorial. Our first step is to determine the coho-
mology algebra of A, which has the (associative) product defined by

a · b := (−1)|a|µ2(a, b)
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(using the sign conventions of [48]).
We have the following result:

Lemma 1.3. The cohomology algebra of A is isomorphic (as Z2-
graded associative C-algebra) to the exterior algebra

Λ∗C〈e1, e2, e3〉
via the identification

u 7→ 1

xi 7→ (−1)iei
x̄i 7→ (−1)i+1 ∗ ei (Hodge star with respect to volume form e1 ∧ e2 ∧ e3)
q 7→ −e1 ∧ e2 ∧ e3.
Proof. (Sketch—see [49] for a more detailed proof). The contribu-

tions of constant disks give all products involving u and q. The other
products come from the two triangles on the front and back of Figure
1. For example, the triangle with vertices in cyclic order x1, x2, x3 gives
the product

µ2(x1, x2) = x̄3

corresponding to
e1 · e2 = ∗e3 = e1 ∧ e2.

We will not explain how to determine the signs here: see Section 3.4 (or
[49]) for more detail. q.e.d.

Furthermore, we have

µ3(x1, x2, x3) = −u,
but the corresponding product is 0 for any other permutation of the in-
puts. This comes from the degenerate 4-gon with vertices at u, x1, x2, x3.
Observe that, if we put the marked point u somewhere else on L1, this
product would again be equal to u, but possibly for a different permu-
tation of the inputs (and would be 0 on all other permutations).

By choosing a complex volume form η on P1 and computing grading
of the generators, one can lift the Z2-grading of A (defined by the sign
of the intersection point corresponding to the generator) to a Z-grading.
See [49] for a formula for the grading that holds in the 1-dimensional
case. The choice of volume form is not canonical, and hence the choice
of Z-grading is not canonical.

We have now shown that A lies in the set A of A∞ algebras satisfying
the following conditions:

• µ1 = 0.
• The cohomology algebra is isomorphic to Λ∗C〈e1, e2, e3〉 as Z2-
graded associative C-algebra.
• The A∞ structure maps are homogeneous with respect to the
weights as defined above.
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• The Z2-grading lifts to a Z-grading as defined above.

One can show that A has a one-dimensional deformation space, in the
sense of [47, lemma 3.2]. Furthermore, the deformation class of A in
this deformation space is given by

3∑

i,j,k=1

µ3(xi, xj , xk) = µ3(x1, x2, x3) = −u

by our previous computations. In particular, it is non-zero, so A is
versal. This determines A up to quasi-isomorphism, in the sense that
any A∞ algebra lying in A, with non-zero deformation class, is quasi-
isomorphic to A.
1.5. Outline of the paper. In Section 2 we introduce some standing
notation, and discuss the topology of the pair of pants Pn. In particu-
lar, we introduce the coamoeba, which encodes topological information
about Pn and is the starting point for understanding the Lagrangian
immersion Ln. We give the details of the construction of the Lagrangian
immersion Ln : Sn → Pn, and some of its properties.

In Section 3, we explain how to include the Lagrangian immersion Ln

as an ‘extra’ object of the Fukaya category of embedded Lagrangians in
Pn. We define the A∞ algebra A := CF ∗(Ln, Ln), and establish some of
its properties—namely, that it is homogeneous with respect to a certain
weighting of its generators, that its Z2-grading lifts to a Z-grading, and
that it has a certain ‘super-commutativity’ property.

In Section 4, we give an alternative, Morse-Bott definition of the
Fukaya category of embedded Lagrangians. We define the A∞ structure
coefficients by counts of objects called ‘holomorphic pearly trees’, which
are Morse-Bott versions of the holomorphic disks usually used (and
closely related to the ‘clusters’ of [11]). The technical parts of this
section could be skipped at a first reading, but the concept of a pearly
tree is important because it is the basis of our main computational
technique, which is introduced in Section 5. This section could be read
independently of the rest of the paper.

In Section 5, we introduce a Morse-Bott model A′ for the A∞ alge-
bra A, in which the A∞ structure coefficients are defined by counts of
objects called ‘flipping holomorphic pearly trees’. We show that A′ is
quasi-isomorphic toA. We can compute the A∞ structure maps of A′ by
explicitly identifying the relevant moduli spaces of flipping holomorphic
pearly trees. In particular, we compute that the cohomology algebra
of A′ (hence of A) is an exterior algebra. We also compute some of
the higher structure maps. We use our computation of higher structure
maps to show that A′ is versal in the class of A∞ algebras with coho-
mology algebra the exterior algebra, and the homogeneity and grading
properties described in Section 3 (compare Section 1.4). Thus, apply-
ing deformation theory of A∞ algebras, A′ (and hence A) is completely
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determined up to quasi-isomorphism by the coefficients and properties
that we have established.

In Section 6, we describe the B-model of the mirror. We use the
techniques of [13, section 4] to construct a minimal A∞ model B′ for
the differential Z2-graded algebra B := Hom∗

MF (R,W )(O0,O0). We find

that its cohomology algebra is an exterior algebra, and that it has the
same grading and equivariance properties as A. We compute higher
products to show that B′ is versal in the same class of A∞ algebras as
A′, and hence that it is quasi-isomorphic to A′. This completes the
proof of Theorem 1.2.

In Section 7, we give applications of Theorem 1.2. In particular,
we consider the Homological Mirror Symmetry conjecture for Fermat
hypersurfaces.

Let X̃n be the intersection of the Fermat Calabi-Yau hypersurface

{zn+2
1 + . . .+ zn+2

n+2 = 0} ⊂ CPn+1

with the open torus (C∗)n+1 ⊂ CPn+1. Let Y n be the singular variety

{W = 0} ⊂ CPn+1

(whereW = z1z2 . . . zn+2 as before), and equip it with the natural action
of

Gn := (Zn+2)
n+2/Zn+2

(where Zn+2 is the diagonal subgroup of (Zn+2)
n+2) by multiplying

coordinates by (n+ 2)th roots of unity.
Then we have the following:

Theorem 1.4. There is a full and faithful A∞ embedding

PerfGn(Y
n) →֒ DπFuk(X̃n)

of the category of perfect complexes of Gn-equivariant sheaves on Y n

into the derived Fukaya category of X̃n.

We conjecture that this embedding is an equivalence.

Acknowledgments. I thank my advisor, Paul Seidel, as well as Mo-
hammed Abouzaid and Grigory Mikhalkin, for stimulating conversa-
tions and a number of crucial insights into this work. I also thank James
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making many useful suggestions. I also thank Denis Auroux and Katrin
Wehrheim for some very helpful discussions, as well as MSRI for the
great atmosphere at the tropical and symplectic geometry workshops
and conferences of 2009 and 2010, where part of this work was carried
out.
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2. The Lagrangian immersion Ln : Sn → Pn

The aim of this section is to describe the immersed Lagrangian sphere
Ln : Sn → Pn. In Section 2.1 we introduce some standing notation, and
describe the topology of the pair of pants Pn. We introduce the notion
of the coamoeba of the pair of pants, which is the starting point for
visualising the Lagrangian immersion Ln.

In Section 2.2 we construct the Lagrangian immersion Ln : Sn → Pn

and establish some of its properties.

2.1. Topology of Pn and coamoebae. Let [k] denote the set {1, 2,
. . . , k}. For a subset K ⊂ [k], let |K| be its number of elements and

K̄ ⊂ [k] its complement. Let M̃ be the (n+ 2)-dimensional lattice

M̃ := Z〈e1, . . . , en+2〉.
For K ⊂ [n+ 2], let eK denote the element

eK :=
∑

j∈K

ej ∈ M̃.

Let M be the (n+ 1)-dimensional lattice

M := M̃/〈e[n+2]〉.
We will use the notation

MP :=M ⊗Z P

for any Z-module P . We will not distinguish notationally between a

lattice element eK ∈ M̃ and its image in M . We define maps

L̃og : M̃C∗ → M̃R,

L̃og(z1, . . . , zn+2) := (log |z1|, . . . , log |zn+2|)
Ãrg : M̃C∗ → M̃R/2πM̃ ,

Ãrg(z1, . . . , zn+2) := (arg(z1), . . . , arg(zn+2)).

These descend to maps

Log :MC∗ → MR,

Arg :MC∗ → MR/2πM.

We can identify

M̃C∗ = Cn+2 \
⋃

j

{zj = 0}

and the quotient by the diagonal C∗ action,

MC∗ = CPn+1 \D
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where we denote the divisors Dj := {zj = 0} for j = 1, . . . , n + 2, and
D is the union of all Dj . Thus we have

Pn =





n+2∑

j=1

zj = 0



 ⊂MC∗ .

Definition 2.1. The closure of the image Arg(Pn) is called the
coamoeba (also, sometimes, the alga) of Pn, and we will denote it
Cn (see, e.g., [16, 36]).

Now we will give a description of the coamoeba Cn for all n. It will
be described in terms of a certain polytope, which we first describe.

Definition 2.2. Let Zn be the zonotope generated by the vectors ej
in MR, i.e.,

Zn =





n+2∑

j=1

θjej : θj ∈ [0, 1]



 ⊂MR

(this is the projection of the cube [0, 1]n+2 in M̃R).

Definition 2.3. The cells of ∂Zn are indexed by triples of subsets
J,K,L ⊂ [n+ 2] such that

• J ⊔K ⊔ L = [n+ 2];
• J 6= φ and K 6= φ.

Namely, we define the cell

UJKL :=
{

n+2∑

i=1

θiei : θj = 0 for j ∈ J , θk = 1 for k ∈ K, θl ∈ [0, 1] for l ∈ L
}

⊂ ∂Zn.

We note that

dim (UJKL) = |L|,
and UJ ′K ′L′ is part of the boundary of UJKL if and only if

J ⊆ J ′,K ⊆ K ′, and L ) L′.

In particular, the vertices of Zn are the 0-cells UK̄,K,φ = {eK}, and are
indexed by proper, non-empty subsets K ⊂ [n+ 2].

Proposition 2.1. Cn ⊂MR/2πM is the complement of the image of
the interior of πZn.

Proof. Cn is the closure of the set of those

θ =
∑

j

θjej
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such that there exist rj satisfying

n+2∑

j=1

exp(rj + iθj) = 0.

In other words, the convex cone spanned by the vectors exp(iθj) con-
tains 0.

Therefore the complement of Cn consists of exactly those θ such that
the coordinates θ1, . . . , θn+2 are contained in an interval of length < π.
By adding a common constant we may assume all θj lie in [0, π). Thus
the complement of Cn is exactly the image of the interior of πZn. q.e.d.

Remark 2.1. As we saw in Definition 2.3, the vertices of ∂(πZn) are
the points πeK where K ⊂ [n + 2] is proper and non-empty. Observe
that the vertices πeK , πeK̄ get identified because

πeK − πeK̄ ∈ 2πM.

We can draw pictures in the lower-dimensional cases (see Figure 2).

Proposition 2.2. The map Arg : Pn → Cn is a homotopy equiva-
lence. In particular, Pn has the homotopy type of an (n+1)-torus with
a point removed.

Proof. We choose to work in affine coordinates

z̃j :=
zj
zn+2

for j = 1, . . . , n+ 1

on CPn+1 \D. So

Pn ∼= {1 + z̃1 + · · ·+ z̃n+1 = 0} ⊂ (C∗)n+1.

It is shown in [26] that there exists a subset W ⊂ Pn, such that the
inclusion W →֒ Pn is a homotopy equivalence, and the projection

Arg : W →MR/2πM

is a homotopy equivalence onto its image, which is

Arg(W ) =
{
(θ̃1, . . . , θ̃n+1) : at least one θ̃j = π

}
⊂MR/2πM.

It is easy to see that the inclusion

Arg(W ) →֒ Cn

is a homotopy equivalence (both are strong deformation retracts of
(MR/2πM) \ (0, 0, . . . , 0)). Hence, we have a commutative diagram

W −−−−→ Pn

y Arg

y

Arg(W ) −−−−→ Cn
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(a) The coamoeba of P1. (b) The coamoeba of P2. This picture
lives in (S1)3, drawn as a cube with op-
posite faces identified, and we are re-
moving the zonotope illustrated, which
looks somewhat like a crystal.

Figure 2. C1 and C2.

in which all arrows but the one labeled ‘Arg’ are known to be homo-
topy equivalences. It follows that Arg : Pn → Cn is also a homotopy
equivalence. q.e.d.

Corollary 2.3. For n > 1, there are natural isomorphisms

π1(Pn) ∼= H1(Pn) ∼=M.

When n = 1, we still have a natural isomorphism H1(P1) ∼= M , but
the fundamental group is no longer abelian. Instead, there is a natural
isomorphism

π1(P1) ∼= 〈a, b, c|abc〉.

2.2. Construction of the Lagrangian immersion Ln : Sn → Pn.

We observe that the Lagrangian L1 : S1 → P1 can be seen rather simply
in the coamoeba. It corresponds to traversing the hexagon that forms
the boundary of the coamoeba (see Figure 3). The two triangles that
make up the coamoeba correspond to the holomorphic triangles that
give the product structure on Floer cohomology.

We will show that a similar picture exists for higher dimensions.
Namely, by Proposition 2.1, we know that the boundary of Cn is a
polyhedral n-sphere that intersects itself at its vertices. In this section,
we will explain how to lift this immersed polyhedral n-sphere to an
immersed Lagrangian n-sphere in Pn.

Remark 2.2. This is not the first time that the coamoeba has been
used to study Floer cohomology. It appeared in [16] (with the name
‘alga’), where it was used as motivation to construct Landau-Ginzburg
mirrors to some toric surfaces. It was conjectured in [23] that this pic-
ture generalizes to higher dimensions. There is a connection between
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Figure 3. The projection of L1 to C1.

the ‘tropical coamoeba’ of the Landau-Ginzburg mirror (X,w) of pro-
jective space, introduced in [23], and our construction, but we will not
go into it.

Consider the real projective space

RPn =




∑

j

zj = 0, zj ∈ R



 ⊂




∑

j

zj = 0



 ⊂ CPn+1.

Clearly it is Lagrangian and invariant with respect to the Sn+2 × Z2

action, so by an equivariant version of the Weinstein Lagrangian neigh-
bourhood theorem, there is an Sn+2×Z2-equivariant symplectic embed-
ding of the radius-η disk cotangent bundle

D∗
ηRP

n →֒




∑

j

zj = 0



 ⊂ CPn+1

for some sufficiently small η > 0. We may choose this embedding to
be J-holomorphic along the zero section with respect to the almost-
complex structure induced by the standard symplectic form and metric
on D∗

ηRP
n. The Z2-invariance says that complex conjugation acts on

D∗
ηRP

n by −1 on the covector.
Our immersed sphere Ln will land inside this neighbourhood. Now

consider the double cover of RPn by Sn. Think of Sn as

Sn =




∑

j

x2j = 1




⋂



∑

j

xj = 0



 ⊂ Rn+2,
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and denote the real hypersurfaces

DR
j := {xj = 0} ⊂ Sn.

Then the double cover just sends (x1, . . . , xn+2) 7→ [x1 : . . . : xn+2].
This extends to a double cover D∗

ηS
n → D∗

ηRP
n. Composing this with

the inclusion D∗
ηRP

n → CPn gives a map i : D∗
ηS

n → CPn.

Lemma 2.4. Suppose that f : Sn → R is a smooth function whose
gradient vector field (with respect to the round metric on Sn) is trans-
verse to the real hypersurfaces DR

j . Then for sufficiently small ǫ > 0,

the image of the graph Γ(ǫdf) ⊂ T ∗Sn lies inside D∗
ηS

n, and its image
under the map i into CPn avoids the divisors Dj .

Proof. Note that the graph of ǫdf in D∗
ηS

n is the time-ǫ flow of the
zero-section by the Hamiltonian vector field corresponding to f , which
is exactly J(∇f), where J is the standard complex structure on CPn

(we observe that the round metric on Sn is exactly the metric induced
by the Fubini-Study form and standard complex structure). Given a
point q ∈ DR

j , we can holomorphically identify a neighbourhood of its
image in CPn with a neighbourhood of 0 in Cn, in such a way that a
neighbourhood of q in Sn gets identified with a neighbourhood of 0 in
Rn ⊂ Cn. We can furthermore arrange that the divisor Dj corresponds
to the first coordinate being 0.

When we flow Rn by J(∇f), the imaginary part of the first coordinate
will be strictly positive (respectively negative) because ∇f is transverse
to DR

j , in the positive (respectively negative) direction. Therefore the
first component cannot be zero, so the image avoids Dj . q.e.d.

Definition 2.4. Let g : R→ R be a smooth function so that

1) g′(x) > 0;
2) g(−x) = −g(x);
3) g(x) = x for |x| < δ;
4) g′(x) is a strictly decreasing function of |x| for |x| > δ;
5) g′(x) < δ for |x| > 2δ,

where 0 < δ ≪ 1 (see Figure 4). We define f : Sn → R by restricting
the function

f̃ : Rn+2 → R

f̃(x1, . . . , xn+2) =
n+2∑

j=1

g(xj),

recalling that Sn sits inside Rn+2 as above.

Lemma 2.5. ∇f is transverse to all of the hypersurfaces DR
j in a

positive sense.
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− δ δ x

g

Figure 4. The function g.

Proof. One can compute that ∇f is the projection of the vector

n+2∑

j=1

fj
∂

∂xj
∈ TRn+1

to TSn, where Rn+1 = {∑j xj = 0} ⊂ Rn+2 and

fj := g′(xj)−
∑n+2

k=1 g
′(xk)

n+ 2
.

By the construction of g, one can check that fj > 0 whenever |xj | < δ.
The result follows. q.e.d.

Definition 2.5. Let Ln
ǫ : Sn → CPn be the graph of ǫdf in CPn, for

ǫ > 0 sufficiently small. Note that it lies in Pn by Lemmas 2.4 and 2.5,
and is Lagrangian because it is the graph of an exact one-form. We will
frequently fix an ǫ and write Ln.

Remark 2.3. Ln is Sn+2-invariant (because f and our Weinstein
neighbourhood are). Furthermore, because f(−x) = −f(x), df is in-
variant under the Z2-action

(x, α) 7→ (a(x),−a∗α)
where a : Sn → Sn is the antipodal map. Recall that complex conju-
gation τ : Pn → Pn induces the Z2-action (x, α) 7→ (x,−α) in D∗

ηS
n,

so τ ◦ Ln = Ln ◦ a. In other words, the image of Ln is preserved by
complex conjugation, but it acts via the antipodal map on the domain
Sn.

Proposition 2.6. Define the maps

ιǫ : S
n → MR/2πM,

ιǫ := Arg ◦ Ln
ǫ ,

and

q : ∂Zn →MR/2πM
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(the standard inclusion). Then there exist homotopy equivalences pǫ :
Sn → ∂Zn, defined for ǫ > 0 sufficiently small, such that

lim
ǫ→0
‖ιǫ − q ◦ pǫ‖C0 = 0.

In other words, ιǫ converges absolutely, modulo reparametrization, to
∂Zn.

Proof. We consider a cellular decomposition of Sn which is dual to
the cellular decomposition induced by the hypersurfaces DR

j , and is
isomorphic to the cellular decomposition of ∂Zn defined in Definition
2.3. We will show that the image of each cell in the decomposition,
under ιǫ, converges to the corresponding cell in ∂Zn.

Definition 2.6. We define a cellular decomposition of Sn whose cells
are indexed by triples of subsets J,K,L ⊂ [n+ 2] such that

• J ⊔K ⊔ L = [n+ 2];
• J 6= φ and K 6= φ.

Namely, we define the cell

VJKL : =

{
(x1, . . . , xn+2) ∈ Sn : xj = max

i
{xi} for all j ∈ J,

xk = min
i
{xi} for all k ∈ K

}

(this is dual to the cellular decomposition with cells

WJKL := {xj ≥ 0 for j ∈ J, xk ≤ 0 for k ∈ K, and xl = 0 for l ∈ L} ,
induced by the hypersurfaces DR

j ).

We now have
dim(VJKL) = |L|,

and VJ ′K ′L′ is part of the boundary of VJKL if and only if

J ⊆ J ′,K ⊆ K ′, and L ) L′.

Thus, this cellular decomposition is isomorphic to that of ∂Zn by cells
UJKL, described in Definition 2.3. See Figure 5 for the picture in the
case n = 2.

Our Lagrangian is obtained from the immersion Sn → CPn by push-
ing off with the vector field J(∇f). Thus, by Lemma 2.5, it is approxi-
mately equal (to order ǫ2) to the composition of the map

Sn →




∑

j

zj = 0, zj 6= 0



 ⊂ Cn+2

(x1, . . . , xn+2) 7→ (x1, . . . , xn+2) + iǫ(f1, . . . , fn+2)

with the projection to CPn \D = Pn. Thus we have

ιǫ(x1, . . . , xn) = (arg(x1 + iǫf1), . . . , arg(xn+2 + iǫfn+2)) +O(ǫ2).
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Now, when |xl| is sufficiently large, we have

arg(xl + iǫfl +O(ǫ2)) ≈ arg(xl) = 0 or π.

When |xl| is sufficiently small, we have

arg(xl + iǫfl +O(ǫ2)) ∈ (0, π)

because fl > 0 (by Lemma 2.5). More precisely, we have the following:

Lemma 2.7. If we choose ǫ > 0 sufficiently small, then we have:

• If |xl| ≥
√
ǫ, then arg(xl + iǫfl +O(ǫ2)) = arg(xl)+O(

√
ǫ), where

arg(xl) = 0 or π.
• If |xl| ≤

√
ǫ, then arg(xl + iǫfl + O(ǫ2)) ∈ (0, π), because fl is

strictly positive for |xl| sufficiently small (by Lemma 2.5).

Observe that, on the cell VJKL, we have

xj ≥
√
ǫ for j ∈ J , and xk ≤ −

√
ǫ for k ∈ K,

because
∑

l x
2
l = 1 and

∑
l xl = 0. Therefore, by Lemma 2.7,

arg(xj + iǫfj) +O(ǫ2) = O(
√
ǫ) for j ∈ J ,

arg(xk + iǫfk) +O(ǫ2) = π +O(
√
ǫ) for k ∈ K, and

arg(xl + iǫfl) +O(ǫ2) ∈ (0, π) +O(
√
ǫ) for l ∈ L.

It follows that ιǫ(VJKL) lies in an O(√ǫ)-neighbourhood of UJKL.
We are now able to define the map

pǫ : S
n → ∂Zn

to be a cellular map that identifies the cellular decompositions VJKL

and UJKL (hence is a homotopy equivalence), and such that

‖ιǫ − q ◦ pǫ‖C0 = O(
√
ǫ).

We assume inductively that a map with these properties has been de-
fined on all cells of dimension < d, then extend it to the cells of dimen-
sion d relative to their boundaries. q.e.d.

Now observe that, because f(−x) = −f(x), df(−x) = −df(x) (iden-
tifying tangent spaces by the antipodal map), so the only points where
Ln has a self-intersection are where df = 0, i.e., critical points of f . A
self-intersection point looks locally like the intersection of the graph of
df with the graph of −df , which is transverse because f − (−f) = 2f is
Morse. We will now describe the critical points and Morse flow of f .

Lemma 2.8. If xj > xk ≥ 0, then

(∇f)
(
xk
xj

)
> 0.
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Similarly, if xj < xk ≤ 0, then

(∇f)
(
xk
xj

)
< 0.

Proof. We prove the first statement. If xj > xk ≥ 0, then, by the
construction of g, g′(xj) < g′(xk). It follows that fj < fk, and hence
that fjxk < fkxj, using the notation from the proof of Lemma 2.5.
Thus,

(∇f)
(
xk
xj

)
=

n+2∑

l=1

fl
∂

∂xl

(
xk
xj

)

(since xk/xj is constant in the radial direction)

=
1

x2j
(fkxj − fjxk)

> 0.

The proof of the second statement is similar. q.e.d.

Corollary 2.9. There is one critical point pK of f for each proper,
non-empty subset K ⊂ [n+ 2], defined by

VK̄,K,φ = {pK}.
Explicitly, pK has coordinates (recalling

∑
j xj = 0)

xj =

{
− 1

|K| j ∈ K,
+ 1

|K̄|
j ∈ K̄,

up to a positive rescaling so that
∑

j x
2
j = 1. Observe that Arg maps pK

to the vertex πeK of ∂Zn.

Proof. Critical points of f cannot lie on the hypersurfaces DR
j , since

∇f is transverse to the hypersurfaces. Suppose that xj > xk > 0. Then
by Lemma 2.8,

(∇f)
(
xk
xj

)
> 0,

so ∇f 6= 0. Hence, at a critical point of f , all positive coordinates xj
are equal. By a similar argument, all negative coordinates are equal. It
follows that the points pK are the only possibilities for critical points of
f .

To prove that each pK is indeed a critical point, observe that by Sn+2

symmetry, the Morse flow of f must preserve the equalities

xk = xl for all k, l ∈ K, and

xk = xl for all k, l ∈ K̄.
The set of points satisfying these equalities is exactly {pK , pK̄}; hence
the Morse flow preserves these points. Thus each pK is a critical point
of f . q.e.d.
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Lemma 2.10. Let φ : R × Sn → Sn denote the flow of ∇f with
respect to the round metric on Sn, so that φ(0, ·) = id. Given a proper,
non-empty subset K ⊂ [n+ 2], we define

S(pK) :=
{
q ∈ Sn : lim

t→∞
φ(t, q) = pK

}
⊂ Sn

the stable manifold of pK , and

U(pK) :=

{
q ∈ Sn : lim

t→−∞
φ(t, q) = pK

}
⊂ Sn

the unstable manifold of pK . Then

S(pK) = {(x1, . . . , xn+2) ∈ Sn : {k ∈ [n+ 2] : xk = min
l
{xl}} = K}

and

U(pK) = {(x1, . . . , xn+2) ∈ Sn : {k ∈ [n+ 2] : xk = max
l
{xl}} = K̄}.

Proof. We prove the first statement. Suppose we are given q =
(x1, . . . , xn+2) ∈ Sn. Let

lim
t→∞

φ(t, q) := pK ,

and

K ′ := {k ∈ [n+ 2] : xk = min
l
{xl}}.

We will show that K = K ′.
First observe that, by Sn+2 symmetry, any equality of the form

xj = xk is preserved under the forward and backward flow of ∇f . Con-
sequently, any inequality of the form xj > xk is also preserved under
the (finite-time) flow. It follows that K ′ ⊂ K.

We prove that K ⊂ K ′ by contradiction: suppose that j /∈ K ′ but
j ∈ K. After flowing for some time, xj would have to be negative
(in order to converge to pK). Then for any k ∈ K ′ we would have
xk < xj < 0, so by Lemma 2.8 we have

(∇f)
(
xj
xk

)
< 0.

Thus, the ratio xj/xk is bounded above away from 1, so even in the
limit t → ∞, xj cannot approach the minimum value xk = minl{xl}.
This is a contradiction; hence K ⊂ K ′.

Therefore K = K ′. This completes the proof of the first statement.
The proof of the second statement is analogous. q.e.d.

Corollary 2.11. The critical point pK of f has Morse index

µMorse(pK) = n+ 1− |K|.
Proof. The Morse index of pK is the dimension of the stable manifold

of pK , which by Lemma 2.10 is n+ 1− |K|. q.e.d.
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Remark 2.4. Observe that, as a consequence of Lemma 2.10,

VJKL = U(J̄) ∩ S(K)

(see Figure 5).
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Figure 5. The dual cell decompositions for n = 2. The
dashed circles represent the hypersurfaces DR

j as labeled.
Each region is labeled with the list of coordinates that
are negative in that region (e.g., the label ‘124’ means
that x1 < 0, x2 < 0, x3 > 0, x4 < 0 in that region). The
arrows represent the index-1 Morse flow lines of ∇f . The
dots represent critical points of f . The picture really
lives on a sphere, and the three points labeled ‘4’ should
be identified (at infinity). Observe that the flowlines cor-
respond to the edges of the polyhedron ∂Z2, illustrated
in Figure 2(b).
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3. The A∞ algebra A := CF ∗(Ln, Ln)

This section is concerned with the definition and properties of the
A∞ algebra An := CF ∗(Ln, Ln). We will simply write ‘A’ rather than
‘An’ unless we wish to draw attention to the dimension.

In Section 3.1, we will explain why Ln, despite being an immersion
rather than an embedding, can be regarded as an ‘extra’ object of the
Fukaya category of Pn, as defined in [48, chapters 8–12]. This section
cannot be read independently of that reference. In Sections 3.2–3.4,
we establish certain properties of A.
3.1. Including Ln as an ‘extra’ object of Fuk(Pn). In [48, chapters
8–12], it is shown how to define the Fukaya category of a symplectic
manifold (X,ω) with the following properties and structures:

• ω = dθ is exact;
• X is equipped with an almost-complex structure J0 in a neigh-
bourhood of infinity, compatible with ω;
• X is convex at infinity, in the sense that there is a bounded below,
proper function h : X → R such that

θ = −dh ◦ J0.
These assumptions are actually not quite the same as those in [48],

but the arguments and definitions work in the same way.
In particular, X = Pn has these properties: we equip it with the

standard (integrable) complex structure J0, then the restriction of the
Fubini-Study form to Pn is given by ω = dθ, where θ = −dh ◦ J0, and

h : Pn → R,

h([z1 : . . . : zn+2]) = log




∑n+2
j=1 |zj |2

(∏n+2
j=1 |zj |2

) 1
n+2




is proper and bounded below.
With this data, the Fukaya category of compact, exact, embedded,

oriented Lagrangians L can be defined over a field of characteristic 2, and
with Z2 gradings (the ‘preliminary’ Fukaya category of [48, chapters 8,
9]). If X is furthermore equipped with a complex volume form η (note:
we will not take a quadratic complex volume form as in [48], because
we assume our Lagrangians to be oriented), then the Fukaya category
of compact, exact, embedded, oriented Lagrangian branes L# can be
defined over C, and the Z2 grading can be lifted to a Z grading.

We define the Fukaya category of Pn to include an ‘extra’ object
corresponding to the Lagrangian immersion Ln : Sn → Pn.

Remark 3.1. A theory of Lagrangian Floer cohomology for im-
mersed Lagrangians has been worked out in [6] using Kuranishi struc-
tures, but we will give a definition that is compatible with the definition



HOMOLOGICAL MIRROR SYMMETRY CONJECTURE 293

of [48] using explicit perturbations, with the aim of using it to make
computations in Section 5.

First, we note thatH1(Sn) = 0 for n > 1, so Ln is automatically exact
(this is an additional restriction in the case n = 1—see the caption to
Figure 1).

Now we explain the modifications necessary to the definition of the
(preliminary) Fukaya category given in [48, chapters 8, 9], to include
the object Ln.

Remark 3.2. We will not mention brane structures, orientations,
and gradings for the purposes of this Section 3.1, because they work
exactly the same as in [48, chapters 11, 12]. We observe that H1(Sn) =
0 for n > 1, so Ln admits a grading (the case n = 1 is easily checked).
Sn is also spin, so Ln admits a brane structure. These observations,
together with the modifications described in this section that show we
can include Ln as an extra object of the preliminary Fukaya category,
allow us to include Ln as an extra object in the ‘full’ (Z-graded, with C

coefficients) Fukaya category of Pn.

Definition 3.1. We define an object L of the (preliminary) Fukaya
category to be an exact Lagrangian immersion

L : N → Pn

of some closed, oriented n-manifold N into Pn, which is either an
embedding or the Lagrangian immersion Ln : Sn → Pn.

Definition 3.2. We define

H := C∞
c (Pn,R)

to be the space of smooth, compactly supported functions on Pn (the
space of Hamiltonians), and J , to be the space of smooth almost-
complex structures on Pn compatible with ω, and equal to the standard
complex structure J0 outside of some compact set.

Definition 3.3. For each pair of objects (L0, L1), we define a Floer
datum (H01, J01) consisting of

H01 ∈ C∞([0, 1],H) and J01 ∈ C∞([0, 1],J )

satisfying the following property: if φt denotes the flow of the Hamil-
tonian vector field of the (time-dependent) Hamiltonian H01, then the
image of the time-1 flow φ1 ◦ L0 is transverse to L1. One then defines
a generator of CF ∗(L0, L1) to be a path y : [0, 1] → Pn which is a
flowline of the Hamiltonian vector field of H01, together with a pair of
points (ỹ0, ỹ1) ∈ N0 × N1 such that L0(ỹ0) = y(0) and L1(ỹ1) = y(1).
One defines CF ∗(L0, L1) to be the C-vector space generated by its gen-
erators.
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The definition of a perturbation datum on a boundary-punctured disk
with Lagrangian labels is the same as in [48, section 9h].

Definition 3.4. Given a perturbation datum on a boundary-punctured
disk S with Lagrangian boundary labels (L0, . . . , Lk), some of which
may be immersed, we define an inhomogeneous pseudo-holomorphic

disk to be a smooth map u : S → Pn such that

• u(C) ∈ im(LC) for each boundary component C with label LC ,
and
• u satisfies the perturbed holomorphic curve equation [48, equation
(8.9)] with respect to the perturbation datum,

together with a continuous lift ũC of the map u|C : C → im(LC) to NC :

for each boundary component C with label LC : NC → Pn.

Remark 3.3. Note that the lift ũC exists automatically if LC is an
embedding. When LC is an immersion, the existence of ũC tells us that
the boundary map u|C does not ‘switch sheets’ of the immersion along
C.

Definition 3.5. Given generators

yj ∈ CF ∗(Lj−1, Lj) for j = 1, . . . , k,

and
y0 ∈ CF ∗(L0, Lk),

we say that an inhomogeneous pseudo-holomorphic disk has asymp-

totic conditions given by (y0, . . . , yk) if, on the strip-like end ǫj corre-
sponding to the jth puncture, we have

lim
s→+∞

u(ǫj(s, t)) = yj(t),

lim
s→+∞

ũ(ǫj(s, 0)) = (ỹj)0, and

lim
s→+∞

ũ(ǫj(s, 1)) = (ỹj)1

(and the analogous condition with s→ −∞ when j = 0). We define the
moduli space MS(y0, . . . , yk) to be the set of inhomogeneous pseudo-
holomorphic disks with asymptotic conditions given by the generators
(y0, . . . , yk).

To show thatMS(y0, . . . , yk) is a smooth manifold, we must modify
the functional analytic framework of [48, section 8i] slightly. Namely,
we fix p > 2, and define a Banach manifold BS(y0, . . . , yk) as follows.
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A point in BS consists of:

• a map u ∈W 1,p
loc (S,Pn), satisfying u(C) ∈ im(LC);

• continuous lifts ũC of the continuous maps u|C : C → im(LC) to
NC , for each boundary component C of S,

such that u and ũC are asymptotic to the generators yj along the strip-
like ends, in the sense of Definition 3.5. Observe that W 1,p functions
are continuous at the boundary, so the lifting condition makes sense.

Let u = (u, (ũC)) ∈ BS be represented by a smooth map. We define
charts for the Banach manifold structure in a neighbourhood of u. For
each boundary component C of S, we have a continuous Lagrangian
embedding of vector bundles,

TNC
(LC)∗−֒−−→ (LC)

∗TPn.

Thus, we have a continuous Lagrangian embedding

(ũC)
∗TNC →֒ (ũC)

∗(LC)
∗TPn ∼= (u∗TPn)|C .

We define the tangent space to BS(y0, . . . , yk) at u to be the Banach
space

TuBS(y0, . . . , yk) :=W 1,p(S, u∗TPn, ũ∗CTNC)

(with theW 1,p-norm). We choose an exponential map exp : TPn → Pn

that makes the Lagrangian labels totally geodesic, and denote by ẽxpN :
TN → N the corresponding exponential map on each Lagrangian label.
We then define a map

φu : TuBS → BS
so that φu(ξ) consists of the map exp(u, ξ(u)), together with boundary
lifts ẽxpNC

(ũC , ξ(ũC)). This defines a chart of the Banach manifold
structure in a neighbourhood of u.

Remark 3.4. Note that we cannot define a Banach manifold of
locally W 1,p maps from S to Pn, sending boundary component C to
im(LC), then impose the lifting condition separately—this would not
define a Banach manifold because the image of LC may be singular (if
LC = Ln).

We now define a Banach bundle ES over BS , and a smooth section
given by the perturbed ∂̄-operator, as in [48, section 8i]. The section
is Fredholm, because its linearization is a Cauchy-Riemann operator
with totally real boundary conditions given by ũ∗CTNC . Thus, assum-
ing regularity, the moduli space MS(y0, . . . , yk) is a smooth manifold
with dimension equal to the Fredholm index. We can extend these
arguments to show that the moduli space MSk+1(y0, . . . , yk) of inho-
mogeneous pseudo-holomorphic disks with arbitrary modulus is also a
smooth manifold.

Finally, we must check that Gromov compactness holds. The au-
thor is not aware of a proof of Gromov compactness with immersed
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Lagrangian boundary conditions in the literature, but we can give an
ad hoc proof in our special case by passing to a cover of Pn. Namely,

by Corollary 3.4, there is a cover P̃n of Pn in which every lift L̃n of
Ln is embedded, so all of our lifted boundary conditions are embedded
Lagrangians. Any family of inhomogeneous pseudo-holomorphic disks

in Pn lifts to a family in P̃n. Standard Gromov compactness for the

family of lifted disks in P̃n, with boundary on the embedded lifts of
Lagrangians, implies compactness for the family in Pn.

Everything else works as in [48], so this allows us to define the Fukaya
category of Pn with the extra object Ln, and show that the A∞ asso-
ciativity relations hold.

We now consider the A∞ algebra A = CF ∗(Ln, Ln). We would like
to choose the Floer datum for the pair (Ln, Ln) so that the underlying
vector space of A is as small as possible.

Lemma 3.1. There exists a Hamiltonian H ∈ H such that (Ln)∗H is
a Morse function on Sn with exactly two critical points, and XH |im(Ln)

vanishes only at those critical points.

Proof. First define H in a neighbourhood of the self-intersections of
im(Ln), in such a way that XH is transverse to both branches of the
image. This defines (Ln)∗H on a neighbourhood of the critical points
pK of f (see Corollary 2.9). This function can easily be extended to a
Morse function on Sn with the desired properties, then extended to a
neighbourhood of im(Ln), then to all of Pn using a cutoff function.
q.e.d.

Corollary 3.2. For an appropriate choice of Floer datum, CF ∗(Ln, Ln)
has generators pK indexed by all subsets K ⊂ [n+ 2].

Proof. We scale the H of Lemma 3.1 so that it is≪ ǫ (the parameter
in the definition of Ln = Ln

ǫ ), and use it as the Hamiltonian part of our
Floer datum for (Ln, Ln). Let XH denote the corresponding Hamilton-
ian vector field. Now if φ1 is the time-1 flow of XH , we can arrange that
φ1(Ln(p)) = Ln(q) if and only if either

p = q and XH(Ln(p)) = 0,

or

(p, q) corresponds to a pair (p′, q′) such that p′ 6= q′ and Ln(p′) = Ln(q′)

(note that the assumption that H ≪ ǫ ensures that the transverse self-
intersections Ln(p′) = Ln(q′) persist under the flow of one branch of Ln

by XH).
In the first case, we get generators corresponding to the critical points

of the Morse function (Ln)∗H. We denote the generator corresponding
to the minimum, respectively maximum, by pφ, respectively p[n+2]. In
the second case, we get generators corresponding to pairs (p′, q′) =
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(pK , pK̄) where K ⊂ [n+ 2] is proper and non-empty, by Corollary 2.9.
We denote the generator corresponding to (pK , pK̄) by pK , by slight
abuse of notation. q.e.d.

3.2. Weights in M .

Definition 3.6. (Compare [47, section 8b].) Whenever we have an
immersed Lagrangian L : N → X (such that the image of H1(N) in
H1(X) is trivial), we can assign a weight w(y) ∈ H1(X) to each gener-
ator y of CF ∗(L,L). Namely, choose a path from ỹ1 to ỹ0 in N , and
define w(y) to be the homology class obtained by composing the image
of this path in X with the path y (see Definition 3.3).

Proposition 3.3. In our case, we have

w(pK) = eK ∈M ∼= H1(Pn).

Proof. By Proposition 2.2 and Proposition 2.6, Arg induces a homo-
topy equivalence between (Pn, Ln) and (Cn, ∂(πZn)). Thus, when K is
proper and non-empty, w(pK) is the class of a path from πeK̄ to πeK
in H1(Cn) ∼=M , which is exactly eK . When K = φ or [n+2], it is clear
that w(pK) = 0. q.e.d.

Corollary 3.4. There exists a finite cover P̃n → Pn in which every

lift L̃n of Ln is embedded.

Proof. Recall that π1(Pn) ∼=M by Corollary 2.3. Consider the group
homomorphism

ρ :M → Zn+2

ρ(u) = e[n+2] · u
(this is well defined because ρ(e[n+2]) ≡ 0 (mod (n+ 2))). There is a
corresponding (n+ 2)-fold cover of Pn, and we have

ρ(w(pK)) = ρ(eK) = |K| 6= 0 (mod (n+ 2))

for all proper non-empty K ⊂ [n + 2], so the two lifts of Ln coming
together at an intersection point are distinct. q.e.d.

Proposition 3.5. The A∞ structure maps µk are homogeneous with
respect to the weight w. In other words, the coefficient of pK0 in µk(pK1 ,
. . . , pKk

) is non-zero only if

k∑

j=1

eKj
= eK0 .

Proof. If the coefficient of pK0 in µk(pK1 , . . . , pKk
) is non-zero, then

there is a topological disk in Pn with boundary on the image of Ln,

u : (D, ∂D)→ (Pn, im(Ln)),
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whose boundary changes ‘sheets’ of Ln exactly at the self-intersection
points pK0 , pK1 , . . . , pKk

in that order (ignoring any appearance of pφ or
p[n+2] on the list). This disk must lift to the universal cover; hence its
boundary lifts to a loop in the universal cover.

The boundary always lies on lifts of Ln, which are indexed by the
fundamental groupM (think of the homotopy-equivalent picture ofMR\
{πZn + 2πM}, with the lifts of Ln being ∂(πZn) + 2πM). When the
boundary changes sheets at a point pK , the index of the sheet in M
changes by w(pK) (observe that the points pφ and p[n+2], at which no
sheet-changing occurs, have weight 0).

Therefore, if the boundary of our disc changes sheets at pK0 , pK1 , . . . , pKk
,

and comes back to the sheet it started on, we must have

−w(pK0) +

k∑

j=1

w(pKj
) = 0.

q.e.d.

Corollary 3.6. The character group of M ,

T := Hom(M,C∗),

acts on A via
α · p := α(w(p))p.

The A∞ structure on A is equivariant with respect to this action.

3.3. Grading. Recall that, to lift the Z2-grading on the Fukaya cate-
gory to a Z-grading, we must equip Pn with a complex volume form η.
We assume that:

• η is compatible with complex conjugation τ : Pn → Pn, in the
sense that τ∗η = η̄;
• η extends to a meromorphic (n, 0)-form on CPn, with a pole of
order nj along the divisor Dj (with the usual convention that a
zero of order k is a pole of order −k).

We set

n :=

n+2∑

j=1

njej ∈ M̃.

Observe that

n · e[n+2] =

n+2∑

j=1

nj

= deg(KCPn)

= n+ 1.

Observe that there is no canonical choice for η, so our Z-grading will
not be canonical.
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Proposition 3.7. The Z-grading on A defined by η is

i(pK) = (2n − e[n+2]) · eK .

In other words, the coefficient of pK0 in µk(pK1 , . . . , pKk
) is non-zero

only if

i(pK0) = 2− k +
k∑

j=1

i(pKj
).

Proof. Recall that the volume form η defines a function

ψ : Gr(TPn)→ S1,

where Gr(TPn) is the Lagrangian Grassmannian of Pn (i.e., the fibre
bundle over Pn whose fibre over a point p is the set of Lagrangian
subspaces of TpPn). If V ⊂ TpPn is a Lagrangian subspace, then ψ(V )
is defined by choosing a real basis v1, . . . , vn for V and defining

ψ(V ) := arg(η(v1, . . . , vn)).

A grading on Ln is a function α# : Sn → R such that

πα#(x) = ψ(Ln
∗ (TxS

n))

(see [46]). Recall from the construction of Ln that, away from the
hypersurfaces DR

j , the immersion Ln : Sn → CPn is close to the double
cover of the real locus, ι : Sn → CPn. So away from the hypersurfaces
DR

j ,

ψ(Ln
∗ (TxS

n)) ≈ ψ(ι∗(TxSn)) = 0 or π,

because we assumed η was invariant under complex conjugation, so
ψ(TRPn) is real. Therefore, away from the hypersurfaces DR

j , α
# is

approximately an integer.
The hypersurfaces DR

j split Sn into regions Sn
K indexed by proper

non-empty subsets K ⊂ [n+2]. Namely, Sn
K is the region where xj < 0

for j ∈ K and xj > 0 for j /∈ K, and contains the unique critical point

pK of f . Suppose that α# ≈ α#
K ∈ Z in the region Sn

K .

How does α#
K change as we cross a hypersurface DR

j ? Let p be a

point on DR
j , away from the other hypersurfaces DR

k . Let us choose a

holomorphic function q in a neighbourhood of ι(p) in CPn, compatible

with complex conjugation (i.e., q(τ(z)) = q(z)), and such that Dj =
{q = 0}. Because η has a pole of order nj along Dj , we have

η = q−njη′,

where η′ is a holomorphic volume form compatible with complex conju-
gation.

In the same way that η defines the function ψ, η′ defines a function

ψ′ : Gr(TCPn)→ S1
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in a neighbourhood of ι(p). Whereas ψ is not defined on Dj, because
η has a pole there, the function ψ′ is defined and continuous on Dj ,
because η′ is holomorphic.

We have

ψ = ψ′ + arg(q−nj)

away from Dj . We can define real functions β#ǫ on a neighbourhood of
p in Sn, for ǫ ≥ 0 sufficiently small, so that

πβ#ǫ (x) = ψ′((Ln
ǫ )∗(TxS

n)).

Because Ln
0 = ι, and η′ is compatible with complex conjugation, β#0 is

a constant integer. Furthermore, away from DR
j , L

n
ǫ ≈ ι, so β#ǫ ≈ β#0 .

It follows that β#ǫ approximately does not change as we cross DR
j . So

the change in α#
K as we cross the hypersurface DR

j comes only from the

term arg(q−nj ).
We saw in Proposition 2.6 that Arg ◦Ln approximates the boundary

of the zonotope Zn. Thus, as we cross DR
j , moving from Sn

K to Sn
K⊔{j},

Arg◦Ln changes from πeK to πeK⊔{j}, changing by πej . It follows that

arg(q−nj) decreases by πnj. Therefore, α
# approximately decreases by

nj. So we may assume that

α#
K = −n · eK .

To calculate the index of the generator pK , we observe that the two
sheets of Ln that meet at pK are locally the graphs of the exact 1-forms
df and −df . It follows by [46, 2d(v)] that the obvious path connecting
the tangent spaces of the two sheets in the Lagrangian Grassmannian
has Maslov index equal to the Morse index

µMorse(pK) = n+ 1− |K| (see Corollary 2.11).

We also need to take into account the grading shift of α#
K−α

#
K̄

between

the two sheets. Using [46, 2d(ii)], we have

i(pK) = µMorse(pK)− α#
K + α#

K̄

= n+ 1− |K|+ n · eK −n · eK̄
= n+ 1− e[n+2] · eK + n · (eK − e[n+2] + eK)

= (2n− e[n+2]) · eK (since n · e[n+2] = n+ 1).

We also note that this equation works for pφ and p[n+2], which have
their usual gradings of 0 and n respectively.

The dimension formula for moduli spaces of holomorphic polygons
now says that the dimension of the moduli space of (k + 1)-gons with
boundary on Ln, a positive puncture at pK0 , and negative punctures at
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pK1 , . . . , pKk
is

dim(MS(pK0 , . . . , pKk
)) = k − 2 + i(pK0)−

k∑

j=1

i(pKj
).

Since we are counting the 0-dimensional component of the moduli space
to determine our A∞ structure coefficients, this dimension should be 0.
This proves the stated formula, i.e., that i defines a valid Z-grading on
A.

We also observe that i lifts the Z2-grading: the two sheets of Ln that
meet at pK are locally the graphs of the exact 1-forms df and −df , hence
the sign of the intersection is

n+ 1 + µMorse(pK) ≡ |K| ≡ (2n − e[n+2]) · eK (mod 2).

q.e.d.

Corollary 3.8. The A∞ structure on A admits the fractional grading

|pK | :=
n

n+ 2
|K| ∈ Q,

in the sense that the coefficient of pK0 in µk(pK1 , . . . , pKk
) is non-zero

only if

2− k +
k∑

j=1

n

n+ 2
|Kj | =

n

n+ 2
|K0|.

Proof. For any such non-zero product, we have

−eK0 +

k∑

j=1

eKj
= qe[n+2]

for some q ∈ Z (Proposition 3.5 says that the image of this sum in M is

0; hence it is a multiple of e[n+2] in M̃). It then follows from Proposition
3.7 that

i(pK0) = 2− k +
k∑

j=1

i(pKj
).
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Hence, we ought to have

k − 2 = (2n − e[n+2]) ·


−eK0 +

k∑

j=1

eKj




= (2n − e[n+2]) · qe[n+2]

= nq (since n · e[n+2] = n+ 1)

=
n

n+ 2
e[n+2] · qe[n+2]

=
n

n+ 2
e[n+2] ·


−eK0 +

k∑

j=1

eKj




from which the result follows. q.e.d.

Corollary 3.9. The A∞ products µk are non-zero only when k =
2 + nq (where q ∈ Z≥0).

Proof. This follows from the final set of equations in the proof of
Corollary 3.8. q.e.d.

Remark 3.5. We observe that, when k = 2+nq, we must also have

2+nq∑

j=1

eKj
= eK0 + qe[n+2]

(note: this is an equation in M̃ , not M).

Corollary 3.10. µ1 is trivial, and

µ2(pK1 , pK2) =

{
a(K1,K2)pK1⊔K2 if K1 ∩K2 = φ

0 otherwise,

where a(K1,K2) are some integers.

Proof. The fact that µ1 = 0 follows immediately from Corollary 3.9.
For the second part of the proposition, suppose that the coefficient

of pK0 in µ2(pK1 , pK2) is non-zero. It follows from Proposition 3.5 that

eK1 + eK2 = eK0

in M , and from Corollary 3.8 that

|K1|+ |K2| = |K0|.

Therefore K0 = K1 ⊔K2, and the result is proven. q.e.d.
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3.4. Signs. The main aim of this section is to prove that the cohomol-
ogy algebra of A is graded commutative. The basic reason for this is
that complex conjugation τ : Pn → Pn maps Ln to itself. Given a
holomorphic disk u : S → Pn contributing to the product a · b, the
corresponding disk ū := τ ◦ u : S̄ → Pn (where S̄ denotes the disk S
with the conjugate complex structure) contributes to the product b · a
with the appropriate relative Koszul sign.

Throughout this section, we use the sign conventions of [48].

Definition 3.7. Given an A∞ category C, we define its opposite

category Cop to be the category with the same objects, the ‘opposite’
morphisms

homCop(A,B) := homC(B,A),

and compositions defined by

µkop(x1, . . . , xk) := (−1)∗µk(xk, . . . , x1),
where

∗ = 1 +
k(k − 1)

2
+ (k + 1)




k∑

j=1

i(xj)


+

∑

j<l

i(xj)i(xl).

It is an exercise to check that Cop is an A∞-category.

The following proposition is due to [51]:

Proposition 3.11. Let X = (X,ω, η) be an exact symplectic man-
ifold with boundary with symplectic form ω, and complex volume form
η. Define Xop := (X,−ω, η̄). Then there is a quasi-isomorphism of
A∞-categories

G : Fuk(X)op → Fuk(Xop).

Proof. See Appendix A. q.e.d.

Lemma 3.12. We denote by Aop the endomorphism algebra of Ln

in Fuk(Pn)op. Suppose that k = 2 + nq and K0, . . . ,Kk are subsets of
[n+ 2] such that

k∑

j=1

eKj
= eK0 + qe[n+2]

in M̃ (see Remark 3.5). Then, in Aop, we have

µkop(pK1 , . . . , pKk
) = (−1)∗µk(pKk

, . . . , pK1)

where

∗ = nq(nq − 1)

2
+ (1 + nq)|K0|+

∑

1≤j<l

|Kj ||Kl|.
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Proof. Recall from Proposition 3.7 that the Z2-grading of A is

i(pK) ≡ |K| (mod 2).

As noted in Remark 3.5, the only contributions to µkop(pK1 , . . . , pKk
) or

µk(pKk
, . . . , pK1) are proportional to pK0 .

By Definition 3.7, the result holds with the sign

∗ = 1 +
k(k − 1)

2
+ (k + 1)




k∑

j=1

i(pKj
)


+

∑

j<l

i(pKj
)i(pKl

).

The result follows by substituting k = 2 + nq, i(pK) = |K| (mod 2),

|K1|+ . . .+ |Kk| = |K0|+ (n+ 2)q,

and simplifying (modulo 2). q.e.d.

Corollary 3.13. There is a quasi-isomorphism of A∞ algebras, A →
Aop, which is the identity on the level of cohomology.

Proof. Observe that complex conjugation induces a symplectomor-
phism τ : (Pn, ω)→ (Pn,−ω) and hence a quasi-isomorphism

Fuk(Pn, ω)→ Fuk(Pn,−ω)→ Fuk(Pn, ω)op,

where the second quasi-isomorphism is given by Proposition 3.11. We
observe that this quasi-isomorphism sends our Lagrangian Ln to τ ◦Ln,
which is the same as Ln ◦ a, where a : Sn → Sn is the antipodal
map, by Remark 2.3. We note that w2(S

n) = 0 and H1(Sn) = 0 for
n ≥ 2, so there is a unique spin structure P# on Ln and we must have
a∗(P#) ∼= P#. Furthermore, an examination of the proof of Proposition
3.7 quickly shows that

a∗(α#) = −(n+ 1)− α#

from which it follows that our Lagrangian brane L# = (Ln, α#, P#)
gets sent, under the above quasi-isomorphism, to the Lagrangian brane
(Ln, n + 1 + α#, P#) = L#[n + 1]. In particular, the endomorphism
algebra gets sent to

A := CF ∗(L#, L#)→ CF ∗(L#[n+1], L#[n+1])op ∼= CF ∗(L#, L#)op = Aop.

The isomorphism we have defined sends each orientation line ox to
itself without any sign change, so the result follows from Proposition
3.11. q.e.d.

Corollary 3.14. The cohomology algebra of A, with product

pK1 · pK2 := (−1)|K1|µ2(pK1 , pK2),

is supercommutative:

pK1 · pK2 = (−1)|K1||K2|pK2 · pK1 .
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4. A Morse-Bott definition of the Fukaya category

The Fukaya A∞ category was introduced in [19]. There are a number
of approaches to transversality issues in its definition—virtual pertur-
bations are used in [22], and explicit perturbations of the holomorphic
curve equation are used in [48].

In this section, we describe a ‘Morse-Bott’ approach that is a modi-
fication of the approach in [48], combining it with the approach of [3].
The outline of this approach has appeared in [49, section 7], and is
related to the ‘clusters’ of [11]. However, the geometric situation we
consider is simpler than that of [11]; namely, we work only in exact
symplectic manifolds with convex boundary, which for example rules
out disk and sphere bubbling.

Our treatment follows [48, sections 8–12] closely, explaining at each
stage how our construction differs. We make use of concepts and termi-
nology from [48] (including abstract Lagrangian branes, strip-like ends,
and perturbation data) with minimal explanation. We explain, in Sec-
tion 4.8, why our definition of the Fukaya category is quasi-equivalent
to that given in [48].

This section deals only with the Fukaya category of embedded La-
grangians. In particular, the Lagrangian immersion Ln : Sn → Pn

does not fit into this framework. However, the concepts introduced
in this section are the basis for the Morse-Bott computation of A =
CF ∗(Ln, Ln) that will be explained in Section 5.1.

4.1. The domain: pearly trees. In this section, we recall the Deligne-
Mumford-Stasheff compactification of the moduli space of disks with
boundary punctures, and define the analogous moduli space of pearly
trees and its compactification.

Suppose that k ≥ 2, and L := (L0, . . . , Lk) is a tuple of Lagrangians
in X. We denote by R(L) the moduli space of disks with k + 1 bound-
ary marked points, modulo biholomorphism, with the components of
the boundary between marked points labeled L0, . . . , Lk in order. The
marked point between Lk and L0 is ‘positive’, and all other marked
points are ‘negative’. We call L a set of Lagrangian labels for our
boundary-marked disk (for the purposes of this section, it is not im-
portant that the labels correspond to Lagrangians in X—we need only
assign certain labels to the boundary components and keep track of
which of the labels are identical).

Definition 4.1. We denote by S(L)→R(L) the universal family of
boundary-punctured disks with Lagrangian labels L, so that the fibre
Sr over a point r ∈ R(L) is the corresponding disk, with its boundary
marked points removed.

We define
Z± := R± × [0, 1]



306 N. SHERIDAN

with the standard complex structure (where R+,R− are the positive
and negative half-lines respectively). We will use s to denote the R±

coordinate and t to denote the [0, 1] coordinate. We make a universal

choice of strip-like ends for the family S(L)→R(L), which consists
of fibrewise holomorphic embeddings

ǫj : R(L)× Z± → S(L)

to a neighbourhood of the jth puncture, for each j = 0, 1, . . . , k, where
the sign ± is opposite to the sign of the puncture.

Definition 4.2. A directed k-leafed planar tree T is a directed
tree with k semi-infinite ‘incoming’ edges and one semi-infinite ‘outgo-
ing’ edge, together with a proper embedding into R2. Isotopic embed-
dings are regarded as equivalent. We denote by V (T ) the set of vertices
of T , by E(T ) the set of edges, and by Ei(T ) ⊂ E(T ) the set of inter-
nal (compact) edges. We say that T has Lagrangian labels L if the
connected components of R2 \ T are labeled by the Lagrangians of L,
in order. A Lagrangian labeling L of T induces a labeling Lv of the
regions surrounding each vertex v ∈ V (T ) (see Figure 6(a)). We call a
vertex stable if it has valence ≥ 3, and semi-stable if it has valence
≥ 2. We call the tree T stable (respectively semi-stable) if all of its
vertices are stable (respectively semi-stable).

We define

R̄T (L) :=


 ∏

v∈V (T )

R(Lv)


× (−1, 0]Ei(T ).

In other words, R̄T (L) consists of the data of the planar tree T , a
boundary-marked disk rv ∈ R(Lv) for each vertex v, and a gluing

parameter ρe ∈ (−1, 0] for each internal edge e.
Given an internal edge e of T with gluing parameter ρe ∈ (−1, 0),

we can glue the disks rv at either end of e together along their strip-
like ends with gluing parameter ρe (corresponding to the ‘length’ of the
gluing region being le := − log(−ρe)), to obtain an element of RT/e(L)
(where T/e denotes the tree obtained from T by contracting the edge
e). This defines a gluing map

ϕT,e : {r ∈ R̄T (L) : ρe ∈ (−1, 0)} → R̄T/e(L).

Definition 4.3. We denote by R̄(L) the Deligne-Mumford-Stasheff
compactification of R(L) by stable disks:

R̄(L) :=

(
∐

T

R̄T (L)

)
/ ∼,

where
r ∼ ϕT,e(r)
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L 0

L 0

L 0

L 1 L 2

L 2

L 1

L 0

L 3

(a) A k-leafed stable tree TS is said
to have Lagrangian labels L if the
connected components of R2 \ T are
labeled by the Lagrangians of L,
in order. In this figure, L =
(L0, L0, L0, L1, L2, L2, L1, L0, L3). A
Lagrangian labeling L of TS induces
a labeling Lv of the regions surround-
ing each vertex v. In this figure, the
induced labeling of the regions sur-
rounding the topmost vertex is Lv =
(L0, L0, L1, L1, L0, L3).

L0 L3

L0

L0

L1

L2

L2

L1

L0

(b) A pearly tree S, with underlying
tree TS and Lagrangian labels as in Fig-
ure 6(a). Observe that all edges have the
same label on either side, while external
strips have different labels on either side.

Figure 6. Pearly trees with Lagrangian labels.

whenever defined. Given a boundary-punctured disk S with modulus
r ∈ R(L), we call the union of all strip-like ends and gluing regions
(under all possible gluing maps) the thin part of S, and its complement
the thick part.

Remark 4.1. R̄ is the compactification of R by allowing the gluing
parameters ρe to take the value 0. This corresponds to allowing the
lengths of the gluing regions le to be infinite. R̄(L) has the structure
of a smooth (k − 2)-dimensional manifold with corners (where k :=
|L| − 1). The codimension-d boundary strata are indexed by trees T
with d internal edges. Namely, T corresponds to the subset of R̄T where
all d gluing parameters ρe are equal to 0.

Definition 4.4. We denote by S̄(L) → R̄(L) the partial compact-
ification of the universal family S(L) → R(L) of boundary-punctured
disks by stable boundary-punctured disks.

In [48], the coefficients of the A∞ structure maps

µk : CF ∗(Lk−1, Lk)⊗ · · · ⊗ CF ∗(L0, L1)→ CF ∗(L0, Lk)
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are defined by counts of (appropriately perturbed) holomorphic curves
u : Sr(L)→ X for some r ∈ R(L). The structure of the codimension-1
boundary of R̄(L) leads to the A∞ associativity equations.

When no two of the Lagrangians in L coincide, we define the A∞

structure maps in exactly the same way. However, when some of the
Lagrangians in L coincide, we alter this definition.

Definition 4.5. A pearly tree S with Lagrangian labels L is spec-
ified by the following data:

• A stable directed k-leafed planar tree TS (the underlying tree

of S) with Lagrangian labels L, such that the labels on either side
of an internal edge are identical.
• For each vertex v, a point rv ∈ R(Lv).
• For each internal edge e, a length parameter le ∈ [0,∞).

We denote by V (S) the set of vertices of the tree TS , and by EL(S) the
set of edges of TS with both sides labeled L (internal or external). For
each vertex v ∈ V (S), we define Sv to be the boundary-marked disk with
modulus rv, with all marked points between distinct Lagrangians punc-
tured (but all marked points between identical Lagrangians remain).
These are the ‘pearls’. We define

Sp :=
∐

v∈V (S)

Sv.

For each internal edge e, we define Se := [0, le]. For each external edge e
with opposite sides labeled by the same Lagrangian, we define Se := R±,
depending on the orientation of the edge. For each Lagrangian L ∈ L,
we define

Se(L) :=
∐

e∈EL(S)

Se,

and Se to be the disjoint union of Se(L) over all L. For each L ∈ L,
we define FL(S) to be the set of flags of TS with both sides labeled
by the same Lagrangian L. We define F (S) to be the union of all
FL(S). For each f ∈ FL(S), there is a corresponding marked point on a
boundary component of Sp with Lagrangian label L, which we denote
by m(f) ∈ Sp. Also corresponding to f , there is a point b(f) ∈ Se(L),
which is the boundary point of the edge corresponding to the flag f .
We finally define

S := (Sp ⊔ Se)/ ∼
where

m(f) ∼ b(f) for all f ∈ F (S)
(see Figure 6(b)).

We now define a topology on the moduli space of pearly trees.
Suppose we are given a stable directed k-leafed planar tree T with

Lagrangian labels L. If the labels on opposite sides of an edge are
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distinct, we call the edge a strip edge, and if they are identical, we
call it a Morse edge. We denote by Ei,s(T ) ⊂ E(T ) the internal strip
edges, and Ei,M (T ) ⊂ E(T ) the internal Morse edges. We define

Rpt
T (L) :=


 ∏

v∈V (T )

R(Lv)


× (−1, 0)Ei,s(T ) × (−1, 1)Ei,M (T )

(‘pt’ stands for ‘pearly tree’).
As before, for any internal edge e ∈ Ei(T ), we have a ‘gluing map’

ϕT,e : {r ∈ Rpt
T (L) : ρe ∈ (−1, 0)} → Rpt

T/e(L).

The only difference from the previous construction is that the gluing
parameter ρe now takes values in (−1, 1), rather than (−1, 0), for e an
internal Morse edge.

Definition 4.6. We define Rpt(L) to be the moduli space of pearly
trees with Lagrangian labels L:

Rpt(L) :=

(
∐

T

Rpt
T (L)

)
/ ∼,

where
r ∼ ϕT,e(r)

whenever defined. A point r ∈ Rpt(L) corresponds to a pearly tree
Sr as follows: we glue along any edge with gluing parameter < 0, so
that we get a tree TS whose only internal edges are Morse edges with
gluing parameter ρe ∈ [0, 1). We regard these as edges having length
parameter

le := − log(1− ρe)
(see Figure 7). This defines a topology on the moduli space Rpt(L).
Again, we define the thin part of Sp to be the union of all strip-like ends
and gluing regions (including a strip neighbourhood of each boundary
marked point), and the thick part of Sp to be its complement.

Remark 4.2. We could have defined Rpt(L) without any reference
to strip edges at all, since we can glue along all strip edges. However,
this would not allow us to define the thick and thin regions, and we will
need to consider strip edges soon, anyway, when we define the compact-
ification of Rpt(L).

Definition 4.7. We denote by

Sp(L) → Rpt(L),

SeL(L) → Rpt(L) (for L ∈ L), and

Spt(L) → Rpt(L)

the universal families with fibre Sp
r , Se

r(L) and Sr respectively, over a
point r ∈ Rpt(L).
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Figure 7. In this figure, we show what happens as the
gluing parameter ρe for a Morse edge in a pearly tree
passes from negative to positive. On the left, ρe < 0, and
we have a ‘thin’ region in our disk, corresponding to the
edge e. As ρe → 0−, the thin region’s length becomes
infinite, until at ρe = 0 we have a stable disk (middle
picture). On the right, ρe > 0, and we have two distinct
disks connected by an edge of length le = − log(1− ρe).
As ρe → 0+, the edge’s length goes to 0, until at ρe = 0
we have the same stable disk.

Definition 4.8. We define a universal choice of strip-like ends for
the family Spt(L)→Rpt(L) to consist of the embeddings

ǫj : Rpt(L)× Z± → Spt(L)

for each external strip edge, coming from our universal choice of strip-
like ends for families of boundary-punctured disks, and

ǫj : Rpt(L)× R± → Spt(L)

which are parametrizations of the corresponding external Morse edges
(where the sign ± is determined by the orientation of the edge).

Definition 4.9. Given a tree TS as above, and a subset B ⊂ E(TS),
we define Rpt(TS , B) ⊂ Rpt(L) to be the images of pearly trees S with
underlying tree TS , with gluing parameter ρe = 0 for e ∈ B and ρe > 0
for e /∈ B (of course, this depends on the Lagrangian labels, but we omit
L from the notation for readability). Each pearly tree r ∈ Rpt(L) lies
in a unique subset Rpt(TS , B).

Definition 4.10. Given (TS , B) as in Definition 4.9, we define the
universal family

Spt(TS , B)→Rpt(TS , B).

We now define the compactification of Rpt(L). Let

R̄pt
T (L) :=


 ∏

v∈V (T )

R(Lv)


× (−1, 0]Ei,s(T ) × (−1, 1]Ei,M (T ).

Note that R̄pt
T (L) contains Rpt

T (L) as a dense open subset.
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Definition 4.11. We define the the compactification of Rpt(L) to
be the moduli space of stable pearly trees,

R̄pt(L) :=

(
∐

T

R̄pt
T (L)

)
/ ∼,

where
r ∼ ϕT,e(r)

whenever defined. We also define the universal family S̄pt(L)→ R̄pt(L)
of stable pearly trees.

Remark 4.3. In the spaces R̄pt
T , the gluing parameters of strip (re-

spectively Morse) edges can take the value 0 (respectively 1). This
corresponds to the length of the gluing region le becoming infinite (re-
spectively, the length of the edge le becoming infinite). Thus, we are
essentially compactifying by allowing the pearls to be stable disks, and
the Morse edges to have infinite length. R̄pt(L) has the structure of
a smooth (k − 2)-manifold with corners. The codimension-d boundary
strata are indexed by trees T with Lagrangian labels L and d internal
edges. Namely, the boundary stratum corresponding to T is the image
of the subset of R̄pt

T (L) where all gluing parameters ρe are 0 for strip
edges and 1 for Morse edges.

Remark 4.4. R̄pt(L) is obtained from the usual Deligne-Mumford-
Stasheff compactification R̄(L) by adding a ‘collar’ along each boundary
stratum corresponding to a tree with a Morse edge in it.

Näıvely, the structure coefficients of the usual Fukaya category count
rigid holomorphic disks u : Sr → X for some r ∈ R(L). In reality,
we must perturb the J-holomorphic curve equation to achieve transver-
sality, in particular when two of the Lagrangian boundary conditions
coincide. In [48], the equation is perturbed by allowing modulus- and
domain-dependent almost-complex structures and Hamiltonian pertur-
bations.

We would like to alter the definition of the Fukaya category so that
the structure coefficients are counts of rigid ‘holomorphic pearly trees’
u : Sr → X for some r ∈ Rpt(L). Näıvely, a holomorphic pearly tree
is a map that is holomorphic on the pearls and given by the Morse
flow of some Morse function on the corresponding Lagrangian on each
edge. Again, in reality, we have to perturb the holomorphic curve and
Morse flow equations by modulus- and domain-dependent perturbations
in order to achieve transversality. We describe how to do this in Sections
4.2–4.4.

4.2. Floer data and morphism spaces. Recall, from Section 3.1,
that we define the Fukaya category of a symplectic manifold (X,ω)
with the following properties and structures:
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• ω = dθ is exact;
• X is equipped with an almost-complex structure J0, compatible
with ω;
• X is convex at infinity, in the sense that there is a bounded below,
proper function h : X → R such that

θ = −dh ◦ J0;
• X is equipped with a complex volume form η (note: we will not
take a quadratic complex volume form as in [48], because we will
assume our Lagrangians to be oriented).

An object of the Fukaya category of X is a compact, exact, embedded
Lagrangian brane L# (we will neglect the superscript #, denoting the
brane structure, for notational convenience).

Definition 4.12. We define

H := C∞
c (X,R),

to be the space of smooth, compactly supported functions on X (think
of this as the space of Hamiltonians), and J to be the space of smooth
almost-complex structures on X compatible with ω, and equal to the
standard complex structure J0 outside of some compact set. For future
use, for each Lagrangian L, we define

VL := C∞(L, TL)

the space of smooth vector fields on L.

Definition 4.13. For each distinct pair of objects (L0, L1), we
choose a Floer datum (H01, J01) consisting of

H01 ∈ C∞([0, 1],H) and J01 ∈ C∞([0, 1],J )

satisfying the following property: if φt denotes the flow of the Hamil-
tonian vector field of the (time-dependent) Hamiltonian H01, then the
time-1 flow φ1(L0) is transverse to L1. One then defines a generator of
CF ∗(L0, L1) to be a path y : [0, 1]→ X that is a flowline of the Hamil-
tonian vector field of H01, such that y(0) ∈ L0 and y(1) ∈ L1 (these
correspond to the transverse intersections of φ1(L0) with L1). One de-
fines CF ∗(L0, L1) to be the C-vector space generated by its generators.
It is Z-graded, as explained in [48, chapter 11, 12].

In [48], the case L0 = L1 is treated identically, but we will do some-
thing different.

Definition 4.14. A Floer datum for a pair of identical Lagrangians
(L,L) is a Morse-Smale pair (hL, gL) consisting of a Morse function
hL : L → R and a Riemannian metric gL on L. One then defines
CF ∗(L,L) := C∗

M (L), the C-vector space generated by critical points of
hL. It is Z-graded by the Morse index.
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Remark 4.5. Intuitively, one should think of this as a limiting case
of Definition 4.13. Namely, we could choose the almost-complex struc-
ture part of the perturbation datum to be a time-independent J ∈ J
which, when combined with ω, induces a Riemannian metric whose re-
striction to L is gL. We could then choose the Hamiltonian part of
the perturbation datum to be a time-independent function ǫH, where
H|L = hL, and consider the limit ǫ→ 0.

Definition 4.15. Given a set of Lagrangian labels L = (L0, . . . , Lk),
an associated set of generators is a tuple

y = (y0, . . . , yk),

where yj is a generator of CF ∗(Lj−1, Lj) for each 1 ≤ j ≤ k, and y0 is
a generator of CF ∗(L0, Lk). We denote the grading of a generator y by
i(y), and define

i(y) := i(y0)−
k∑

j=1

i(yj).

4.3. Perturbation data for fixed moduli. For the purposes of this
section, let S be a pearly tree with Lagrangian labels L and fixed mod-
ulus r ∈ Rpt(L).

Definition 4.16. A perturbation datum for S consists of the data
(K,J, V ), where:

• K ∈ Ω1(Sp,H);
• J ∈ C∞(Sp,J );
• V is a tuple of maps VL ∈ C∞(Se(L),VL) for each L ∈ L,

such that
K(ξ)|LC

= 0 for all ξ ∈ TC ⊂ T (∂Sp)

for each boundary component C of a pearl in S with Lagrangian label
LC .

We also impose a requirement that the perturbation datum be com-
patible with the Floer data on the strip-like ends, in the following senses:

ǫ∗jK = Hj−1,j(t)dt, J(ǫj(s, t)) = Jj−1,j(t)

on each external strip edge;

VLj
(ǫj(s)) = ∇hLj

on each external Morse edge.

Definition 4.17. Given a pearly tree S with Lagrangian labels L

and a perturbation datum (K,J, V ), a holomorphic pearly tree (or
more properly, an inhomogeneous pseudo-holomorphic pearly tree) in
X with domain S is a collection u of smooth maps

up : S
p → X and

uL : Se(L) → L for all L in L,
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satisfying

up(C) ∈ LC for each boundary component C of Sp

with label LC ;

up(m(f)) = uL(b(f)) for all f ∈ FL(S), for all L;

(Dup − Y )0,1 = 0 on Sp;

DuL − V = 0 on Se(L), for all L,

where, for ξ ∈ TS, Y (ξ) is the Hamiltonian vector field of the function
K(ξ). Note that the second condition says exactly that u defines a
continuous map S → X.

Definition 4.18. Given y = (y−, y+), where y± are generators of
CF ∗(L0, L1), we define the moduli space MZ(y) of solutions of the
holomorphic pearly tree equation with domain Z = R×[0, 1] (if L0 6= L1)
or R (if L0 = L1), translation-invariant perturbation datum given by
the corresponding Floer datum, and asymptotic conditions

lim
s→±∞

u(s, t) = y±(t)

if L0 6= L1, and the same without the t variable if L0 = L1. We define
M∗

Z(y) :=MZ(y)/R, where R acts by translation in the s variable.

It is standard (see [17, 38]) that the moduli spacesM∗
Z(y) are smooth

manifolds for generic choice of Floer data, and their dimension is i(y)−1.
Definition 4.19. Suppose that k ≥ 2. Given a pearly tree S with La-

grangian labelsL = (L0, . . . , Lk), associated generators y = (y0, . . . , yk),
and a perturbation datum, we consider the moduli spaceMS(y) of holo-
morphic pearly trees with domain S, such that

lim
s→+∞

u(ǫj(s, t)) = yj(t)

and

lim
s→−∞

u(ǫ0(s, t)) = y0(t)

on external strip edges, and the same (without the t variable) on external
Morse edges.

We wish to show that the moduli spacesMS(y) form smooth, finite-
dimensional manifolds for a generic choice of perturbation datum.

Definition 4.20. Fix 2 < p < ∞ and define the Banach manifold
BS(y) to consist of collections of maps

u = (up,uL) ∈W 1,p
loc (S

p,X) ×
∏

L∈L

W 1,p
loc (S

e(L), L)

such that

up(C) ∈ LC
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for each boundary component C of Sp with label LC , and u converges
in the W 1,p-sense to yj on the jth strip-like end. These boundary and
asymptotic conditions make sense because W 1,p injects into the space
of continuous functions. Henceforth we omit the y from the notation
for readability. Note that the tangent space to BS is

TuBS =W 1,p(Sp, u∗pTX, u
∗
pTLC)⊕

⊕

L∈L

W 1,p(Se(L), u∗LTL),

where for the first component we have used the notation W 1,p(Sp, E, F )
for the space of W 1,p sections of a vector bundle E over S, whose re-
striction to the boundary lies in the distribution F ⊂ E|∂Sp .

Definition 4.21. The maps u ∈ BS are not necessarily continuous
at the points where edges join onto pearls. We define

LF (S) :=
∏

L∈L

LFL(S).

Then there are evaluation maps

evm : BS → LF (S)

evm(u) := (up(m(f)))f∈F (S)

and

evb : BS → LF (S)

evb(u) := (uL(b(f)))f∈FL(S).

We define

ev : BS → LF (S) ×LF (S)

ev := (evm,evb).

We also define
∆S ⊂ LF (S) ×LF (S)

to be the diagonal. An element u ∈ BS is continuous at the points
where edges join onto pearls if and only if u ∈ ev−1(∆S). We define
the linearization of ev,

D(ev) : TuBS → Tev(u)

(
LF (S) ×LF (S)

)
.

Given a point u ∈ ev−1(∆S), we define the projection of the lineariza-
tion to the normal bundle of the diagonal,

Dev
S,u : TuBS → Tevm(u)L

F (S),

Dev
S,u := D(evm)−D(evb).

Definition 4.22. Define the Banach vector bundle ES(y) → BS(y)
whose fibre over u (again omitting the y from the notation) is the space

(ES)u := Lp(Sp,Ω0,1
S ⊗ u∗pTX)⊕

⊕

L∈L

Lp(Se(L), u∗LTL).
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There is a smooth section

dS : BS → ES
dS(u) = ((Dup − Y )0,1, (DuL − V )).

We denote the linearization of dS at u by

Dh
S,u : TuBS → (ES)u

(the ‘h’ stands for ‘holomorphic’).

Note that MS(y) = (ev, dS)
−1(∆S ,0) (where 0 denotes the zero

section of the Banach vector bundle ES(y)).

Definition 4.23. Given u ∈ MS(y), we denote by

DS,u : TuBS → Tevm(u)L
F (S) ⊕ (ES)u

the projection of the linearization

Du(ev, dS)

to the normal bundle of (∆S,0). It is given by

DS,u = Dev
S,u ⊕Dh

S,u.

We say that u ∈ MS(y) is regular if DS,u is surjective, and that
MS(y) is regular if every u ∈ MS(y) is regular.

It is standard that the operator Dh
S,u is Fredholm (compare [48, sec-

tion 8i] for the pearls, and [45, section 2.2] for the edges). There-
fore, Du(ev, dS) is Fredholm also, because the codomain of ev is finite-
dimensional. So the map (ev, dS) is Fredholm. Thus, ifMS(y) is regu-
lar, then it is a smooth manifold with dimension given by the Fredholm
index of DS,u at each point.

It will follow from our arguments in Section 4.6 that, for a generic
choice of perturbation datum,MS(y) is regular.

4.4. Perturbation data for families. To define the Fukaya category,
we must count moduli spaces of holomorphic pearly trees with varying
domain, rather than a fixed domain as in Section 4.3. The first step
is to define perturbation data for the whole family Spt(L) → Rpt(L).
The following definition is the appropriate notion of a smoothly varying
family of perturbation data for each fibre Sr.

Definition 4.24. A perturbation datum for the family Spt(L)→
Rpt(L) consists of the data (K,J, V ), where:

• K ∈ Ω1
Sp/Rpt(Sp,H);

• J ∈ C∞(Sp,J );
• V is a tuple of maps VL ∈ C∞(SeL,VL) for each L ∈ L,
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such that the restriction of (K,J, V ) to each fibre Sr is a perturbation
datum. We furthermore require some additional, somewhat artificial,
conditions to deal with the structure of the moduli space near a point
with an edge of length 0 (the situation illustrated in Figure 7). Namely,
for any edge e, we require:

• V |Se = 0 whenever le ∈ [0, 1];
• the perturbation data do not change as le varies between 0 and 1
(keeping all other parameters fixed);
• V |Se = ∇hL whenever le ≥ 2;
• K ≡ 0, and J is constant, on a neighbourhood of each Morse edge
of length 0. To see what this means, look at Figure 7: we require
that K ≡ 0 and J has one fixed value on the long strip on the
left, and in a neighbourhood of the boundary marked points at
opposite ends of the edge on the right.

We impose the condition V |Se = 0 on edges of length le ≤ 1 because
it makes the following lemma true (a similar trick is used in [3]):

Lemma 4.1. Suppose that we have chosen a perturbation datum in
accordance with Definition 4.24, and that S = Sr is a pearly tree with
an edge e of length le < 1. Let S′ = Sptr′ denote the pearly tree that is
identical to S, except we shrink the edge e to have length le = 0. Then
there is a canonical isomorphism

MS(y) ≡MS′(y)

(where both are defined using the restriction of the perturbation datum
on Spt to the fibres S, S′).

Proof. The result is clear from the holomorphic pearly tree equation
(see Definition 4.17): because V |Se = 0 for le ∈ [0, 1], the correspond-
ing map u|Se : [0, le] → L is necessarily constant. Thus the part of
the holomorphic pearly tree equation on the edge e reduces to a point
constraint, regardless of le. Because the perturbation datum does not
change as we vary le ∈ [0, 1], the equation on the rest of S does not
change, soMS(y) andMS′(y) can be canonically identified. q.e.d.

Definition 4.25. Given a set of Lagrangian labels L = (L0, . . . , Lk),
associated generators y, and a perturbation datum, we consider the
moduli space

MSpt(y) := {(r,u) : r ∈ Rpt(L) and u ∈MSr(y)}.
We now aim to show thatMSpt(y) is a manifold (whether it is possi-

ble to construct a smooth manifold structure is unclear, but this is irrele-
vant for the purposes of defining the Fukaya category). The complicated
part of this is to understand what happens in a neighbourhood of the
Morse edges of zero length, because the nature of the domain changes
at those points. We start by explaining what happens away from the
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Morse edges of zero length (i.e., when the modulus r ∈ Rpt(TS , B) where
B = φ).

Definition 4.26. Let U ⊂ Rpt(L) be a small connected open subset
that makes the strip-like ends constant and avoids a neighbourhood
of the pearly trees with some Morse edge of length 0. We define the
trivial Banach fibre bundle BSpt|U (y)→ U whose fibre over r ∈ U is the
Banach manifold BSr(y) defined in Definition 4.20. There is a Banach
vector bundle ESpt|U (y) → BSpt|U (y) whose restriction (omitting the y

from the notation) to BSr is the Banach vector bundle ESr defined in
Definition 4.22. It has a smooth section dSpt|U given, over BSr , by the
section dSr of Definition 4.22. We have

MSpt|U (y) = (ev|U , dSpt|U )
−1(∆S ,0)

(note that the codomain of ev depends on the underlying tree TS of Sr;
our requirement that U be connected and avoid Morse edges of length 0
ensures that TS is constant on U). Given (r,u) ∈ MSpt(y) with r ∈ U ,
we denote the linearization of dSpt|U at (r,u) by

Dh
Spt|U ,r,u : T(r,u)

(
BSpt|U

)
→ (ESr)u,

where we note that

T(r,u)
(
BSpt|U

)
= TrRpt ⊕ TuBSr .

Remark 4.6. The component

TuBSr → (ESr)u

is just the linearized operator Dh
Sr ,u

from Definition 4.22. The compo-
nent

TrRpt → (ESr)u

corresponds to derivatives of the holomorphic curve equation (Definition
4.17) with respect to changes of the modulus r.

Definition 4.27. We denote by

DSpt|U ,r,u : T(r,u)
(
BSpt|U

)
→ Tevm(u)L

F (S) ⊕ (ESr)u

the projection of the linearization

Dr,u(ev|U , dSpt |U )
to the normal bundle of (∆S,0). It is given by

DSpt|U ,r,u = Dev
Sr ,u ⊕Dh

Spt|U ,r,u.

If Sr has no edges of length 0, we say that (r,u) is a regular point of
MSpt(y) if DSpt|U ,r,u is surjective (for some open neighbourhood U of r
as above). We say that the moduli spaceMSpt|U (y) is regular if every
u ∈ MSpt|U (y) is regular.
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Proposition 4.2. The operator DSpt|U ,r,u is Fredholm of index

ind(DSpt|U ,r,u) = k − 2 + i(y)

when U avoids a neighbourhood of all pearly trees with edges of length
0.

Proof. See [48, section 12d] for the pearl component; the inclusion of
the Morse flowlines is a trivial addition. q.e.d.

It follows that, ifMSpt|U (y) is regular, then it is a smooth manifold
with dimension equal to the Fredholm index of DSpt|U given above. The
transition maps between the spaces BSpt|U are not necessarily smooth,
so in general it is not possible to define a Banach manifold ‘BSpt|U ’ over
an arbitrarily large open set U avoiding a neighbourhood of the Morse
edges of length 0. However, elliptic regularity ensures that the transition
maps between spaces MSpt|U (y) are smooth in the regular case; hence
they can be patched together to obtain a smooth manifold MSpt|U (y)
over an arbitrarily large open set U avoiding a neighbourhood of the
Morse edges of length 0 (compare [48, remark 9.4]).

Now we must deal with the Morse edges of length 0, i.e., the case that
the modulus r ∈ Rpt(TS , B), where B 6= φ (in the notation of Definition
4.9).

Definition 4.28. We define the moduli space

MSpt(TS ,B)(y) := {(r,u) ∈ MSpt(y) : r ∈ Rpt(TS , B)}.
In order to construct a manifold structure on the moduli spaceMSpt(y),

we are going to arrange that all of the moduli spacesMSpt(TS ,B)(y) are
regular, then use them to construct charts for the manifold structure on
MSpt(y).

Definition 4.29. Let U ⊂ Rpt(TS , B) be a small connected open
subset that makes the strip-like ends constant and avoids a neigh-
bourhood of the pearly trees with some Morse edge not in B having
length 0. We define BSpt(TS ,B)|U , ESpt(TS ,B)|U , dSpt(TS ,B)|U by restricting

BSpt|U , ESpt|U , dSpt|U to Rpt(TS , B). We have

MSpt(TS ,B)|U (y) = (ev|U , dSpt(TS ,B)|U )
−1(∆S ,0).

The projection of the linearization

Dr,u(ev|U , dSpt(TS ,B)|U )

to the normal bundle of (∆S ,0) is the restriction of DSpt|U ,r,u to the
codimension-|B| subspace

TrRpt(TS , B)⊕ TuBSr ⊂ TrRpt ⊕ TuBSr .

We denote it by DSpt(TS ,B)|U ,r,u. By Proposition 4.2, it is Fredholm of
index

ind(DSpt(TS ,B)|U ,r,u) = k − 2 + i(y) − |B|.
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Definition 4.30. We say that (r,u) is a regular point ofMSpt(y) if
r ∈ Rpt(TS , B) and the operator DSpt(TS ,B)|U ,r,u is surjective (for some

open neighbourhood U ⊂ Rpt(TS , B) of r as above). We say that the
moduli spaceMSpt(y) is regular if every (r,u) ∈MSpt(y) is regular.

It follows that, if MSpt(y) is regular, then each moduli space
MSpt(TS ,B)|U is a smooth manifold with dimension equal to the Fred-
holm index of DSpt(TS ,B) given above.

Assuming regularity, we now construct charts for a manifold structure
onMSpt(y).

Definition 4.31. Let U ⊂ Rpt(TS , B) be a small connected open
subset that makes the strip-like ends constant and avoids a neighbour-
hood of the pearly trees with some Morse edge not in B having length
0. Given ǫ > 0, denote by Uǫ ⊂ Rpt the image of the map

U × (−ǫ, ǫ)B →Rpt

obtained by interpreting the parameter in (−ǫ, ǫ) corresponding to the
edge e ∈ B as a gluing parameter ρe for e. Note that Uǫ is open in Rpt.

Proposition 4.3. Suppose that MSpt is regular. Then for some
ǫ > 0 sufficiently small, there is a homeomorphism

MSpt(TS ,B)|U × (−ǫ, ǫ)B →MSpt|Uǫ

which makes the following diagram commute:

MSpt(TS ,B)|U × (−ǫ, ǫ)B −−−−→ MSpt|Uǫy
y

U × (−ǫ, ǫ)B −−−−→ Uǫ.

Proof. If two pearls are joined by a Morse edge e of length zero, then
they form a nodal disk. In a neighbourhood of the node, the Hamil-
tonian perturbation is identically 0 and the almost-complex structure
is constant, by the conditions we placed on our perturbation datum. A
standard gluing argument shows that there is a family of pearls with
gluing parameter ρe ∈ (−ǫ, 0], converging to this nodal disk. A standard
compactness argument shows that any sequence of pearls with gluing
parameter ρe → 0− converges to such a nodal disk. More generally,
allowing for multiple Morse edges of length 0, one can show that there
is a homeomorphism

MSpt(TS ,B)|U × (−ǫ, 0]B →MSpt|
im(U×(−ǫ,0]B)

for some ǫ > 0 sufficiently small.
It then follows from Lemma 4.1 that this map extends to a homeo-

morphism
MSpt(TS ,B)|U × (−ǫ, ǫ)B →MSpt|Uǫ

with the desired properties. q.e.d.
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We have an open cover of Rpt by the sets of the form Uǫ, for some
U ⊂ Rpt(TS , B) and some TS , B. Therefore, we have an open cover of
MSpt(y) by setsMSpt|Uǫ

(y) which are homeomorphic to smooth man-

ifolds of dimension k− 2 + i(y). So they are the charts of a topological
manifold structure onMSpt . We have proven:

Proposition 4.4. IfMSpt(y) is regular, then it has the structure of
a topological manifold of dimension

dim(MSpt(y)) = k − 2 + i(y).

Remark 4.7. One can show that the embeddings of Proposition 4.3
respect orientations, and hence that the manifoldMSpt(y) is oriented.

4.5. Consistency and compactness.

Definition 4.32. A universal choice of perturbation data is a choice
of perturbation datum for each family Spt(L) (for all choices of La-
grangian labels L).

Definition 4.33. (Compare [48, section 9i].) Given a tree T with
Lagrangian labels L, the gluing construction defines a map to a collar
neighbourhood of the boundary stratum corresponding to T :

{
r ∈ R̄pt

T : ρe ∈ (−ǫ, 0] for e a strip edge, and ρe ∈ (1− ǫ, 1]
for e a Morse edge

}
→ R̄pt.

Because the perturbation data are standard along the strip-like ends
(given by the Floer data), we can glue the perturbation data on the
families Spt(Lv), for each vertex v of T , together to obtain a pertur-
bation datum (KT , JT , VT ) on this collar neighbourhood. Furthermore,
this perturbation datum extends smoothly to the boundary stratum cor-
responding to T . We say that a universal choice of perturbation data is
consistent if the perturbation datum (K,J, V ) on Spt(L) also extends
smoothly to the compactification S̄pt(L), and agrees with the perturba-
tion datum (KT , JT , VT ) on the boundary stratum corresponding to T ,
for all such L and T .

Proposition 4.5. Consistent universal choices of perturbation data
exist.

Proof. The proof is essentially the same as [48, lemma 9.5]. q.e.d.

Definition 4.34. Suppose we have made a consistent universal choice
of perturbation data, and all moduli spaces are regular. Let L be a set
of Lagrangian labels and y an associated set of generators. A stable

holomorphic pearly tree consists of the following data:

• a semi-stable directed planar tree T with Lagrangian labels L;
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• for each edge e of T , a generator ye ∈ CF ∗(Lr(e), Ll(e)), where
Lr(e), Ll(e) are the Lagrangian labels to the right and left of e re-
spectively, such that the generators are given by y for the external
edges;
• for each stable vertex v (i.e., v has valence ≥ 3), an element

(rv,uv) ∈ MSpt(Lv)(yv),

where yv denotes the set of chosen generators for the edges adja-
cent to v;
• for each vertex v of valence 2, an element

uv ∈ M∗
Z(yv).

We define MT
S̄pt(y) to be the set of all equivalence classes of stable

holomorphic pearly trees modeled on the tree T .

Definition 4.35. We define the moduli space

M̄S̄pt(y) :=
∐

T

MT
S̄pt(y)

of stable holomorphic pearly trees, as a set.

Proposition 4.6. M̄S̄pt(y) has the structure of a compact topological
manifold with corners. Its codimension-d strata are the setsMT

S̄pt where
T has d internal edges. In particular, the open stratum (corresponding
to the one-vertex tree) is the moduli space MSpt(y).

Proof. Observe that each stratum

MT
S̄pt(y)

has the structure of a smooth manifold, since it is a product of smooth
manifolds. By standard gluing arguments, there are maps

MT
S̄pt(y)× (−ǫ, 0]E(T ) → M̄S̄pt(y).

We define the topology on M̄S̄pt(y) so that all of these maps are con-
tinuous. This defines a manifold-with-corners structure on the moduli
space of stable holomorphic pearly trees.

We prove compactness by considering each underlying tree type TS
for a pearly tree separately. Given TS , consider the moduli space of sta-
ble holomorphic pearly trees such that, if we contract all edges of length
0, we get a tree of type TS . The space of possible stable pearls corre-
sponding to vertices of TS is compact, by standard Gromov compactness
as in [18]. Similarly, the space of possible broken Morse flowlines cor-
responding to edges of TS is compact, by standard compactness results
in Morse theory as in [45, section 2.4]. Thus, the full moduli space is a
closed subset (defined by the incidence conditions of marked boundary
points on pearls and ends of edges) of the compact set of all possible
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pearl and edge maps. By considering all possible tree types TS , we ob-
tain a covering of M̄S̄pt(y) by a finite number of compact sets; hence
the moduli space is compact. q.e.d.

4.6. Transversality.

Proposition 4.7. The moduli spacesMSpt(y) are regular for generic
consistent universal choices of perturbation data.

Proof. Make a consistent universal choice of perturbation data. For
each set of Lagrangian labels L, we show that it is possible to modify the
perturbation data (K,J, V ) slightly to make our moduli spaces regular.
In fact, it is sufficient only to perturb (K,J), assuming we have already
chosen the Floer data (hL, gL) to be Morse-Smale for each L. Our
situation is very similar to that considered in [48, section 9k].

A deformation of (K,J) is given by a choice of:

• δK ∈ Ω1
Sp/Rpt(Sp,H);

• δJ ∈ C∞(Sp, TJJ ),
such that (δK, δJ) vanish on the strip-like ends and δK(ξ)|LC

= 0 for
each ξ ∈ TC, where C is a boundary component of a pearl and LC its
Lagrangian label.

We choose an open set Ω ⊂ Sp such that, for each r ∈ Rpt, Ω ∩
Spr lies within the ‘thick’ region of Definition 4.6, and intersects each
connected component of the thick region in a non-empty, connected
set that intersects each boundary component (see Figure 8). To retain
consistency of our perturbation datum, we require that (δK, δJ) are
zero outside Ω, and extend smoothly to a pair (δK, δJ ) defined on S̄p
that vanish to infinite order along the boundary.

Let T denote the space of all such (δK, δJ). Given t ∈ T , we can
exponentiate it to an actual perturbation datum, and we define

Mt
Spt(y)

to be the moduli space of holomorphic pearly trees with respect to this
perturbation datum. We define the universal moduli space

Muniv
Spt (y) := {(t, r,u) : t ∈ T , (r,u) ∈ Mt

Spt(y)}.
We have the associated universal linearized operators

Duniv
Spt,r,u : T ⊕ TrRpt ⊕ TuBSr → Tevm(u)L

F (S) ⊕ (ESr)u,

given by

Duniv
Spt,r,u = Ddef

Spt,r,u ⊕DSpt,r,u,

where DSpt,r,u is as defined in Definition 4.26 and

Ddef
Spt,r,u : T → (ESr)u

takes the derivative of the holomorphic pearly tree equation with respect
to changes in the perturbation datum. We should really work in a local
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trivialization of Spt over a small set U , as we did in Section 4.4, but we
gloss over this point to make things readable.

We claim that the universal operator Duniv
Spt,r,u is surjective. Let S

denote the pearly tree with modulus r. The codomain of Duniv
Spt,r,u is a

direct sum

Tevm(u)L
F (S) ⊕ Lp(Sp,Ω0,1

S ⊗ u∗pTX)⊕
⊕

L∈L

Lp(Se(L), u∗LTL).

The operator DSpt,r,u always maps

W 1,p(Se(L), u∗LTL)→ Lp(Se(L), u∗LTL)

surjectively, for each L ∈ L (the moduli spaces of Morse flowlines are
always regular—we are not imposing any boundary conditions here).

The space of deformations T maps surjectively to

Lp(Sp,Ω0,1
S ⊗ u∗pTX)

(see [48, section 9k]). To complete the proof of surjectivity, we show
that the tangent space to the zero set of the universal section

dunivS |Sp : T ×W 1,p
loc (S

p,X)→ Lp(Sp,Ω0,1
S ⊗ u∗pTX)

maps surjectively to

Tevm(u)L
F (S),

using a modification of an argument given in [34, section 3.4]. The
essential observation is that the group of Hamiltonian diffeomorphisms
fixing the Lagrangians in L acts on the space of perturbation data and
associated holomorphic pearly trees with labels L.

Let h : Sp → H be a smooth function that is locally (in the z coor-
dinates on Sp) equal to a constant H ∈ H outside of Ω ∩ Sp, and such
that h|C vanishes on the Lagrangian LC , for any boundary component
C of Sp with label LC . Denote by φz : X → X the time-1 flow of the
Hamiltonian h(z), for z ∈ Sp. Then we can define a map from

T ×W 1,p
loc (S

p,X)

to itself by

up(z) 7→ φz(up(z)),

K(z) 7→ φ∗zK(z)− dh(z),
J(z) 7→ J(z) ◦ φz

where dh(z) denotes the differential of h(z) with respect to the coor-
dinates z on Sp. In particular, dh(z) is supported in Ω, so the new
perturbation datum still lies in T . One can show that this action pre-
serves the section dunivS |Sp and in particular preserves its zero set.

By our definition of Ω, for each flag f ∈ F (S) we can choose a curve
in Ω that cuts the pearl containing m(f) into two regions, one of which
contains the marked point m(f) and no other punctures or marked
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Figure 8. The region Ω ∩ Spr (shaded dark grey) inside
Spr (shaded light grey), for some r ∈ Rpt. Note that Ω
avoids all thin regions. The solid circles denote marked
points. For each marked point m(f), there is a curve
inside Ω (drawn as a dotted line) that separates m(f)
from all other marked points and punctures.

points. We can make these curves disjoint for different f (see Figure
8). Then we can define hf : Sp → H, which is supported in the re-
gion containing m(f), and constant equal to some Hamiltonian Hf in
the portion of that region that lies outside of Ω. By making differ-
ent choices of the functions Hf , we can independently move the points
φm(f)(up(m(f))) in any direction we please, so the linearization of the
evaluation map is surjective from the tangent space to the zero set of
dunivS |Sp onto Tevm(u)L

F (S). This completes the proof of surjectivity of
the universal linearized operator.

Therefore, the universal moduli spacesMuniv
Spt are Banach manifolds.

Similarly, one can show that the universal moduli spaces

Muniv
Spt(TS ,B)(y) := {(t, r,u) : t ∈ T , (r,u) ∈ Mt

Spt(TS ,B)(y)}

are Banach manifolds for each (TS , B) (see Definitions 4.9, 4.28). The
regular values of the projections of each of these universal moduli spaces
to T are of the second category, by the Sard-Smale theorem (see Remark
4.8). Taking the intersection of regular values of the projection, over
all (TS , B), shows that for a generic choice of deformed perturbation
datum in T , the moduli spaces

MSpt(TS ,B)(y)

are all simultaneously regular. This was our definition of regularity of
the moduli spaceMSpt(y) (see Definition 4.30). q.e.d.

Remark 4.8. We have glossed over one technical issue: the space
of admissible deformed perturbation data is not a Banach space as we
have defined it, but rather a Fréchet space, and hence the Sard-Smale
theorem does not apply. To fix this, we should work with the Banach
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spaces of C l perturbation data, then take the intersection over all l (see
[34, section 3.1] for details).

4.7. A∞ structure maps. In this section we give our definition of the
Fukaya category. We do not discuss signs, but they work in essentially
the same way as in [48] (using Remark 4.7).

We make a choice of Floer data and a consistent universal choice of
perturbation data, and assume that all moduli spacesMSpt(y) (as well
as those used in the definition of the Floer differential) are regular.

We define the differential

µ1 : CF ∗(L0, L1)→ CF ∗(L0, L1)

to be the standard Floer differential if L0, L1 are distinct, and to be the
Morse differential (for Morse cohomology) for (hL, gL) if L0 = L1 = L.

Given Lagrangian labels L = (L0, . . . , Lk), we define the higher prod-
ucts

µk : CF ∗(Lk−1, Lk)⊗ · · · ⊗ CF ∗(L0, L1)→ CF ∗(L0, Lk)[2− k]
as follows: given an associated set of generators y = (y0, . . . , yk), such
that

i(y0) = i(y1) + · · · + i(yk) + 2− k,
we define the coefficient of y0 in

µk(yk, . . . , y1)

to be the count of points in the moduli space

MSpt(y)

(which is 0-dimensional by Proposition 4.4), with appropriate signs.
Note that the condition on degrees of the yj means that the maps µk

respect the Z-grading in the appropriate sense for an A∞ category.

Proposition 4.8. The operations µk satisfy the A∞ associativity
equations, with signs and Z-gradings.

Proof. The proof follows familiar lines: given a set of generators y

associated to Lagrangian labels L, we consider the 1-dimensional com-
ponent of the moduli space M̄S̄pt(y). The signed count of its boundary
components is 0. By the results outlined in Section 4.5, the codimension-
1 boundary strata of M̄S̄pt(y) consist of those stable holomorphic pearly
trees modeled on trees T with one internal edge. The fact that their
signed count is 0 means that the coefficient of y0 in

∑

a,b

(−1)⋆µk−a+1(yk, . . . , ya+b+1, µ
a(ya+b, . . . , yb+1), yb, . . . , y1)

is 0, where
⋆ = i(y1) + · · ·+ i(yb)− b.

This means exactly that the A∞ associativity equations hold. q.e.d.
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Proposition 4.9. The Fukaya category is independent, up to quasi-
isomorphism, of the choices of strip-like ends, Floer data, and pertur-
bation data made in its definition.

Proof. Compare [48, Chapter 10]. q.e.d.

Proposition 4.10. The A∞ algebra CF ∗(L,L) is quasi-isomorphic
to the differential graded cohomology algebra C∗(L).

Proof. We can choose the Hamiltonian perturbations of the moduli
spaces used to define CF ∗(L,L) to be zero, so that all pearls are constant
by exactness of L. It is not difficult to show that transversality can be
achieved with this class of perturbation data, by perturbing V . The
definition of CF ∗(L,L) then coincides with the definition of the A∞

algebra CM∗(L) given in [3, section 2.2] (by counting Morse flow trees
on L). The result now follows from [3, section 3]. q.e.d.

4.8. Compatibility with other definitions. In this section, we ex-
plain why our definition of the Fukaya category (which we denote, for
the purposes of this section, by Fuk1(X)) is quasi-equivalent to that in
[48] (which we denote by Fuk2(X)). We define an auxiliary A∞ cate-
gory, Fuk12(X), which contains two objects, L1 and L2, for each object
L of the usual Fukaya category. We define Floer data for each pair
(L1, L1) to consist of a Morse-Smale pair on L, but for all other pairs of

objects (Li
0, L

j
1), including the case L0 = L1, we define the Floer data

as if the objects were distinct in Definition 4.13 (i.e., the Floer datum
consists of a Hamiltonian component whose time-1 flow makes L0 and
L1 transverse, and an almost-complex structure component). We define
the A∞ structure coefficients by counting holomorphic pearly trees as
before, but we only allow Morse flowlines if an edge has labels L1 on
opposite sides for some L.

There are A∞ embeddings

Fuk1(X) →֒ Fuk12(X) ←֓ Fuk2(X)

defined by L 7→ L1, L 7→ L2 respectively.

Proposition 4.11. The objects L1, L2 are quasi-isomorphic, for any
L.

Proof. The Piunikhin-Salamon-Schwarz isomorphism [42] gives iso-
morphisms on the level of cohomology,

HF ∗(L1, L2) ∼= HF ∗(L2, L1) ∼= HF ∗(L2, L2) ∼= H∗(L),

and says that the product

HF ∗(L1, L2)⊗HF ∗(L2, L1)→ HF ∗(L2, L2)

agrees with the cup product on cohomology (note that the moduli spaces
defining this product involve no holomorphic pearly trees, only disks).
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In particular, if we choose morphisms

f12 ∈ CF ∗(L1, L2) , f21 ∈ CF ∗(L2, L1)

corresponding to the identity in cohomology, then the PSS isomorphism
tells us that the product

µ2(f21, f12) ∈ CF ∗(L2, L2)

corresponds to the identity in cohomology. Thus, because HF ∗(L1, L1)
and HF ∗(L2, L2) have the same rank (both are isomorphic to H∗(L)),
the morphisms f12 and f21 induce isomorphisms on cohomology.

Thus, L1 and L2 are quasi-isomorphic, as required. q.e.d.

Corollary 4.12. The embeddings

Fuk1(X) →֒ Fuk12(X) ←֓ Fuk2(X)

are quasi-equivalences, and in particular, the A∞ categories Fuk1(X)
and Fuk2(X) are quasi-equivalent.

Proof. See [48, section 10a]. q.e.d.

5. Computation of A

The aim of this section is to prove Theorem 5.12, which identifies the
cohomology algebra of A as an exterior algebra, and Proposition 5.15,
which gives a description of A up to quasi-isomorphism.

The outline of the section is as follows: Section 5.1 gives a Morse-
Bott description of CF ∗(Ln, Ln). We define an A∞ category C with two
objects: one is the Lagrangian immersion Ln : Sn → Pn, and the other
is the Lagrangian immersion L′ : Sn → CPn that is the double cover of
the real locus RPn. The situation is analogous to that in Section 4.8,
in which we explained why our Morse-Bott description of the Fukaya
category using pearly trees was equivalent to the standard one using
disks. Namely, we will define the A∞ structure maps so that the A∞

endomorphism algebra of Ln counts holomorphic disks as in Section
3.1, and in particular is the same as A, while the A∞ endomorphism
algebra of L′ counts Morse-Bott objects that we call ‘admissible flipping
holomorphic pearly trees’.

Recall that one can think of a pearly tree as a degeneration of holo-
morphic disks, as the Hamiltonian part of the Floer datum for the pair
(L,L) converges to 0 (see Remark 4.5). Similarly, one should think of
L′ as the limit of Ln

ǫ as ǫ → 0, i.e., the double cover of RPn ⊂ CPn

by Sn (recall that Ln
ǫ is constructed as the graph of an exact 2-valued

1-form ǫdf in the cotangent disk bundleD∗
ηRP

n embedded in CPn). One
should think of a flipping holomorphic pearly tree as a degeneration of
a holomorphic pearly tree with boundary on Ln

ǫ , in the limit ǫ→ 0.
Because we wish to consider only holomorphic pearly trees that lie

inside Pn (i.e., do not intersect the boundary divisors), we must impose
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an additional condition (‘admissibility’) on our flipping holomorphic
pearly trees. Thus, although the admissible flipping holomorphic pearly
trees themselves may intersect the boundary divisors, they should be
thought of as degenerations of holomorphic pearly trees that avoid the
boundary divisors.

We show that, for sufficiently small ǫ > 0, the objects L′ and Ln
ǫ of this

A∞ category are quasi-isomorphic, and hence that we can computeA :=
CF ∗(Ln

ǫ , L
n
ǫ ) up to quasi-isomorphism by computing A′ := CF ∗(L′, L′).

In Section 5.2 we describe some features of pearly trees, which help us
to explicitly identify the moduli spaces of flipping holomorphic pearly
trees that give the structure coefficients of A′. This is possible because
the pearls involved are just holomorphic disks in CPn with boundary on
RPn (with some additional restrictions), and hence are well understood.

In Section 5.3, we carry this out. In particular, we prove Theorem
5.12, which identifies the cohomology algebra of A′ (and hence A) as an
exterior algebra. We also identify certain higher A∞ structure maps of
A′.

Finally, in Section 5.4, we show that A′ is versal in the class of A∞

algebras with cohomology algebra the exterior algebra, and the equiv-
ariance and grading properties established in Section 3. This identifies
A′ (and hence A) up to quasi-isomorphism, in the sense that any A∞

algebra in the same class must be quasi-isomorphic to A.

5.1. Flipping pearly trees. For the purposes of this section, we think
of CPn as the hyperplane




∑

j

zj = 0



 ⊂ CPn+1,

RPn as its real locus, L′ : Sn → CPn the composition of the double cover
of RPn with the inclusion RPn →֒ CPn, and {xj} the real coordinates on
Sn. We define an A∞ category C with two objects: one is the Lagrangian
immersion Ln : Sn → Pn, and the other is the Lagrangian immersion
L′ : Sn → CPn just defined.

Definition 5.1. We define Floer data and morphism spaces for the
pairs of objects (L0, L1) = (Ln, Ln), (Ln, L′) or (L′, Ln) as in Definition
3.3.

Definition 5.2. The Floer datum for the pair (L′, L′) consists of
two Morse functions on Sn: one is h, a function whose only critical
points are a maximum p[n+2] and minimum pφ. The other is f , the
function constructed in Definition 2.4, which has critical points pK for
each proper, non-empty subset K ⊂ [n+ 2], as shown in Corollary 2.9.
Both, when paired with the standard round metric g on Sn, form a
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Morse-Smale pair. One then defines

CF ∗(L′, L′) := CM∗(h)⊕ CM∗(f) ∼=
⊕

K⊂[n+2]

C〈pK〉.

We equip it with the Q-grading

i(pK) :=
n

n+ 2
|K|

(compare Corollary 3.8).

Remark 5.1. Given a complex volume form η on Pn, we can define
a Z-grading on the morphism spaces CF ∗(L0, L1) as usual.

Definition 5.3. We call generators of CF ∗(L′, L′) corresponding to
critical points of f flipping generators, and those corresponding to
critical points of h non-flipping generators.

Definition 5.4. Suppose we are given a set of Lagrangian labels L,
consisting only of the objects L′ and Ln of C. We define a pearly tree
with labels L to be a pearly tree as in Definition 4.5, except that we
only allow edges labeled L′ (not Ln).

Definition 5.5. We define a perturbation datum (K,J, V ) for the
family of pearly trees as in Sections 4.3 and 4.4, with one difference.
Namely, the part of the perturbation datum V (associated to the edges,
which all have label L′) now consists of two components: the ‘flipping
component’

V f ∈ C∞(Se,VSn)

and the ‘non-flipping component’

V nf ∈ C∞(Se,VSn).

We require that
V f = V nf = 0

on an internal edge e of length le ≤ 1, and

V f = ∇f and V nf = ∇h
on an external edge or an edge e of length le ≥ 2.

Definition 5.6. (Compare Definition 4.17.) Given a set of La-
grangian labels L and associated generators y, we define a flipping

holomorphic pearly tree with labels y to consist of the following
data:

• A designation of certain edges as flipping and the remaining edges
as non-flipping, such that external flipping edges are labeled by
flipping generators and external non-flipping edges are labeled by
non-flipping generators. We call the marked points attached to
flipping edges flipping marked points and those attached to
non-flipping edges non-flipping marked points.
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• A smooth map

ue : S
e → Sn

satisfying

Due − V f = 0 on flipping edges, and

Due − V nf = 0 on non-flipping edges;

• A smooth map

up : S
p → CPn

satisfying

(Dup − Y )0,1 = 0,

such that up(C) ∈ im(LC) for each boundary component C of Sp

with label LC .
• A lift ũC of the map up|C : C → im(LC) to S

n,

for each boundary component C with label LC .

And satisfying the following conditions:

• ũC is continuous except at flipping marked points, where it changes
sheets of the covering.
• We have

ũ±(m(f)) = ue(b(f)) for all f ∈ F±(S),

where we denote by ũ+, respectively ũ−, the right, respectively
left, limit of ũ (this is necessary because ũ is discontinuous ex-
actly at the flipping marked points), and where F+(S), respec-
tively F−(S), denotes the subset of flags whose orientation agrees,
respectively disagrees, with the orientation of the tree.
• The external edges are asymptotic to the generators y, in the same
sense as in Definition 3.5.

Recall that Pn is obtained from CPn by removing the divisor D that
is the union of the divisors Dj = {zj = 0} for j = 1, . . . , n+2. We wish
to count only flipping holomorphic pearly trees that do not ‘intersect’
the divisors Dj. We now explain how to do this in a well-defined way.

Definition 5.7. Given a flipping holomorphic pearly tree u as de-
fined above, one obtains a well-defined homology class [u] ∈ H2(CP

n, Ln)
as follows:

• Start with the continuous map u : S → CPn associated with the
flipping holomorphic pearly tree.
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• Glue a thin strip along the boundary of the flipping pearly tree
(see Figure 9(a)).
• If the boundary component or edge has label Ln, then it already
gets mapped to Ln, so we map the strip into CPn by making it
constant along its width.
• If the boundary component or edge has label L′, then by construc-
tion, there is a continuous lift of the boundary of the strip to Sn.
Namely, it is given by the lift ũC along a boundary component
C of a pearl with label L′; by a flowline of ∇f and its antipode
along the boundary of a strip coming from a flipping edge; and by
a flowline of ∇h on both sides of the boundary of a strip coming
from a non-flipping edge.
• Thus, we can map the strip into CPn by letting it interpolate be-
tween the zero section and the graph of ǫdf in the Weinstein neigh-
bourhood D∗

ηS
n used in the construction of Ln

ǫ . Thus, boundary
components of the strip with label L′ now lie on Ln

ǫ .

We now define the intersection number u · Dj to be the topolog-
ical intersection number of this class [u] ∈ H2(CP

n, Ln) with Dj ∈
H2n−2(CP

n). We say that a flipping holomorphic pearly tree u is ad-

missible if u ·Dj = 0 for all j.

Proposition 5.1. Let u be a flipping holomorphic pearly tree. Then
the intersection numbers u ·Dj are non-negative. Furthermore, in nice
situations they can be calculated: Suppose that the boundary lifts ũC
of each boundary component C with label L′ are transverse to the real
hypersurface DR

j ⊂ Sn, and no flipping marked points lie on DR
j . Then

one can calculate u ·Dj by counting the usual intersection number for
internal intersections of each pearl uv with Dj (this is positive by pos-
itivity of intersections), +1 for each time a flipping edge of u crosses
DR

j , and +1 for each time a boundary lift ũC crosses DR
j in the negative

direction.

Proof. We observe that the first statement follows from the second:
in the transverse situation the intersection number is non-negative be-
cause the only contributions are positive. We can put ourselves in the
transverse situation by making a small perturbation of the divisor Dj .
Namely, define a 1-parameter family of divisors

Dt
j :=

{
zj + t

∑

k

αkzk = 0

}

for t ∈ [0, δ], where αj ∈ R and δ > 0 is real and sufficiently small
that the real part (Dt

j)
R remains transverse to the gradient vector field

∇f , and hence Dt
j avoids the Lagrangian Ln (by Lemma 2.4). We also

make δ small enough that Dt
j avoids all other Lagrangian labels of the

flipping holomorphic pearly tree. Therefore the intersection number
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u ·Dt
j remains constant, so we can compute u ·Dj by computing u ·Dδ

j .

That Dδ
j can be made transverse to the boundary lifts ũC is an easy

application of Sard’s theorem. Furthermore, one can easily make Dδ
j

avoid all marked points and critical points of pearls (since these are
isolated).

Now we prove the second statement. Internal intersections of u with
Dj contribute the usual intersection number (which is positive by pos-
itivity of intersections, recalling that the almost-complex structure is
standard near the divisors Dj). The other intersections happen near
boundary components of u with label L′:

• If a flipping edge crosses DR
j , one can see that the image of the

surrounding strip under projection to the zj plane looks like Figure
9(b), and hence contributes +1 to the intersection number.
• If a non-flipping edge crosses DR

j , the image of the strip under

projection to the zj plane looks like Figure 9(b) except that the
strip gets folded in two, so that both edges get sent to the same
sheet of Ln, and the contribution to the topological intersection
number is 0.
• If a boundary lift ũC crosses DR

j positively, the projection of the

strip and nearby disk to the zj plane looks like Figure 9(c) (the
projection is a holomorphic map, which by assumption has no sin-
gularities near the divisor Dj , and its boundary crosses DR

j posi-
tively, and hence maps to the upper half plane in a neighbourhood
of this point). There is a ‘fold’ along the real axis, and one can see
that the contribution to the topological intersection number with
Dj is 0.

• If a boundary lift ũC crosses DR
j negatively, the projection of the

strip and nearby disk to the zj plane looks like Figure 9(d) (as be-
fore, because the disk is holomorphic, non-singular, and its bound-
ary crosses DR

j negatively, it must get sent to the lower half plane

in a neighbourhood of this point). Thus the contribution to the
topological intersection number with Dj is +1.

This completes the proof. q.e.d.

Corollary 5.2. In an admissible flipping holomorphic pearly tree,
the flipping edges cannot cross the hypersurfaces DR

j and the boundary

lifts can only cross DR
j in the positive direction.

Definition 5.8. We define the moduli space MSfpt(y) of admissi-
ble flipping holomorphic pearly trees with asymptotic conditions y, by
analogy with Definition 3.5.

Remark 5.2. We remark that it follows from the proof of Proposition
5.1 that, if u is an admissible flipping holomorphic pearly tree, then its
homology class [u] can be represented by a smooth disk in Pn with
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(a) Adding a strip to a flipping pearly
tree, to define its homology class in
H2(CP

n, Ln).

(b) Projection of the strip surrounding
a flipping edge crossing the hypersurface
DR

j transversely, to the zj plane. The
topological intersection number with Dj

(which corresponds to the point 0 in this
projection, drawn as a solid circle) is +1.

D
j

(c) Projection of part of the disk and
strip near a positive crossing of a bound-
ary lift ũC with DR

j , to the zj plane.
There is a ‘fold’ along the real axis,
so the topological intersection number
with Dj is 0.

(d) Projection of part of the disk and
strip near a negative crossing of a
boundary lift ũC with DR

j , to the zj
plane. The topological intersection with
Dj is +1.

Figure 9. Defining and calculating u ·Dj .

boundary on Ln. Namely, we perturb the divisors Dj to put ourselves
in the transverse situation as described. The disk defining [u] can only
intersect the divisors Dj when a boundary lift ũC crosses DR

j in the
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positive direction. It is obvious from Figure 9(c) that the disk can be
perturbed to avoid the divisor in this case.

It follows that admissible flipping pearly trees inherit any properties
of holomorphic disks in Pn with boundary on Ln that depend only on the
topology. For example, the energy of an admissible flipping holomorphic
pearly tree is given by the differences of symplectic action functionals of
input and output generators, and in particular is constant in the moduli
spaceMSfpt(y). Furthermore, we can prove the following:

Proposition 5.3. Suppose that L is a set of Lagrangian labels and y

an associated set of generators. Then, for generic choice of perturbation
data, MSfpt(y) is a manifold of dimension

dim(MSfpt(y)) = i(y) + k − 2.

Proof. The proof follows that of Proposition 4.4—we must construct
charts from the moduli spaces MSfpt(TS ,B)(y) for each (TS , B) as in

Definition 4.28, and glue the piecesMSfpt(TS ,B)(y)× (−ǫ, ǫ)B together
to obtain a manifold, using an analogue of Proposition 4.3.

The dimension is given by the index of the Fredholm operator used
to cut out the moduli space. One might worry that the index theory of
Cauchy-Riemann operators depends on a choice of holomorphic volume
form η on Pn, and our holomorphic pearls can intersect the boundary
divisors Dj , where η is not defined. However, this is dealt with by
Remark 5.2, which shows how to construct a smooth disk in Pn with
boundary on Ln, near any given admissible holomorphic flipping pearly
tree. One can show that the Fredholm index of the operator cutting
out the moduli space of flipping pearly trees is equal to the index of the
pseudo-holomorphic curve equation on the nearby disk, which depends
only on the homology class of the disk in Pn relative to its Lagrangian
boundary conditions. This is sufficient to prove the dimension formula.

Now observe that, when a new Morse edge with label L′ is created
as in Figure 7, there are two possibilities: either the lifts ũ of the two
boundary components of the strip on the left are antipodes, in which
case a flipping edge is created, or they coincide, in which case a non-
flipping edge is created. With this convention, the gluing maps of Propo-
sition 4.3 define boundary lifts ũC as well as the map up. They also
preserve the homology class of Definition 5.7, and hence admissibility.
q.e.d.

Definition 5.9. We define a stable flipping holomorphic pearly

tree by analogy with the definition of stable pearly trees (Definition
4.34). The only difference is for edges of trees T with both sides labeled
L′: these can be broken Morse flowlines of f (for flipping edges) or
h (for non-flipping edges). We define a stable admissible flipping
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holomorphic pearly tree to be a stable flipping holomorphic pearly
tree, each component of which is admissible.

Remark 5.3. We observe that the admissibility condition rules out
sphere bubbling in families of admissible flipping holomorphic pearly
trees: any sphere bubble must have intersection number 0 with the
divisors Dj by admissibility, and hence have trivial homology class. But
then its symplectic area is 0, so it must be constant.

Proposition 5.4. The moduli space of stable admissible flipping holo-
morphic pearly trees has the structure of a compact manifold with cor-
ners.

Proof. As in Section 3.1, we run into the problem that we cannot
appeal to a Gromov compactness theorem for immersed Lagrangians.
Furthermore, we cannot bypass this problem by passing to the cover

P̃n of Pn defined in Corollary 3.4, as we did in Section 3.1, because
the image of the Lagrangian immersion L′ does not lie in Pn. Even
if we considered the corresponding branched cover of CPn (branched
around the divisors Dj), the Lagrangian immersion L′ would only lift
to a piecewise smooth embedded Lagrangian, with ‘edges’ along the
branching divisors Dj . Again, there is no Gromov compactness theorem
that deals with piecewise smooth Lagrangians.

Instead, consider the quadric

Qn :=





n+2∑

j=0

z2j = 0,

n+2∑

j=1

zj = 0



 ⊂ CPn+2,

and the branched double cover

ρ : Qn → CPn

ρ([z0 : . . . : zn+2]) = [z1 : . . . : zn+2].

The cover is branched along the divisor

Q̃n :=




∑

j

z2j = 0



 ⊂ CPn.

The real locus of Qn in the affine chart z0 = i is the unit sphere Sn,
and ρ|Sn is the double cover of the real locus RPn of CPn. It is well
known that there is a symplectomorphism

T ∗Sn → Qn \ {z0 = 0},
sending the zero section to the real locus. This sends the radius-η disk
bundle D∗

ηS
n to a neighbourhood of RPn, as in the construction of Ln

(Section 2.2). Thus, the lifts of Ln and L′ to T ∗Sn ⊂ Qn are embedded.
Ln lifts as the graphs of the exact one-forms ±ǫdf , and L′ lifts to the
zero section via the identity and via the antipodal map.
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For any flipping holomorphic pearly tree u ∈ MSfpt(y), the topo-

logical intersection number [u] · Q̃n depends only on the generators y

(compare Proposition 5.10). We can arrange that positivity of inter-

section with Q̃n holds in our moduli space, for appropriate choice of
perturbation datum, and then each flipping holomorphic pearly tree in

the moduli space intersects Q̃n some finite number of times, which is
bounded above by the topological intersection number. Then the lifts of
flipping holomorphic pearly trees u ∈ MSfpt(y) to the branched cover
Qn are branched over some finite number of points, and hence have
bounded genus. Gromov compactness for curves with bounded genus
and boundary (see, for example, [52, 41]) then implies that the lifted
family has a convergent subsequence, which corresponds to a convergent
subsequence downstairs.

This shows that a sequence of admissible flipping holomorphic pearly
trees has a subsequence converging to a stable flipping holomorphic
pearly tree whose intersection number with each divisor Dj is 0. The
intersection number of the stable flipping holomorphic pearly tree with
Dj is the sum of intersection numbers of each component flipping holo-
morphic pearly tree with Dj . Since these are all non-negative by Propo-
sition 5.1, they must all be 0. Thus the limit stable flipping holomorphic
pearly tree is also admissible, and we have proven compactness. q.e.d.

We define A∞ structure maps µk as in Section 4.7, by counting rigid
flipping holomorphic pearly trees. The proof that they satisfy the A∞

associativity equations essentially follows that of Proposition 4.8. The
proof that the A∞ product is Q-graded relies on Proposition 5.3.

Proposition 5.5. For sufficiently small ǫ > 0, the objects L′ and Ln
ǫ

are quasi-isomorphic.

Proof. We observe that RPn and Ln
ǫ intersect transversely in the

points pK . Therefore we can choose the Hamiltonian component of
the Floer datum for the pairs (L′, Ln) and (Ln, L′) to be 0. The mor-
phism space CF ∗(L′, Ln) is generated by pairs of points (p, q) ∈ Sn×Sn

that get sent to the same point by the respective Lagrangian immersions
defining L′, Ln. Thus p is a critical point of f , and q is either equal to p
or its antipode. As we saw in Corollary 2.9, there is a critical point pK of
f for each proper non-empty subsetK ⊂ [n+2]. Therefore, we can label
the generators of CF ∗(L′, Ln) as pMK := (pK , pK) and pSK := (pK , a(pK))

(M stands for ‘Morse’ because the generators pMK correspond to the
Morse cohomology of Ln, and S stands for ‘self-intersection’ because
the generators pSK correspond to the self-intersections of Ln). So, addi-
tively,

CF ∗(L′, Ln) ∼= CM∗
M (f)⊕ CM∗

S(f)
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and similarly for CF ∗(Ln, L′). One can check that the gradings of these
generators are

i(pSK) =
n

n+ 2
|K|, i(pMK ) = n− µM (pK) = n+ 1− |K|.

Now observe that we have natural inclusions

CM∗
M (f)

ϕ1→֒ CF ∗(L′, Ln),

CM∗
M (f)

ϕ2→֒ CF ∗(Ln, L′)

as graded vector spaces.

Lemma 5.6. For sufficiently small ǫ > 0, the inclusions ϕj are chain
maps.

Proof. We first observe that, for sufficiently small ǫ > 0, the holo-
morphic strips

u : Z → CPn

used to define the differential

µ1 : CF ∗(L′, Ln)→ CF ∗(L′, Ln)

must remain entirely within the Weinstein neighbourhood D∗
ηRP

n used
in the construction of Ln

ǫ . To see why, suppose that u passes through
some point p of distance > η from RPn. Then for sufficiently small
ǫ > 0, the ball B(p; η/2) is disjoint from Ln

ǫ and L′. Therefore, by
the monotonicity lemma (see [33, 3.15]), the symplectic area of the
intersection of u with the ball B(p; η/2) is at least c(η/2)2 for some
constant c. However, the symplectic area of u is given by the difference
in symplectic actions of the generators (see Remark 5.2 and its sequel),
which is proportional to ǫ and hence can be made arbitrarily small.
Thus, for sufficiently small ǫ > 0, the strips never leave the Weinstein
neighbourhood D∗

ηRP
n.

Now we observe that any strip u contributing to the differential on
CF ∗(L′, Ln) lifts to the double cover D∗

ηS
n → D∗

ηRP
n, because it comes

equipped with a lift of one boundary component to Sn by definition.
This lifted strip contributes to the differential

µ1 : CF ∗(Sn,Γ(ǫdf))→ CF ∗(Sn,Γ(ǫdf))

in the Fukaya category of T ∗Sn. Conversely, any strip u contributing to
the differential on CF ∗(Sn,Γ(ǫdf)) projects to a strip contributing to
the differential on CF ∗(L′, Ln

ǫ ). The only thing to check is that these
projected strips are all admissible, for this one needs a certain amount of
control on the topology of u. It was proven in [21, proposition 9.8] that,
given δ > 0, there exists ǫ0 > 0 such that for any strip contributing to
the differential on CF ∗(Sn,Γ(ǫdf)), with ǫ < ǫ0, there is a Morse flowline
of f ,

γ : R→ Sn
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such that

d(u(s, t), γ(ǫs)) < δ for all s, t.

Because Morse flowlines of f cross the hypersurfaces DR
j positively, it

follows from Proposition 5.1 that all such strips are admissible.
It follows that the inclusion

CF ∗(Sn,Γ(ǫdf)) →֒ CF ∗(L′, Ln)

(where the left hand side is a morphism space in the Fukaya cate-
gory of T ∗Sn and the right hand side is a morphism space in the
Fukaya category of Pn as we have defined it) is a chain map. Now the
Lagrangians Sn,Γ(ǫdf) in T ∗Sn are Hamiltonian isotopic, and hence
quasi-isomorphic in the Fukaya category of T ∗Sn. So there is a quasi-
isomorphism

CF ∗(Sn,Γ(ǫdf)) ∼= CF ∗(Sn, Sn) ∼= CM∗(f)

(the second quasi-isomorphism comes from Proposition 4.10). Thus,
there is a chain map

CM∗
M (f) ∼= CF ∗(Sn, Sn) ∼= CF ∗(Sn,Γ(ǫdf)) →֒ CF ∗(L′, Ln)

as required. q.e.d.

Now consider the elements

f1 ∈ CF ∗(Ln, L′), f2 ∈ CF ∗(L′, Ln)

that correspond to the identity in CM∗
M(Sn). Explicitly,

f1 =

n+2∑

j=1

pM{j}

(and the same for f2).

Lemma 5.7. For sufficiently small ǫ > 0, we have

µ1(fj) = 0 for j = 1, 2, and

µ2(f1, f2) = pφ ∈ CF ∗(L′, L′)

Proof. The fact that µ1(fj) = 0 follows from Lemma 5.6. We now
prove that µ2(f1, f2) = pφ.

Observe that i(f1) = i(f2) = 0, so i(µ2(f1, f2)) = 0. Therefore, pφ is
the only term that can appear in the product µ2(f1, f2). Its coefficient
is the signed count of points in the moduli space of flipping holomorphic
pearly trees that are holomorphic strips running between some intersec-
tions pM{j} and p

M
{k} of L

n and L′, with one marked point on the boundary

labeled L′ that gets sent to pφ (see Figure 10). As we saw in the proof
of Lemma 5.6, such strips must lie inside the Weinstein neighbourhood
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p p{j} {k}

p
;

M M

Figure 10. The flipping holomorphic pearly trees whose
count gives the coefficient of pφ in µ2(f1, f2). The solid
circle denotes a non-flipping point. The upper half of the
boundary gets sent to Ln, and the lower half to L′.

D∗
ηRP

n, and lift canonically to the double cover D∗
ηS

n. The lift is a
holomorphic pearly tree contributing to the product

µ2 : CF ∗(Γ(ǫdf), Sn)⊗ CF ∗(Sn,Γ(ǫdf))→ CF ∗(Sn, Sn).

Conversely, by the same argument as in the proof of Lemma 5.6, any
holomorphic pearly tree contributing to this product projects to an ad-
missible flipping holomorphic pearly tree contributing to the product
µ2(f1, f2).

It now follows from the quasi-isomorphisms (in the Fukaya category
of T ∗Sn)

CF ∗(Sn,Γ(ǫdf)) ∼= CF ∗(Sn, Sn) ∼= CF ∗(Γ(ǫdf), Sn)

and
CF ∗(Sn, Sn) ∼= CM∗(Sn)

that, on the level of cohomology,

[µ2(f1, f2)] = [pφ]

(product of identity with identity is identity in CM∗(Sn)). But CF 0(L′, L′)
has only the single generator pφ, so we have

µ2(f1, f2) = pφ

as required. q.e.d.

Because CF ∗(L′, L′) and CF ∗(Ln, Ln) have the same rank (by Corol-
lary 3.2), it follows that f1 and f2 induce mutually inverse isomorphisms
on the level of cohomology, and therefore are mutually inverse quasi-
isomorphisms in the category C. This completes the proof that L′ and
Ln are quasi-isomorphic, for sufficiently small ǫ > 0. q.e.d.

5.2. Properties of the A∞ algebra A′ := CF ∗(L′, L′). We define
the A∞ algebra A′ := CF ∗(L′, L′). It follows from Proposition 5.5 that
A and A′ are quasi-isomorphic A∞ algebras. Henceforth we will only
be concerned with computing the A∞ structure of A′. In particular, we
will assume that our flipping holomorphic pearly trees have all boundary
components labeled L′.
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Lemma 5.8. If u is an admissible flipping holomorphic pearly tree
with associated morphisms y = (pK0 , . . . , pKk

), then

k∑

j=1

eKj
= eK0

in M .

Proof. The proof is identical to that of Proposition 3.5, since the
proof relies only on the homology class [u] ∈ H2(CP

n, Ln), which is
determined by the admissibility condition. q.e.d.

Lemma 5.9. A′ inherits the following properties of A:
• It is T-equivariant in the same sense as in Corollary 3.6, by Lemma
5.8.
• It has the Q-grading given by n/(n+2) times the normal Z-grading,
as in Corollary 3.8.
• As a consequence of these two properties, it satisfies the analogue
of Corollary 3.9; namely, the only non-zero A∞ products are µ2+nq

for q ∈ Z≥0.
• It satisfies the analogues of Corollaries 3.13 and 3.14 (regarding
signs and supercommutativity).

We now establish some results about flipping holomorphic pearly
trees that will be used in Section 5.3 to identify the moduli spaces that
give rise to the A∞ structure coefficients of A′.

Proposition 5.10. For K ⊂ [n+ 2], define

|K|′ =
{

n+2
2 K = φ, [n+ 2]
|K| otherwise.

If u is an admissible flipping holomorphic pearly tree with labels y =
(pK0 , . . . , pKk

), then the homology class of u in H2(CP
n,RPn) ∼= Z is

given by the formula

du = 2
|K0|′ −

∑k
j=1 |Kj |′

n+ 2
+ k − 1.

Proof. Note that the Fubini-Study symplectic form ω acts onH2(CP
n,

RPn), with value 2π on the generator. It follows that

ω(u) = 2πdu,

so we can compute du by computing ω(u).
Recall that we add a strip to u to obtain a disk ũ : (D, ∂D) →

(CPn, Ln). Note that the symplectic area of the strip we add is O(ǫ).
So we can compute ω(u) by evaluating ω(ũ) in the limit ǫ→ 0.
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The Fubini-Study form is given by the Kähler potential

ρ = log




n+2∑

j=1

∣∣∣∣
zj
z1

∣∣∣∣
2

 = log




n+2∑

j=1

e2rj


− 2r1

on CPn+1 \D1, where zj = exp(rj + iθj). Thus

ω = ddcρ,

(recall that dcρ = dρ ◦ J), so we define

α = dcρ

=

∑n+2
j=1 2e

2rjdcrj∑n+2
j=1 e

2rj
− 2dcr1

= −2
∑n+2

j=1 e
2rjdθj∑n+2

j=1 e
2rj

+ 2dθ1.

Then ω = dα. Of course, this is really π∗α, where π : Cn+2 − {0} →
CPn+1 is the projection.

Because ũ · D1 = 0 by admissibility, we can deform ũ to avoid D1

then apply Stokes’ theorem to obtain
∫

∂D
ũ∗α =

∫

D
ũ∗ω.

Now recall the lift of Ln to Cn+2 that arose in the construction of Ln,
namely




n+2∑

j=1

x2j = 1,
n+2∑

j=1

xj = 0



 → Cn+2

(x1, . . . , xn+2) 7→ (x1 + iǫf1, . . . , xn+2 + iǫfn+2) +O(ǫ2).
We can lift ∂D to Cn+2 (the result will not be a cycle, because when
∂D changes sheets of Ln, the lift stops and reappears at the antipode).
Call the lift l. Then ∫

∂D
α =

∫

π∗l
α =

∫

l
π∗α.

Observe that on the lift of Ln, dθk is small everywhere except for
when rk is small, and when rk is small then

e2rk∑n+2
j=1 e

2rj

is small. Thus the first term in π∗α is negligible. So
∫

l
π∗α =

∫

l
2dθ1 +O(ǫ).
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The projection of the lift of the point pK to the angular variables is

πeK (now thought of as living in M̃R rather than MR). Thus, as the lift
of ∂D travels from pKi

to pK̄i+1
, the contribution to the integral is (to

order ǫ) ∫ pK̄j+1

pKj

2dθ1 = 2πe1 ·
(
eK̄j+1

− eKj

)
.

An exception occurs when Kj (respectively K̄j+1) = φ or [n + 2], in
which case pKj

(respectively pK̄j+1
) represents the bottom or top co-

homology class of Ln, so ∂D does not change sheets of Ln as it passes
through pKj

(respectively pK̄j+1
). In this case, we should simply replace

e1 · (eKj
) (respectively e1 · (eK̄j+1

)) in the expression above by 0.

For the moment, assume that Kj 6= φ or [n + 2]. Adding up and
regrouping the contributions of each part of ∂D, and recalling that pK0

is the ‘outgoing’ point, we obtain:

∫

∂D
α = 2πe1 ·


eK0 − eK̄0

+

k∑

j=1

eK̄j
− eKj


+O(ǫ)

= 2π


2e1 ·


eK0 −

k∑

j=1

eKj


+ k − 1


+O(ǫ)

= 2π

(
2
|K0| −

∑k
j=1 |Kj |

n+ 2
+ k − 1

)
+O(ǫ)

(in the last step we used the fact that the vector is a multiple of e[n+2]

by Proposition 3.5).
Now if Kj = φ or [n+2], recall that we must replace e1 · (eK̄j

− eKj
)

by 0 in the first two lines above. This is equivalent to replacing |Kj | by
|Kj |′ in the final line. This completes our proof. q.e.d.

Definition 5.10. Given an admissible flipping holomorphic pearly
tree, it is useful to label certain points on its boundary with proper,
non-empty subsets of [n+2], as follows: At each flipping marked point,
the boundary immediately before and after the point get sent (by the
lift ũ of the boundary) to antipodal points of Sn \DR. Thus they lie in
the antipodal regions Sn

K , S
n
K̄

respectively, for some K ⊂ [n+ 2] (recall
that Sn

K is defined to be the region where xj < 0 for j ∈ K and xj > 0
for j /∈ K). We will ignore the case where a flipping marked point lies on
some DR

j , but it presents no real additional problem in our subsequent
arguments. We label the point immediately before our flipping marked
point with K, and the point immediately after with K̄. Non-flipping
marked points do not get labels.
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Figure 11. An example of a legal labeling of a flipping
holomorphic pearly tree, which might contribute to the
coefficient of pφ in the A∞ product µ7(p{1}, . . . , p{7}).
We have illustrated a simple case, in which all external
flowlines are constant because the points p{j} are maxima
of the Morse function f . The external label ‘1’ means the
set {1}, while ‘1’ means the complement {2, 3, 4, 5, 6, 7}.
The big label ‘1’ in the middle of a pearl means that the
pearl has degree 1.

Remark 5.4. We observe that, because of the condition that Morse
flowlines do not cross the hypersurfacesDR

j (by Corollary 5.2), the labels
at opposite ends of an internal flipping Morse flowline are identical.
Furthermore, at a flipping marked point connected by an incoming edge
to the flipping generator pK , the label immediately before is K and the
label immediately after is K̄. Also, by Corollary 5.2, the boundary lifts
can only cross the hypersurfaces positively. So as we follow the boundary
around anti-clockwise between two adjacent flipping marked points, the
label at the beginning of the segment contains (not necessarily strictly)
the label at the end of the segment. Suppose the pearl corresponding
to vertex v of the underlying tree has degree dv ∈ H2(CP

n,RPn) ∼= Z.
Then it must intersect Dj dv times, and none of the intersections can
be internal by admissibility, so the boundary lift must intersect DR

j dv
times. It follows that ∑

jmod kv

eK̄j−1
− eKj

= dve[n+2]

in M̃ , where K1, . . . ,Kkv are the labels given to the points immedi-
ately before the flipping points (traversing the boundary of the pearl in
positive direction) on the pearl corresponding to v. It follows quickly
that

kv∑

j=1

eKj
=
kv − dv

2
e[n+2]

for each pearl. Figure 11 shows a possible labeling of a flipping holo-
morphic pearly tree.
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Remark 5.5. We will choose the almost-complex structure compo-
nent of our perturbation data to be equal to the standard integrable
complex structure J0, and the Hamiltonian perturbation to be iden-
tically 0. Then the pearls in a flipping holomorphic pearly tree with
labels L′ are holomorphic disks with boundary on RPn; hence they can
be ‘doubled’ to a holomorphic sphere by the Schwarz reflection principle.
It follows from [34, proposition 7.4.3] that the moduli space of holomor-
phic spheres in CPn, in a given homology class, is automatically regular.
The moduli space of pearls is the real part of the moduli space of spheres,
and hence also regular. It follows that for every (r,u) ∈ MSfpt(y), the
linearized operator

Dh
Sfpt,r,u : T(r,u) (BSfpt)→ (ESr)u

of Definition 4.26 is automatically surjective. Thus, to show that a
moduli spaceMSfpt(y) of flipping holomorphic pearly trees is regular,
we need only check that the evaluation map

ev : ker(dSfpt)→ Tu

(
(Sn)F (S)

)

is surjective at each (r,u) ∈ MSfpt(y). Note that ker(dSfpt) is the
space of holomorphic pearls and Morse flowlines, without the constraint
ev(u) ∈ ∆S.

Definition 5.11. The following notation will be useful. IfK1, . . . ,Kk

are disjoint subsets of [n+ 2], we define

FK1,K2,...,Kk
:= {x ∈ Sn : xl = xm for all l,m ∈ Ki, for all i}.

Remark 5.6. Observe that

FK,K̄ = {pK , pK̄}.

As we saw in Lemma 2.10, the unstable manifold U(K) of pK is an open
subset of FK̄ , and the stable manifold S(K) is an open subset of FK .

5.3. Computation of A′. In this section we compute the A∞ structure
of A′.

First, we observe that the analogue of Corollary 3.10 holds for A′.
That is, µ1 = 0 and the only possibly non-zero µ2 products are

µ2A′(pK1 , pK2) = a′(K1,K2)pK1⊔K2

for disjointK1,K2. The proof is exactly the same, using the correspond-
ing properties of A′ given in Lemma 5.9.

Proposition 5.11. We have

a′(K1,K2) = ±1.



346 N. SHERIDAN

Proof. Let K3 := K1 ⊔K2, so K1 ⊔ K2 ⊔ K3 = [n + 2]. If any of
K1,K2,K3 are φ or [n + 2], the result is easy as the corresponding
holomorphic disks are constant. If that is not the case, then a′(K1,K2)
is given by a count of flipping holomorphic pearly trees. The homology
class of such a flipping holomorphic pearly tree is

(
2
|K1 ⊔K2|′ − |K1|′ − |K2|′

n+ 2
+ 2− 1

)
= 1

by Proposition 5.10. Therefore the corresponding flipping holomorphic
pearly tree has two incoming and one outgoing legs, and a single pearl
with the homology class of half of a line in CPn with boundary on RPn.

The real part of such a pearl is a line. Thus, a′(K1,K2) counts lines
passing through the unstable manifolds U(K1), U(K2), U(K3). Recall
from Lemma 2.10 that the unstable manifolds U(Ki) are contained in
the linear spaces FK̄i

(see Definition 5.11).
Given points p1 ∈ FK̄1

and p2 ∈ FK̄2
, the line through p1 and p2 is

contained in the linear space FK̄1∩K̄2
= FK3 . This space intersects FK̄3

transversely at pK3 . Therefore there is a unique line (namely FK1,K2,K3)
that intersects U(K1), U(K2), U(K3) (at pK1 , pK2 , pK3 respectively),
and the intersections are transverse so the flipping holomorphic pearly
tree is regular.

We check that it is admissible, using Proposition 5.1. Firstly, the
Morse flowlines are constant at the pKi

, and hence do not cross the
hypersurfaces DR

j . Secondly, the boundary lifts as

pK1  pK2⊔K3 → pK2  pK1⊔K3 → pK3  pK1⊔K2 → pK1

where → denotes a straight line connecting two points and  denotes
changing sheet. This lift clearly crosses all hypersurfaces DR

j positively

(since the label at the beginning of a straight line always contains the
label at the end), so the flipping holomorphic pearly tree is admissible
and regular.

Thus a′(K1,K2) = ±1 as required. q.e.d.

We are now in a position to prove Theorem 1.1. It is implied by the
following:

Theorem 5.12. The cohomology algebra of A is

H∗(A) ∼= Λ∗M̃C

as Z2-graded associative C-algebras. The isomorphism is given by

pK 7→ σK ∧
j∈K

ej ,

for some sign σK = ±1.
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Proof. We define a homomorphism of C-algebras from the tensor al-

gebra of M̃C to the cohomology algebra of A, by
∞⊕

k=1

(M̃C)
⊗k → H∗(A),

ej 7→ p{j} for all j ∈ [n+ 2].

By Corollary 3.14, this descends to a homomorphism

Λ∗M̃C → H∗(A).
It follows from Proposition 5.11 that the elements p{j} generate the alge-

bra H∗(A′), and hence the corresponding elements generate H∗(A), by
Proposition 5.5. Therefore this homomorphism is surjective, so because
both sides have the same rank it must be an isomorphism. q.e.d.

Now we consider the next non-trivial A∞ product in A′, µn+2. We
aim to compute

µn+2(p{σ(1)}, . . . , p{σ(n+2)}),

where σ is a permutation of [n+2] (these are the important products to
compute in order to apply deformation theory, because they determine
the deformation class of the A∞ structure (see Section 5.4).

Proposition 5.13. In A′, we have

µn+2(p{σ(1)}, . . . , p{σ(n+2)}) = ±pφ,
for exactly one permutation σ of [n + 2]. For all other permutations,
the result is 0. A different choice of the point pφ (the minimum of the
Morse function h) will lead to a different permutation σ.

Proof. First, note that pφ is the only term that can appear in this
product, for grading reasons (Corollary 3.8).

Note also that U(p{j}) = {p{j}} and S(pφ) = {pφ}, so the external
gradient flowlines of the flipping holomorphic pearly trees contributing
to the coefficient of pφ in this product are constant. We split the proof
into two parts: counting the flipping holomorphic pearly trees with a
single ‘pearl’ (we show that these give the desired answer) and proving
that there are no ‘multiple-pearl trees’ contributing to the product.

For the first part, Proposition 5.10 shows that a disk contributing
to this product must have degree n. By pairing such a disk with
its conjugate, we obtain a degree-n curve through the n + 3 points
p{1}, . . . , p{n+2}, pφ. It is a classical theorem of Veronese that there is
a unique rational normal curve through n + 3 generic points in CPn.
A constructive proof is given in [25, p. 10]. We just need to check
that this curve satisfies the conditions required for the definition of an
admissible flipping holomorphic pearly tree—namely, the curve should
be real, and its real part should admit a lift to Sn that changes sheet
at each point p{j} and crosses the hypersurfaces DR

k positively.
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By the construction in [25], we can parametrize our curve as u :
CP1 → CPn,

u(z) :=




n+ 1 −1 . . . −1
−1 n+ 1 . . . −1
...

...
. . .

...
−1 −1 . . . n+ 1







(z − ν1)−1

(z − ν2)−1

...
(z − νn+2)

−1




=


 n+ 1

z − ν1
−
∑

j 6=1

1

z − νj
:
n+ 1

z − ν2
−
∑

j 6=2

1

z − νj
: . . . :

n+ 1

z − νn+2

−
∑

j 6=n+2

1

z − νj


 .

Observe that this curve has degree n: if we clear denominators, the
leading coefficients zn+1 in all factors cancel, leaving polynomials of
degree n. Furthermore, we have

u(νj) = [−1 : −1 : . . . : n+ 1 : . . . : −1] = p{j}.

We choose the νj so that u(0) = pφ, i.e.,



n+ 1 −1 . . . −1
−1 n+ 1 . . . −1
...

...
. . .

...
−1 −1 . . . n+ 1







ν−1
1

ν−1
2
...

ν−1
n+2


 = pφ.

Note that this parametrization automatically gives a lift of the bound-
ary RP1 to Rn+1 \ {0} and hence to Sn. Furthermore, the parametriza-
tion changes sheets exactly at the flipping points νj, because the sign
of the dominant term (z − νj)−1 changes there. We just have to check

that it crosses all of the real hypersurfaces DR
k positively. This is true

because if
n+ 1

z − νk
−
∑

j 6=k

1

z − νj
= 0,

then the derivative

− n+ 1

(z − νk)2
+
∑

j 6=k

1

(z − νj)2
> 0

by the quadratic-arithmetic mean inequality (alternatively, one can graph
the function).

Thus, the two halves of this curve are the only disks that can con-
tribute to such a product, and only one passes through pφ (the other
has the opposite lift of the boundary, and hence passes through the an-
tipode of pφ). The permutation σ is determined by the ordering of the
coordinates of the chosen point pφ.
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1

k + 1

2

...
q

k

Figure 12. Part of a multiple-pearl tree that may con-
tribute to µn+2. The label ‘j’ on a marked point means
that marked point gets mapped to p{j}, while the big
label ‘k’ in the middle of the pearl means that pearl has
degree k.

It is clear from our construction that this pearl is regular. Namely,
because we have exhibited a construction of a degree-n curve through
n + 3 arbitrary generic points in RPn, if we fix all boundary points
p{j}, pφ except for one, then the evaluation map at the remaining point
is transverse to the point.

Now we proceed with the second part of the proof—namely, showing
that multiple-pearl trees do not contribute. Suppose we have a contri-
bution from a multiple-pearl tree. The tree must contain a pearl with
exactly one internal edge attached. Without loss of generality, it has
input flipping generators p{1}, . . . , p{k+1} and a single Morse flowline at-
tached at point q, as shown in Figure 12 (it may also have the ‘output’
point pφ on its boundary, but whether it does or not is irrelevant to the
following argument). If q is non-flipping, then it follows from Remark
5.4 that k = n + 1, so this is not a multiple-pearl tree. If q is flipping,
then it follows by Remark 5.4 that it has degree k, where we assume
k < n.

Any degree-k curve in CPn is contained in a linear subspace of dimen-
sion k (this can be proved by induction on n: choose any k+1 points on
the curve and a hyperplane through those points; then the hyperplane
intersects the degree-k curve in more than k points, so the curve is con-
tained in the hyperplane by Bezout’s Theorem). In our case, there is a
unique dimension-k linear subspace through the points p{1}, . . . , p{k+1},

namely F[k+1] (to clarify: [k + 1] = {k + 2, . . . , n+ 2}).
Therefore our pearl is a degree-k curve in a k-dimensional projective

space, so by the first half of the argument, the evaluation map at q
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runs over an open subset of F[k+1]. But this subspace is preserved by

the Morse flow of f , by the equivariance of f with respect to the Sn+2

action. Hence the Morse flow at q is parallel to the evaluation map, so
the evaluation map at pφ has dimension (at least) 1 less than expected.
Thus, for a generic choice of pφ, the moduli space will be empty.

Thus the only contributions to the product come from the single-pearl
tree, which gives the advertised result. q.e.d.

Remark 5.7. We observe that the final argument, in which we
showed that multiple-pearl flipping holomorphic pearly trees do not
contribute to the product, remains true even if we make a small change
in our perturbation data: observe that, by Remark 5.4, q lies in the
region Sn

[k+1]. If we perturb the holomorphic curve equation by a small

amount, the perturbed evaluation map at q can be made arbitrarily
C0-close to the unperturbed one. Thus, the image of the perturbed
evaluation map at q is contained in an arbitrarily small open neigh-
bourhood of F[k+1] ∩ Sn

[k+1].

Now the Morse flowline emanating from q remains inside the region
Sn
[k+1], since flipping flowlines cannot cross the hypersurfaces by Corol-

lary 5.2. But F[k+1] ∩ Sn
[k+1] is exactly the intersection of the unstable

manifold of p[k+1] with S
n
[k+1], so the flowline remains inside an arbitrar-

ily small open neighbourhood of F[k+1] ∩ Sn
[k+1]. Given that, for generic

pφ, the evaluation map at the other end of the Morse flowline misses
F[k+1], it also misses a sufficiently small neighbourhood of it. Therefore,

for a sufficiently small perturbation, the moduli space remains empty.

5.4. Versality of A′. We aim to prove Theorem 1.2 by applying the
techniques of [47, section 3], in the equivariant setting. All our conven-
tions on signs and gradings are taken from that paper. We review some
necessary definitions and results.

Definition 5.12. Consider the Q-graded algebra

A := Λ∗
(
M̃C

)
,

where the grading is given by n/(n + 2) times the normal (Z-)grading.
Define an action of the character group of M ,

T := Hom(M,C∗),

on A by

α · e := α(e)e.

Let A(A) denote the set of Q-graded, T-equivariant A∞-algebras with
underlying graded vector space A, µ1 = 0 and

µ2(a2, a1) = (−1)|a1|a2 ∧ a1.
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Proposition 5.14. Recall that the (T-equivariant) Hochschild coho-
mology of A is given by the Hochschild-Kostant-Rosenberg isomorphism
[27]:

HHs+t(A,A)t,T ∼=
⊕

2
n+2

s+ n
n+2

j=s+t

(
Syms(M̃∨

C )⊗ Λj
(
M̃C

))T
.

For d > 2, we have

HH2(A,A)2−d,T =

{
C ·W for d = n+ 2
0 otherwise,

where W = z1 . . . zn+2 = ze[n+2] is the superpotential of the mirror,

viewed as an element of the symmetric tensor product Symn+2(M̃∨
C ).

Proof. Suppose we have a generator

za ∧
k∈K

ek ∈ HH2(A,A)2−d,T.

Here a ∈ M̃∨
≥0, K ⊂ [n+2] and d = deg(za) > 2. T-equivariance simply

says that
a = eK + qe[n+2]

for some q ∈ Z≥0 (here we identify M̃∨ with M̃ in the natural way). To
lie in HH2 we must have

2 =
2

n+ 2
deg(za) +

n

n+ 2
|K|

=
2

n+ 2
(|K|+ q(n+ 2)) +

n

n+ 2
|K|

= |K|+ 2q.

Now we have

2 < d = deg(za) = |K|+ (n + 2)q = 2 + nq,

hence q > 0. Therefore, we must have K = φ, q = 1 and a = e[n+2].
Thus the generator is za =W . q.e.d.

Proposition 5.15. A′ is a versal element of A(A), in the sense
of a T-equivariant version of [47, lemma 3.2], with deformation class
±W ∈ HH2(A,A)−n,T. In particular, any element of A(A) with the
same deformation class is quasi-isomorphic to A′.

Proof. The fact that A′ lies in A(A) follows from our previous results,
namely Lemma 5.9:

• µ1 = 0 as the only non-zero A∞ products are µ2+nq for q ∈ Z≥0;
• the underlying algebra is A (Theorem 5.12);
• the grading on A is n/(n+ 2) times the usual grading;
• it is equivariant with respect to the action of T.

The fact that A′ is versal follows from the results:
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• µk = 0 for 2 < k < n+ 2 (by the analogue of Corollary 3.9).
• The first non-trivial higher product µn+2 satisfies

µn+2(e1, . . . , en+2) = ±1
(without loss of generality) but is 0 on all other permutations of
the generators ei (Proposition 5.13). Therefore the deformation
class of A′ in HH2(A,A)−n is given (by the HKR isomorphism)
by

µn+2(z, . . . ,z) = ±z1 . . . zn+2 = ±W (z),

where z =
∑

j zjej . Combining this with Proposition 5.14 gives
the result.

q.e.d.

6. Matrix factorizations

We now consider the other side of mirror symmetry. Recall (from the
Introduction) that the putative mirror to Pn is the Landau-Ginzburg
model (Spec(R),W ), where

R := C
[
M̃
]

W = ze[n+2] .

Observe that there is a natural action of T on R that preservesW (recall
T := Hom(M,C∗)).

Also recall (from the Introduction) that theB-model on (Spec(R),W )
is given by the triangulated category of singularities of W−1(0), which
is quasi-equivalent (by [39, theorem 3.9]) to the category MF (R,W ) of
matrix factorizations ofW . The object corresponding to our Lagrangian
Ln is the skyscraper sheaf at the origin,

O0 ∈ Db
Sing(W

−1(0)).

Henceforth, we work entirely in the category MF (R,W ). We abuse
notation, and denote also by O0 the matrix factorization corresponding
to O0 under the above quasi-equivalence.

To prove Theorem 1.2, we must show that the differential Z2-graded
algebra of endomorphisms of O0,

B := Hom∗
MF (R,W )(O0,O0),

is quasi-isomorphic to A.
It is explained in [13] how to compute a minimal A∞ model for the

endomorphism algebra of O0. That paper focuses on the case where
W has an isolated singularity at 0, which is certainly not true in our
case, but the computation of the minimal A∞ model does not rely on
this assumption. We briefly review the construction, explaining how the
T-action enters the picture.
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The matrix factorization corresponding to O0 is the Koszul resolution
of O0

R⊗ Λ∗M̃

with the deformed differential

δ := ιu + v ∧ ·
where

u =
n+2∑

j=1

zjθ
∨
j ∈ R⊗ Λ∗M̃∨

v =
n+2∑

j=1

aj
W

zj
θj ∈ R⊗ Λ∗M̃

where {θj} is a relabeling of the canonical basis for M̃ , {θ∨j } is the dual
basis of M̃∨, and aj are numbers adding up to 1. Alternatively, we can
write this matrix factorization as

(R 〈θ1, . . . , θn+2〉 , δ) ,
where

δ =
∑

j

zj
∂

∂θj
+ aj

W

zj
θj.

The endomorphism algebra of O0 is the algebra

R⊗ Λ∗M̃∨ ⊗ Λ∗M̃.

This can be thought of as the commutative algebra of differential oper-
ators

B := R

〈
θ1, . . . , θn+2,

∂

∂θ1
, . . . ,

∂

∂θn+2

〉

with the differential given by d = [δ,−]. One can check that

d(θj) = zj

d

(
∂

∂θj

)
= aj

W

zj
.

Thus the cohomology algebra H∗(B, d) is generated by the elements

∂̄j :=
∂

∂θj
− aj

W

zjzk
θk

for some k 6= j (this is proven in [13] by constructing an explicit ho-
motopy contracting B onto the subcomplex generated by the ∂̄j). The
generators ∂̄j supercommute, so the cohomology algebra can be natu-
rally identified with

A = Λ∗(M̃C)

via
∂̄j 7→ ej .
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This proves that

H∗
(
Hom∗

MF (R,W )(O0,O0)
)
∼= Λ∗Cn+2

as Z2-graded associative C-algebras.
We observe that the action of T extends in the natural way to B,

and that δ is invariant under the action of T, so the differential algebra
structure of B is T-equivariant.

Furthermore, observe that if we assign Q-gradings

|zj | =
2

n+ 2
, |θj| = −

n

n+ 2
,

∣∣∣∣
∂

∂θj

∣∣∣∣ =
n

n+ 2
,

then the product structure on B respects the grading (because |θj | +
|∂/∂θj | = 0), and the differential on B has degree |δ| = +1. Therefore
(B, d) is a T-equivariant differential (Q-)graded algebra. Observe that
the grading on the cohomology algebra A is n/(n + 2) times the usual
one, as

|∂̄j | =
n

n+ 2
.

In [13, section 4], it is shown how to construct a homotopy contracting
B onto its cohomology, and hence (via the homological perturbation
lemma) a minimal A∞ model for B. The homotopy used is manifestly
T-equivariant in our setting (see [13] to check this), so the resulting
minimal model is also T-equivariant. Furthermore, the homotopy has
degree 0 with respect to the grading introduced above, so the Q-grading
is preserved under the perturbation lemma construction (in the sense
that the A∞ product µk has degree 2− k with respect to this grading).
Thus we obtain a T-equivariant, Q-graded minimal A∞ model for B,
which we shall denote by B′. It is clear from our discussion that B′
satisfies the necessary conditions to lie in A(A).

Proposition 6.1. B′ is a versal element of A(A), in the same T-
equivariant sense as in Proposition 5.15. It has the same deformation
class as A′.

Proof. The fact that B′ lies in A(A) follows from the preceding dis-
cussion. The fact that B′ is versal with the same deformation class as
A′ follows from the results:

• µk = 0 for 2 < k < n+2 because of the grading and T-equivariance
(exactly as in Corollary 3.9).
• The first non-trivial higher product µn+2 satisfies

µn+2(e1, . . . , en+2) = ±1
for an appropriate choice of contracting homotopy h (see [13, the-
orem 4.8]) but is 0 on all other permutations of the generators
ej (by similar computations—one can show that only one tree
gives a non-zero contribution to such a product). Therefore the
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deformation class of B′ in HH2(A,A)−n is given (by the HKR
isomorphism) by

µn+2(z, . . . ,z) = ±z1 . . . zn+2 = ±W (z),

where z =
∑

j zjej .

Combining this with Propositions 5.14 and 5.15 gives the result. q.e.d.

Corollary 6.2. There are quasi-isomorphisms

A ∼= A′ ∼= B′ ∼= B.
In particular, Theorem 1.2 is proved.

Proof. That A ∼= A′ follows from Proposition 5.5. That A′ ∼= B′
follows from Propositions 5.15 and 6.1, by a T-equivariant version of
[47, lemma 3.2]. That B′ ∼= B follows by construction. q.e.d.

7. Applications

7.1. Covers of Pn. We recall the behaviour of the Fukaya category
with respect to covers, from [47, section 8b] and [49, section 9].

Suppose that

ρ :M → Γ

is a homomorphism onto a finite abelian group Γ. Let Pn
Γ → Pn be the

associated abelian cover, with covering group Γ (recalling that π1(Pn) ∼=
M). There is a natural action of Γ∗ on A, inherited from the action of
T on A and the embedding Γ∗ →֒ T (here Γ∗ := Hom(Γ,C∗) is the
character group of Γ).

Definition 7.1. We define the object

L̃n ∈ Ob(Dπ(Fuk(Pn
Γ )))

to be the direct sum of all lifts of Ln. We define its A∞ endomorphism
algebra

Ã := CF ∗
(
L̃n, L̃n

)
.

Proposition 7.1 (see [47] or [49]). We have

Ã ∼= A⋊ Γ∗.

Now let us consider the mirror statement to Proposition 7.1. Taking
a cover with covering group Γ corresponds, on the mirror, to considering
Γ∗-equivariant objects (sheaves or matrix factorizations), where Γ∗ acts

on C[M̃ ] via the natural embedding Γ∗ →֒ T.

Definition 7.2. Define the object

Õ0 := O0 ⊗ C[Γ∗] ∈ Db
Sing,Γ∗(W−1(0)).
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We define its endomorphism algebra

B̃ := Hom∗
Db

Sing,Γ∗

(Õ0, Õ0).

Corresponding to Proposition 7.1, we have the result

Proposition 7.2 (see [49]). We have

B̃ ∼= B ⋊ Γ∗.

Corollary 7.3. There is a quasi-isomorphism

CF ∗(L̃n, L̃n) ∼= Hom∗
Db

Sing,Γ∗

(Õ0, Õ0).

Proof. Follows from Propositions 7.1, 7.2 and Theorem 1.2. q.e.d.

7.2. Affine Fermat hypersurfaces.

Definition 7.3. Let Xn be the Calabi-Yau Fermat hypersurface

Xn := {zn+2
1 + · · ·+ zn+2

n+2 = 0} ⊂ CPn+1 = P
(
M̃C

)
.

We define the divisor

Xn
∞ :=

⋃

j

{zj = 0},

and the affine part,

X̃n := Xn ∩MC∗ = Xn \Xn
∞.

There is a covering

X̃n π→ Pn

[z1 : . . . : zn+2] 7→ [zn+2
1 : . . . : zn+2

n+2 ]

with corresponding group homomorphism

ρ :M → Γn :=M ⊗ Zn+2.

Definition 7.4. Define the map Γn → Zn+2 by taking the sum of
the entries (this is well-defined because e[n+2] 7→ 0). Call its kernel Γ̃n,
so we have a short exact sequence

0→ Γ̃n → Γn → Zn+2 → 0.

Definition 7.5. Let Y n be the singular Calabi-Yau hypersurface

Y n := {W = 0} ⊂ CPn+1,

where W = z1 . . . zn+2 as before. There is an action of Γ̃∗
n on Y n,

inherited from the action of Γ∗
n (which comes from the embedding Γ∗

n →֒
T), because the kernel of the map Γ∗

n → Γ̃∗
n acts trivially on projective

space.
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Theorem 7.4. There is a fully faithful A∞ embedding,

Perf Γ̃∗
n
(Y n)→ Dπ(Fuk(X̃n)),

where the left hand side denotes the category of Γ̃∗
n-equivariant perfect

complexes on Y n.

Proof. On the Fukaya category side, let L̃n ∈ Ob(Dπ(Fuk(X̃n)))
be the direct sum of all lifts of Ln under the covering π (there are
|Γn| = (n+ 2)n+1 of them). By Proposition 7.1, we have

CF ∗(L̃n, L̃n) ∼= An ⋊ Γ∗
n.

On the other side, we repeat the argument of [47, section 10d].
Namely, consider the Beilinson exceptional collection

Fk := Ωn+1−k(n+ 1− k)
for k = 0, . . . , n + 1 on CPn+1. It was shown in [10] that Fk generate
DbCoh(CPn+1), and that

Hom∗(Fj , Fk) ∼= Λk−j
(
M̃C

)

concentrated in degree 0.
Now let ι : Y n → CPn denote the inclusion, Ek := ι∗Fk,

E :=

n+1⊕

k=0

Ek,

and
B := Hom∗

Y n(E,E).

We observe that E generates Perf(Y n), by [47, lemma 5.4].

Lemma 7.5. With appropriate grading shifts, there is an isomor-
phism of Q-graded algebras,

B ∼= A⋊ Zn+2,

where A is the Q-graded exterior algebra of Definition 5.12.

Proof. We compute that (writing P for CPn and Y for Y n)

Hom∗
Y (Ej , Ek) = Hom∗

Y (ι
∗Fj , ι

∗Fk)
∼= Hom∗

P (Fj , ι∗ι
∗Fk) (adjunction)

∼= Hom∗
P (Fj ,OY ⊗OP

Fk)

∼= Hom∗
P (Fj ,

{
KP

W→ OP

}
⊗OP

Fk)

(resolving OY as OP -module)
∼= {Hom∗

P (Fj ,KP ⊗ Fk)→ Hom∗
P (Fj , Fk)}

∼= Hom∗
P (Fk, Fj)

∨[−n]⊕Hom∗
P (Fj , Fk) (Serre duality)

∼= Λj−k
(
M̃∨

C

)
[−n]⊕ Λk−j

(
M̃C

)
.
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We can naturally identify

Λj
(
M̃∨

C

) ιe1∧...∧en+2−−−−−−−→ Λn+2−j
(
M̃C

)
,

and hence

Hom∗
Y (Ej , Ek) ∼= Λk−j

(
M̃C

)
,

where k−j is taken modulo n+2 (when k = j, we have both Λ0⊕Λn+2).
One can check that the composition rule is the obvious one. We have
thus computed that

B ∼= Λ
(
M̃C

)
⋊ Zn+2

as an algebra.
However, this is not an isomorphism of graded algebras: for example,

the morphisms in B are concentrated in degrees 0 and n. To fix this,
we shift Ek by the rational number nk/(n+ 2) (compare [47, 49, 12]),
so that

Hom

(
Ej

[
nj

n+ 2

]
, Ek

[
nk

n+ 2

])
∼= Λk−j

(
M̃C

)

is concentrated in degree n(k − j)/n + 2, where k − j is taken modulo

n + 2. If we correspondingly multiply the standard grading on Λ(M̃C)
by n/(n + 2), then the isomorphism above becomes an isomorphism of
graded algebras. q.e.d.

Now we obtain an A∞ structure on B, by applying the homological
perturbation lemma [24, 32] to the Čech complex whose cohomology
computes B. We denote the resulting A∞ algebra by B.

Lemma 7.6. The algebra isomorphism of Lemma 7.5 lifts to a quasi-
isomorphism of A∞ algebras

B ∼= An ⋊ Zn+2.

Proof. The proof is similar to the arguments of Section 6, in that we
apply a T-equivariant version of [47, lemma 3.2]. First, we observe that
there is a natural action of T on CPn (it is the algebraic torus action on
the toric variety CPn). Furthermore, Y n = W−1(0) is a T-equivariant
divisor (it corresponds to the boundary of the moment polytope), and
the sheaves Fk are T-equivariant. It follows that the T action descends
to Y n and the sheaves Ek, and therefore that the A∞ structure of B is
T-equivariant.

As in Corollary 3.9, by considering the grading, we can show that the
only non-zero A∞ products µl in B occur for l = 2 + nq. We use [47,
proposition 4.2] and essentially identical arguments to those proving
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Proposition 5.14 to compute the T-equivariant Hochschild cohomology

HH2(A⋊ Zn+2,A⋊ Zn+2)
2−d,T

∼=
⊕

2
n+2

d+ n
n+2

j=2

(
Symd(M̃∨

C )⊗ Λj
(
M̃C

))T

∼=
{

C ·W for d = n+ 2
0 otherwise

(observe that the right hand side would usually be restricted to the
Zn+2-equivariant part, but because we are already considering only
T-equivariant structures, the Zn+2-equivariance is subsumed in the T-
equivariance).

It is clear from the fact that An is versal (Proposition 5.15) that
An ⋊ Zn+2 is versal (i.e., has non-zero deformation class in the above
Hochschild cohomology group). The proof of the fact that B is versal
carries over exactly as in [47, lemma 10.8]. This completes the proof,
by the T-equivariant version of [47, lemma 3.2]. q.e.d.

Now we apply the analogue of Proposition 7.2 to the Γ̃∗
n-equivariant

sheaf
Ẽ := E ⊗ C[Γ̃∗

n].

Combined with Lemma 7.6, it shows that we have A∞ quasi-isomorphisms

Hom∗
Y n,Γ̃∗

n
(Ẽ, Ẽ) ∼= B ⋊ Γ̃∗

n

∼= (An ⋊ Zn+2)⋊ Γ̃∗
n

∼= An ⋊ Γ∗
n

∼= CF ∗(L̃n, L̃n).

Therefore, if we map Ẽ 7→ L̃n, we define a quasi-isomorphism of
the A∞ subcategories generated by these respective objects. Since Ẽ
generates the category Perf Γ̃∗

n
(Y n) (by the equivariant version of [47,

lemma 5.4]), this extends to the desired A∞ embedding. q.e.d.

Remark 7.1. If we could prove that L̃n split-generates Fuk(X̃n),
we would have shown that this is a quasi-equivalence of A∞ categories.
So far we have been unable to prove this.

Remark 7.2. By Corollary 7.3, there is a quasi-isomorphism between
the subcategory of

Db
Sing,Γ∗

n
(W−1(0))

generated by O0 ⊗ C[Γ∗
n] and the subcategory of Dπ(Fuk(X̃n)) gener-

ated by L̃n. It would be nice to prove Theorem 7.4 by using a version of
[40, theorem 3.11] to compare B-branes on W−1(0) with perfect com-
plexes on Y n, but such a result does not exist in the literature (the
theorem does not apply in our case because Y n is singular).
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7.3. Projective Fermat hypersurfaces. This paper was conceived
as a step toward a proof of Homological Mirror Symmetry for hyper-
surfaces in projective space (not necessarily Calabi-Yau). The author
has made considerable progress in this direction, which will appear in a
forthcoming preprint [50]. In this section we give a brief outline of our
anticipated results in the Calabi-Yau case, borrowing the terminology
of [47].

Remark 7.3. Independently, Nohara and Ueda [37] have considered
the important special case of the quintic threefold, using the results of
this paper together with techniques of [47].

The relative Fukaya category Fuk(Xn,Xn
∞) is a one-parameter de-

formation of the affine Fukaya category Fuk(X̃n). Thus the A∞ endo-

morphism algebra of the object L̃n in the relative Fukaya category is
a one-parameter deformation of An ⋊ Γ∗

n, which we denote by Ãn
q (q is

the parameter of the deformation).
On the mirror side, we have the corresponding one-parameter defor-

mation of the singular hypersurface Y n := W−1(0), given by Y n
q :=

W−1
q (0), where

Wq = z1 . . . zn+2 + q
(
zn+2
1 + · · ·+ zn+2

n+2

)
.

Observe that Wq is preserved by the action of Γ̃∗
n, so this group acts

on Y n
q . We denote the A∞ endomorphism algebra of the restriction of

the Beilinson exceptional collection to Y n
q by Bq. It is a one-parameter

deformation of B.
Following the approach to one-parameter deformations of A∞ alge-

bras of [47], we can show that Bq is a versal deformation of B (here
we must take the Γ∗

n equivariance, the fractional grading, and also the
Sn+2 action into account).

We then prove that Ãn
q is a versal deformation of An⋊Γ∗

n, in the same
class as Bq, so the two endomorphism algebras are quasi-isomorphic (up
to a formal change of variables in the parameter q). Finally, we need to
prove generation results on both sides, in order to show that there is a
quasi-equivalence of DbCohΓ∗

n
(Y n

q ) with DπFuk(Xn).

Appendix A. Signs

This appendix contains the proof of the following, due to [51]:

Proposition A.1. (Proposition 3.11) Let X = (X,ω, η) be an exact
symplectic manifold with boundary with symplectic form ω, and complex
volume form η. Define Xop := (X,−ω, η̄). Then there is a quasi-
isomorphism of A∞-categories

G : Fuk(X)op → Fuk(Xop)
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(where the opposite category of an A∞ category was defined in Definition
3.7).

Proof. We assume the conventions and notation of [48, sections 8–
11]—in particular, the concepts of Lagrangian branes, determinant lines
and perturbation data are used with minimal explanation.

Recall that, to define the Fukaya category Fuk(X) as in [48], one
must make a choice of universal perturbation data (essentially, a consis-
tent choice of domain-dependent Hamiltonian perturbations and almost-
complex structures). Having made such a choice for X, it is clear that
we obtain a ‘conjugate’ choice of universal perturbation data for Xop

by reversing the sign of all almost-complex structures (because if ω and
J are compatible, then −ω and −J are compatible). We will show
that there is a strict isomorphism of A∞ categories from Fuk(X)op,
defined with the given perturbation data, to Fuk(Xop), defined using
the conjugate perturbation data. The result then follows from the in-
dependence of the Fukaya category of the choice of perturbation data,
up to quasi-isomorphism.

On the level of objects, a Lagrangian brane L# = (L,α#, P#) (where
L is a Lagrangian in X, α# a grading of L, and P# a Pin structure on
L) gets sent to the brane G(L#) = (L,−α#, P#). Suppose we have a
morphism

x ∈ homFuk(X,ω)op(L
#
1 , L

#
2 ) = homFuk(X,ω)(L

#
2 , L

#
1 ).

We send it to the morphism x̃ = G(x) corresponding to the same inter-
section point as x in

homFuk(X,−ω)(G(L#
1 ),G(L

#
2 )).

We must also define an isomorphism of the orientation lines ox ∼= ox̃.
Recall the notion of an orientation operator for a morphism y ∈

L1 ∩ L2 in the Fukaya category: choose a path in the space Gr#(TyX)

of abstract Lagrangian branes at y, λ : [0, 1]→ Gr#(TyX) from (L#
1 )y to

(L#
2 )y (i.e., a path in the ordinary Lagrangian Grassmannian Gr(TyX)

that is compatible with the grading and Pin structures). Define a
Cauchy-Riemann operatorDy on the complex vector bundleH×(TyX,J)
over the upper half plane H, with boundary values specified by λ(s)
along the real axis. Dy is called an orientation operator for y, and there
is a canonical isomorphism

oy ∼= det(Dy).

In our case, we choose the path λ(s) from (L#
2 )x to (L#

1 )x and the
orientation operator Dx is on H × (TxX,J) with boundary conditions
given by λ(s). It is not hard to see that the reverse path λ(1 − s)

runs from (G(L#
1 ))x̃ to (G(L#

2 ))x̃ and gives boundary conditions for the
orientation operator Dx̃ on the complex vector bundle H × (TxX,−J).



362 N. SHERIDAN

Our two orientation operators are isomorphic, via reflection about the
imaginary axis in H. We define our isomorphism of orientation lines to
be the composition of isomorphisms

ox ∼= det(Dx) ∼= det(Dx̃) ∼= ox̃.

Now we must check that the composition maps µk agree. This amounts
to proving that

G
(
µk(X,ω)(xk, . . . , x1)

)
= (−1)∗µk(X,−ω) (G(x1), . . . ,G(xk)) ,

where ∗ is the sign given in the statement of the proposition. We prove
this equality by showing that the holomorphic disks contributing to each
product are in bijective correspondence.

Suppose we are given a disk S = D2 \ {k + 1 boundary points},
equipped with a choice of strip-like ends, a map u : S → X satisfying the
perturbed J-holomorphic curve equation (according to our perturbation
data for X), sending the jth boundary component to the Lagrangian
Lj, contributing a term x0 to the product on the left hand side. Then
the disk S̄ (S with the conjugate complex structure), equipped with the
same map u : S̄ → X, satisfies the perturbed (−J)-holomorphic curve
equation (according to the conjugate perturbation data for Xop), and
contributes to the product on the right hand side. We define the con-
jugate boundary lift of any boundary component C with label Ln (see
Section 3.1) by ¯̃uC = a ◦ ũC , where a : Sn → Sn is the antipodal map
(recall that τ ◦ Ln = Ln ◦ a so this is a valid boundary lift).

We just need to show that these disks contribute with the appropriate
relative sign. We recall, briefly, how signs are calculated: The linearized
J-holomorphic curve equation along u yields a linearized operator

DS,u :W 1,p(S, u∗TX, u∗TLj)→ Lp(S,Ω0,1
S ⊗ u∗TX)

whose kernel is isomorphic to the tangent space at u of the space of
J-holomorphic curves v : S → X with the same boundary conditions
as u.

When defining the Fukaya category, we are concerned with families
of J-holomorphic curves whose modulus can vary. Let Sk+1 → Rk+1

denote the universal family of disks with k+1 boundary marked points,
and suppose that the modulus of S is r ∈ R. Then we can also define
an extended linearized operator (again by linearizing the J-holomorphic
curve equation)

DS,r,u : TrRk+1 ×W 1,p(S, u∗TX, u∗TLj)→ Lp(S,Ω0,1
S ⊗ u∗TX).

The kernel of DS,r,u is isomorphic to the tangent space at u of the space
of J-holomorphic curves with the same boundary conditions as u, and
possibly varying modulus of the domain. One says that u is regular
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if this operator is surjective, and rigid if it is regular and has index 0.
Observe that there is a canonical isomorphism

det(DS,r,u) ∼= Λtop(TrRk+1)⊗ det(DS,u)

(obtained by deforming DS,r,u to 0⊕DS,u through Fredholm operators).

The structure coefficients of the A∞ maps µk are defined to be counts
of rigid curves, so we assume that u is rigid and therefore there is a
canonical isomorphism

det(DS,r,u) ∼= R.

We choose an orientation of the moduli space Rk+1 by fixing the first
three boundary points and taking the induced orientation from the co-
ordinates of the remaining ones. This defines an isomorphism

Λtop(TrRk+1) ∼= R,

and hence an isomorphism

det(DS,u) ∼= R.

One now chooses orientation operators Dxj
for each 1 ≤ j ≤ k. One

then glues the orientation operators Dxk
, . . . ,Dx1 , in that order, to the

operator DS,u to obtain an orientation operator Dx0 for x0. This gives
a canonical isomorphism

ox0
∼= det(Dx0)

∼= det(DS,u)⊗det(Dxk
)⊗· · ·⊗det(Dx1)

∼= oxk
⊗· · ·⊗ox1 .

This, together with an auxiliary sign

i(x1) + 2i(x2) + . . . + ki(xk)

(necessary to realize the correct signs in the A∞ associativity equation;
see [48, equation (12.24)]), defines the sign with which u contributes a
term x0 to the product µk(xk, . . . , x1).

We need to explain how this sign changes under G. The determi-
nation of the sign with which the conjugate disk contributes is almost
completely isomorphic, except for the following three changes:

• Complex conjugation of the domain of u acts on our chosen ori-
entation of the space Rk+1 with a sign

1 +
k(k − 1)

2
.

• We glue the orientation operators Dxk
, . . . ,Dx1 to DS,u in that

order, whereas for the complex conjugate our convention demands
that we glue the orientation operators DG(x1), . . . ,DG(xk) to DS̄,u

in that order. This difference in ordering results in a Koszul sign
difference ∑

1≤j<l

i(xj)i(xl)
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between the corresponding isomorphisms

ox0 −−−−→ det(DS,u)⊗ oxk
⊗ · · · ox1y

y

oG(x0) −−−−→ det(DS̄,u)⊗ oG(x1) ⊗ · · · oG(xk);

• The auxiliary signs differ by

i(x1) + 2i(x2) + · · ·+ ki(xk)− i(xk)− 2i(xk−1)− · · · − ki(x1)
= (k + 1)(i(x1) + · · ·+ i(xk)).

Combining these three sign differences gives the desired result. q.e.d.
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