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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction

Achieving zero defects in manufacturing necessitates sim-
ulations that can emulate real processes and products accu-
rately. Such simulations heavily rely on accurate representation
of non-ideal parts, i.e. actual manufactured parts with geomet-
ric and dimensional errors caused due to uncertainties in man-
ufacturing processes. While some have dealt with non-ideal
part generation [1–3], nonetheless the methodologies have ne-
glected form tolerances which are essential for optimal toler-
ance specification [4], thereby yielding limited results, since ne-
glecting form tolerances can potentially lead to non-conforming
assemblies [5,6].

Sheet metal parts produced by forming, often suffer from
splitting, wrinkling, shape changes due to springback and sur-
face defects [7]. From an assembly perspective springback and
surface defects are important; with springback being classified
as a global defect, widely understood as deformations that affect
large or the entire part; and surface defects being classified as
local defect, meaning deformations that affect a small/localised
region of the part.

Existing non-ideal part variation modelling methodologies
considering form variation, can be classified into two main
groups: (1) Morphing based, and (2) Deviation decomposition
based. In morphing based methodologies, either a discrete sur-
face representation such as mesh and Cloud of Points (CoP), or
continuous parametric representation such as Bezier, NURBS,

are modified to generate non-ideal parts. In contrast, deviation
decomposition based methodologies decompose the measure-
ment data into a linear combination of orthogonal modes, and
are applicable to discrete surface representations only. While
morphing methodologies can handle both local deformations
and global deformations, deviation decomposition techniques
are global deformation modelling techniques.

A constrained deformation [8] based mesh morphing
methodology was proposed in [9], the methodology while be-
ing designer friendly needs the region of influence of defor-
mation to be found, which is a non-trivial task. Skin model
shapes [10], i.e. finite skin model representatives of non-ideal
parts, based on skin model philosophy [11], is a framework to
generate non-ideal parts and can be seen as belonging to both
morphing and deviation decomposition methodologies. Vari-
ous morphing based skin model shapes generation approaches
are described in [10], and deviation decomposition based skin
model shapes generation using principal component analysis is
described in [12].

Existing methodologies involving skin model shapes gen-
eration do not: (1) model local deviation, and (2) define ro-
bust methodology to find correlation lengths. However, they
require additional modelling effort to handle surface continu-
ities at edges [13].

Natural mode analysis [14] decomposes deviation data into
linear combination of modes based on natural modes of vibra-
tion. Geometric modal analysis (GMA) [15,16] an extension of
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tion m(x) is defined as E[ f (x)]. The covariance function be-
tween two points xi, x j, on the surface of the part, represented
as, c(xi, x j) is defined as E[( f (xi)−m(xi))( f (x j)−m(x j))], where
E is the expectation operator.

The mean function captures large scale trends in the devi-
ation data and can be found by fitting regression models [28],
or, by the maximisation of marginal likelihood as described in
Section 2.1.2. In the study a zero mean function is utilised with-
out affecting the analysis [25], as part variations are nominally
assumed to vary about zero mean.

The smoothness of generated deviations and the extent to
which a given deviation propagates along a given direction (cor-
relation length [25]), is characterised by the covariance function
and its parameters. Covariance functions are classified as sta-
tionary and non-stationary [22]. Areview on the types of co-
variance functions with different characteristics can be found
in [25].

The choice of covariance function also affects the continuity
and differentiability of the generated non-ideal part represen-
tatives. While mean square continuity and differentiability of
the random field is easily expressed in terms of continuity of
covariance function at the origin, that of generated non-ideal
part instances is a complex function of covariance function as
described in [24].

In the present study we choose the covariance function to
characterise the GRF instead of the variogram traditionally used
in geostatistics, due to the following advantages: (1) the ability
to learn and model complex patterns in data with various com-
binations of the covariance function [29], (2) the asymptotic
properties of mean of covariance function parameters obtained
in many settings through maximum likelihood estimation being
equal to the true values of the parameters, and (3) the inability
of the empirical semivariogram to distinguish the exact smooth-
ness a differentiable process is [26].

For illustration purpose we choose the squared exponential
covariance function represented by Eq. 1 where, for the three
dimensional input case of non-ideal part modelling x is a 1 × 3
vector, σ2

f is the signal variance or the scaling factor [25], and,
M is a 3 × 3 diagonal matrix with l−2, the inverse of square
of correlation lengths as diagonal. Representing by θ the set
of all covariance function parameters {σ2

f , l
−2}. The aim of the

non-ideal part modelling phase is to find the optimum θ that fit
the given part variation pattern, the optimised parameters are
utilised during non-ideal part generation to emulate the part de-
viation correlation.

c(xi, x j) = σ2
f exp

(
−1

2
(xi − x j)M(xi − x j)T

)
(1)

2.1.1. Input and pre-processing
Part variation data either in the form of physical simulation

of manufacturing process (for instance from FEM analysis) or
measurement of manufactured part, are utilised to obtain non-
ideal part deviation from nominal. The CAD model of the part,
for which non-ideal part is to be generated, is discretised to
a mesh representation from which, utilising the part variation
data, the deviation of each node from nominal is calculated util-
ising routines in VRM software [30]. The nominal mesh node
co-ordinates act as input X to the model and surface normal de-
viation of each node from the nominal, i.e. Z, is modelled as
the function f (X) .
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Statistical Modal Analysis (SMA) [17,18] utilises 3D-Discrete
Cosine Transform (DCT) to decompose measurement data into
linear combination of orthogonal modes. GMA has been ap-
plied to optimise fixture design [19] and link manufacturing
process parameters to part form variation [20].

In addition to the inability of above mentioned deviation de-
composition based methodologies to model local part deforma-
tions, the modes used in the decomposition of deviation data,
usually lie in a low dimensional space, which is not easily phys-
ically interpretable. Additionally, the deviation decomposition
methodologies require availability of measurement data, thus,
cannot be used during early design phase. A summary of capa-
bilities of all discussed non-ideal part form variation modelling
methodologies is presented in Table 1.

Table 1: Capabilities of part form variation modelling methodologies
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As afore-discussed literature shows that the existing method-
ologies individually lack the ability to: 1) model simultaneously
both global and local deformation, (2) ensure surface continu-
ities at edges, and (3) provide easy engineering interpretation
of the model parameters, and thus, are not designer friendly.
In the present paper, a conditional simulation based non-ideal
part modelling and generation methodology is proposed. The
methodology overcomes aforementioned drawbacks and in ad-
dition introduces a novel probabilistic view on deviation mod-
elling. The contributions of the study are: (1) the ability to
generate both local and global part deformations, (2) a de-
signer friendly/intuitive form variation generation methodology
with physically meaningful model parameters, and (3) provid-
ing probabilistic bounds on generated part deviations.

The rest of the paper is organised as follows; Section 2 de-
scribes the problem and the proposed methodology in detail.
Section 3 provides details on the application of the proposed
methodology on an automotive door component. Finally, Sec-
tion 4 discusses conclusion and further research.

2. Problem formulation and methodology

This study proposes a non-ideal compliant sheet metal part
shape error modelling and analysis methodology by condi-
tional simulation of Gaussian Random Fields (GRF). Each non-
ideal part instance is generated through conditional simulation,
which is a spatially consistent Monte Carlo simulation with the
goal of realistically mimicking spatial variation of the source
deviations [21].

The deviation of the manufactured part from its nominal sur-
face is modelled as a GRF, which is characterised by its mean

function and the covariance function. A detailed description of
GRF can found in [22–26].

Representing the co-ordinates of nominal points on the sur-
face of the part by a N × 3 matrix X, and the surface normal
deviation of the nominal points by a N × 1 vector Z. The devia-
tion Z, is modelled as a GRF f (), with X as its input domain i.e.
Z = f (X), and non-ideal part instances are generated through
conditional simulation.

Conditional simulation is performed by fixing surface nor-
mal deviations from nominal to predetermined values for prede-
termined key points, and then predicting deviations of all other
points for the rest of the part. Detailed explanation for selec-
tion and setting of deviations of key points is presented in Sec-
tion 2.2.

An illustration of a conditional simulation with two dimen-
sional input space is presented in Fig. 1. Five possible condi-
tional simulations of the 2D surface, considering the magnitude
of deviation fixed at highlighted points, is shown superimposed
in Fig. 1(a). Figure 1(b) shows the cross-section at the plane
illustrated in Fig. 1(a).

The conditional simulation follows predetermined values at
selected key points and the behaviour of the predicted surface
between the key points is dependent on the parameters of the
GRF whose optimised values are obtained for a given part as
described in Section 2.1.2.

The uncertainty of the predicted deviation between key
points is obtained as described in Section 2.2.3 and provides
an envelope within which, statistically, all generated non-ideal
part instances will lie with a given confidence. A 95% confi-
dence interval on the mean value of generated deviations for the
illustrated case is shown superimposed with the cross-sections
in Fig. 1(b).

The variation of uncertainty in predicted deviations is physi-
cally meaningful, as the shapes a part can take around the fixed
key point is limited due to geometric covariance [27] and the
possibilities increase as we move away from the key point. Ac-
cordingly, the uncertainty of prediction is low near the key point
and increases further away from it as shown in Fig. 1(b).

a) b)

Fig. 1: Conditional simulations (a) generated surfaces; (b) surface cross-
sections at shown plane with 95% confidence interval on the mean of prediction

The proposed non-ideal part modelling methodology is
schematically illustrated in Figs. 2 and 3, and has two main
components: (1) Non-ideal part modelling, and (2) Non-ideal
part generation.

2.1. Non-ideal part modelling

During the non-ideal part modelling phase, the parameters
of the GRF characterising the variation of a given part, i.e. the
mean and covariance functions, are found. The mean func-



 Manoj Babu  et al. / Procedia CIRP 75 (2018) 279–284 281
Babu et al. / Procedia CIRP 00 (2018) 000–000 3

CAD, GD&T

Non-ideal part 
representatives

Data from 
measurement or 

simulation

Discretised CAD (X) Find node deviation (Z)
perpendicular to surface

 Z f X

Model Z as a Gaussian 
random field, with X as 

input domain i.e.

Conditionally simulate 
non-ideal part instances 

(Z|Z*,X)
Select Key points

Cloud of Points 
(CoP) from 

measurement or 
simulation

Set key points’ 
deviation (Z*)

Non-ideal part modelling (Section 2.1) Non-ideal part generation (Section 2.2)
Section 2.1.1 Section 2.1.2 Section 2.2.1 Section 2.2.2

Fig. 2: Graphical illustration of methodology

Non-ideal part modelling - Section 2.1

Non-ideal part generation- Section 2.2

Input pre-processing

CAD to Mesh
representation

of part

Part
measurement or

Physical simulation

Obtain mesh nodes deviation information

Obtain optimum model parameters that
characterize deviations..

Select Key Points

Estimate deviation of entire part

Required parts
generated?

End

Yes

No

Set key point deviations

Fig. 3: Proposed non-ideal part modelling methodology
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Section 2.1.2. In the study a zero mean function is utilised with-
out affecting the analysis [25], as part variations are nominally
assumed to vary about zero mean.

The smoothness of generated deviations and the extent to
which a given deviation propagates along a given direction (cor-
relation length [25]), is characterised by the covariance function
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conditional simulation.

Conditional simulation is performed by fixing surface nor-
mal deviations from nominal to predetermined values for prede-
termined key points, and then predicting deviations of all other
points for the rest of the part. Detailed explanation for selec-
tion and setting of deviations of key points is presented in Sec-
tion 2.2.

An illustration of a conditional simulation with two dimen-
sional input space is presented in Fig. 1. Five possible condi-
tional simulations of the 2D surface, considering the magnitude
of deviation fixed at highlighted points, is shown superimposed
in Fig. 1(a). Figure 1(b) shows the cross-section at the plane
illustrated in Fig. 1(a).

The conditional simulation follows predetermined values at
selected key points and the behaviour of the predicted surface
between the key points is dependent on the parameters of the
GRF whose optimised values are obtained for a given part as
described in Section 2.1.2.

The uncertainty of the predicted deviation between key
points is obtained as described in Section 2.2.3 and provides
an envelope within which, statistically, all generated non-ideal
part instances will lie with a given confidence. A 95% confi-
dence interval on the mean value of generated deviations for the
illustrated case is shown superimposed with the cross-sections
in Fig. 1(b).

The variation of uncertainty in predicted deviations is physi-
cally meaningful, as the shapes a part can take around the fixed
key point is limited due to geometric covariance [27] and the
possibilities increase as we move away from the key point. Ac-
cordingly, the uncertainty of prediction is low near the key point
and increases further away from it as shown in Fig. 1(b).

a) b)

Fig. 1: Conditional simulations (a) generated surfaces; (b) surface cross-
sections at shown plane with 95% confidence interval on the mean of prediction

The proposed non-ideal part modelling methodology is
schematically illustrated in Figs. 2 and 3, and has two main
components: (1) Non-ideal part modelling, and (2) Non-ideal
part generation.

2.1. Non-ideal part modelling

During the non-ideal part modelling phase, the parameters
of the GRF characterising the variation of a given part, i.e. the
mean and covariance functions, are found. The mean func-
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Fig. 4: a) Input pattern; b) Meshed part with key points

using the posterior covariance matrix (Eq. 4) to the mean values
predicted (Eq. 3) utilising the conditional simulation methodol-
ogy described in [21] which helps narrow the uncertainty by
generating more probable non-ideal parts than the random vari-
ations imparted by existing methodologies [10].

Non-ideal parts with a given probability of occurrence can
be generated by addition of deviations (scaled according to the
chosen probability using the variance of prediction) to mean
surface. Such non-ideal parts when used in assembly enable
probabilistic handling of variation propagation in manufactur-
ing processes.

V( f (X)|X,X∗, Z∗) = C(X,X) − C(X,X∗) (C(X∗,X∗)+

σ2
nI
)−1

C(X∗,X)
(4)

3. Case study

The proposed methodology is applied to automotive door
hinge reinforcement. The part geometric deviation data is ob-
tained from a single measurement of manufactured part and is
illustrated in Fig. 4(a).

Firstly, the CAD model of the part for which non-ideal rep-
resentatives are to be generated is discretised to its mesh rep-
resentation. The meshed representation of hinge reinforcement
has approximately 12000 nodes as shown in Fig. 4(b). The de-
viation at each node (Z∗) is found as described in Section 2.1.1.
The nominal position of all mesh node points in 3-dimensions
forms the input X. In the case study a Matern covariance
function with automatic relevance determination (ARD) [34]
is used, and the optimum parameters θ were found by maximis-
ing the marginal likelihood (Eq. 2), through gradient descent
utilising the routines provided in [35].

The generation of non-ideal parts as described in Section 2.2
is achieved through the manipulation of key points. The key
points are selected to form a uniform grid structure covering the
entire part, and are shown in Fig. 4b. The generated non-ideal
part follows the key point, and the deviation between two key
points mimics the original deviation pattern due the information
carried by the covariance parameters θ.

The simulation of both local and global variations for the au-
tomotive door hinge reinforcement with the moved key points

a) b) c)

mm

Fig. 5: a) Local defect at flanges; b) Local defect in the interior;
c) Global defect - bending about illustrated axis

and corresponding non-ideal part generated is shown in Fig. 5.
The key points inside the highlighted rectangles are given a de-
viation of 2 mm in the surface normal direction for the simu-
lation of local defects, where: Fig.5a illustrates defect affecting
the flanges, and Fig. 5(b) depicts a localised interior surface de-
fect. Fig. 5(c) shows bending about an axis (a global defect),
where all key points are imparted a deviation in the surface nor-
mal direction to simulate a bending of 0.2 rad about the illus-
trated axis.

The simulation of local defect is performed by moving only
a few key points, in contrast for a global defect the deviation
of all key points has to be specified depending on the type of
defect to be simulated. Compound defects with both global
and local deformations can be simultaneously simulated by su-
perimposing the key point deviations corresponding to individ-
ual defects. Similarly setting the key-point deviations to vary
according to GD&T specifications enables simulation of non-
ideal parts which conform to specific tolerance requirement.

It can be clearly seen from Fig. 5 that the longitudinal corre-
lation patterns in the input pattern (Fig. 4a) is emulated by the
generated deviations. This emulation of input correlation pat-
terns enables the generated non-ideal part representatives to be
realistic representations of manufactured part.

4. Conclusions

The non-ideal part modelling and generation methodology
developed in this paper can model and generate most common
part variations/defects that occur in sheet metals. The method-
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2.1.2. Model parameters optimisation
The covariance function parameters θ, as described in Sec-

tion 2.1, control smoothness and correlation properties of the
generated non-ideal part. The parameters are not as rigid as the
coefficients in linear or non-linear regression models, in that a
given set of covariance function parameters can give rise to a
large set of non-ideal parts.

The number of parameters (θ) depend on the type of co-
variance function and on the number of covariance functions
utilised to describe the random field. The optimum values of
parameters θ are found by maximising the likelihood given the
part deviation data, L(θ|Z∗). The deviation data is obtained as
described in Section 2.1.1. An asterisk ∗ is used to represent
known node deviations, which during modelling stage is the set
of all nodes. The method of obtaining the optimum covariance
parameters by maximizing the marginal likelihood is robust and
immune to over fitting [31]. In this study covariance function
parameters are optimised from a single instance of non-ideal
part data obtained as described in Section 3.

Finding the optimum parameters that characterise the given
part variation enables accurate reproduction of source variation,
as the behaviour of the generated non-ideal part between key
points depends on the properties of the random field charac-
terised by the parameters of the covariance function.

Traditionally, for mathematical ease of dealing with mul-
tiplications of numbers of very small magnitudes, log likeli-
hoods are used instead of likelihoods, and since logarithm is
a monotonically increasing function maximising log likelihood
is also equivalent to maximising likelihood. For a GRF the log
likelihood is given by Eq. 2 [26] where, C(θ) represents the
N×N data covariance matrix which is obtained by applying the
covariance function (for instance Eq.1) at all the mesh points
of the nominal surface, |C(θ)| is the determinant of C(θ), and
m(X∗) is the mean of the random field described in Section 2.1,
which is assumed to as zero in the study.

ln(L(θ|Z∗)) = −N
2 ln(2π) − 1

2 ln(|C(θ)|)

− 1
2 (Z∗ − m(X∗))T C(θ)−1(Z∗ − m(X∗))

(2)

2.2. Non-ideal part generation

The optimum parameters of the covariance function char-
acterising the variation of a given part, obtained as described
in Section 2.1.2, are utilised to generate non-ideal part repre-
sentatives using conditional simulation. Conditional simulation
finds various possible instances of the variation for a given devi-
ation setting of key points. The generated non-ideal part closely
resembles the source variations from which the covariance pa-
rameters were optimised, leading to realistic non-ideal part rep-
resentatives. The main steps to generate non-ideal parts are: 1)
key point selection, 2) key point deviation setting, and 3) devi-
ation prediction of the entire part. These steps are explained in
detail below.

2.2.1. Key point selection
Key points are the guiding points to generate different kinds

of variation, and are selected such that they uniformly cover the
entire surface of the part. The key points also consist of the key
characteristic points which are inspected during the assembly
process. The non-ideal part generated by conditional simula-
tion pass through the key point. Additionally, selecting surface

edges as key points and setting their deviation values enable to
overcome surface discontinuity issues, without any additional
modelling efforts.

2.2.2. Key point deviation setting
Setting up the key points’ deviation is a critical step in the

methodology enabling simulation of both global and local de-
viations depending on the number of points manipulated. For
instance, when a few points are moved as shown in Fig.5(a) and
5(b), local deformations can be simulated; and when all points
are moved as shown in Fig.5(c), a global deformation can be
simulated. Thus, the magnitude of deviation of the key points
is dependent on design intent and the variation to be simulated.

The process of setting deviations is intuitive for the designer
as a given deviation at a point on the surface of the part can be
obtained by moving the corresponding key point by the same
magnitude. Various kinds of design intents, such as sensitivity
of variation of a particular region of a part can be easily sim-
ulated by manipulating the key points in corresponding region.
The method also has the added advantage of eliminating guess-
work around the degree and order of the regression, or requiring
to limit to second order shapes.

2.2.3. Deviation prediction of the part
The non-ideal parts generated by conditional simulation take

the deviation of key points as the fixed points through which the
generated non-ideal part should pass through. The key point
deviations set in Section 2.2.2, determine the type of variation
i.e. global or local, to be simulated in non-ideal part instances.

The mean deviation of the entire part after setting the key
point deviations is generated through Gaussian Process Regres-
sion (GPR) [25]. GPR is somewhat similar to the kriging ap-
proach [32], which largely ignores probabilistic interpretation
of the model and of the individual parameters of the covariance
function [33].

The deviation of all mesh nodes of the part given a set of
key point deviation is found using Eq. 3.Here: X∗, is the K × 3
matrix of nominal key point co-ordinates where the deviation is
set; X, is the N × 3 matrix of nominal co-ordinates of all mesh
points of the part where deviation is to be calculated; Z∗, is the
K×1 vector of key point deviations; I, is an identity matrix with
size equal to the number of key points; C(X,X∗), is the N × K
covariance matrix with covariance function (Eq. 1) evaluated
between each point in X and X∗; C(X∗,X∗), is the K×K covari-
ance matrix with covariance function (Eq. 1) evaluated between
each point in X∗; σ2

n, traditionally is the nugget effect [32] or
measurement error variance [25], which in the present non-ideal
part modelling methodology is set to zero so that the generated
non ideal part instances exactly pass through the key points.
The optimum parameters of the covariance function character-
ising the variation of a given part found in Section 2.1.2 are
utilised to evaluate the covariance matrices in Eq. 3.

m( f (X)|X,X∗, Z∗) = C(X,X∗)
(
C(X∗,X∗) + σ2

nI
)−1

Z∗ (3)

The prediction of non-ideal part deviations using GPR ad-
ditionally provides the variance of predicted deviation values
(Eq. 4), thereby, enabling to determine the probabilistic bounds
on generated part instances for given key point deviations. Mul-
tiple instances of non-ideal parts for given key points’ setting
are obtained by adding correlated random variables generated
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using the posterior covariance matrix (Eq. 4) to the mean values
predicted (Eq. 3) utilising the conditional simulation methodol-
ogy described in [21] which helps narrow the uncertainty by
generating more probable non-ideal parts than the random vari-
ations imparted by existing methodologies [10].

Non-ideal parts with a given probability of occurrence can
be generated by addition of deviations (scaled according to the
chosen probability using the variance of prediction) to mean
surface. Such non-ideal parts when used in assembly enable
probabilistic handling of variation propagation in manufactur-
ing processes.

V( f (X)|X,X∗, Z∗) = C(X,X) − C(X,X∗) (C(X∗,X∗)+

σ2
nI
)−1

C(X∗,X)
(4)

3. Case study

The proposed methodology is applied to automotive door
hinge reinforcement. The part geometric deviation data is ob-
tained from a single measurement of manufactured part and is
illustrated in Fig. 4(a).

Firstly, the CAD model of the part for which non-ideal rep-
resentatives are to be generated is discretised to its mesh rep-
resentation. The meshed representation of hinge reinforcement
has approximately 12000 nodes as shown in Fig. 4(b). The de-
viation at each node (Z∗) is found as described in Section 2.1.1.
The nominal position of all mesh node points in 3-dimensions
forms the input X. In the case study a Matern covariance
function with automatic relevance determination (ARD) [34]
is used, and the optimum parameters θ were found by maximis-
ing the marginal likelihood (Eq. 2), through gradient descent
utilising the routines provided in [35].

The generation of non-ideal parts as described in Section 2.2
is achieved through the manipulation of key points. The key
points are selected to form a uniform grid structure covering the
entire part, and are shown in Fig. 4b. The generated non-ideal
part follows the key point, and the deviation between two key
points mimics the original deviation pattern due the information
carried by the covariance parameters θ.

The simulation of both local and global variations for the au-
tomotive door hinge reinforcement with the moved key points
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Fig. 5: a) Local defect at flanges; b) Local defect in the interior;
c) Global defect - bending about illustrated axis

and corresponding non-ideal part generated is shown in Fig. 5.
The key points inside the highlighted rectangles are given a de-
viation of 2 mm in the surface normal direction for the simu-
lation of local defects, where: Fig.5a illustrates defect affecting
the flanges, and Fig. 5(b) depicts a localised interior surface de-
fect. Fig. 5(c) shows bending about an axis (a global defect),
where all key points are imparted a deviation in the surface nor-
mal direction to simulate a bending of 0.2 rad about the illus-
trated axis.

The simulation of local defect is performed by moving only
a few key points, in contrast for a global defect the deviation
of all key points has to be specified depending on the type of
defect to be simulated. Compound defects with both global
and local deformations can be simultaneously simulated by su-
perimposing the key point deviations corresponding to individ-
ual defects. Similarly setting the key-point deviations to vary
according to GD&T specifications enables simulation of non-
ideal parts which conform to specific tolerance requirement.

It can be clearly seen from Fig. 5 that the longitudinal corre-
lation patterns in the input pattern (Fig. 4a) is emulated by the
generated deviations. This emulation of input correlation pat-
terns enables the generated non-ideal part representatives to be
realistic representations of manufactured part.

4. Conclusions

The non-ideal part modelling and generation methodology
developed in this paper can model and generate most common
part variations/defects that occur in sheet metals. The method-
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2.1.2. Model parameters optimisation
The covariance function parameters θ, as described in Sec-

tion 2.1, control smoothness and correlation properties of the
generated non-ideal part. The parameters are not as rigid as the
coefficients in linear or non-linear regression models, in that a
given set of covariance function parameters can give rise to a
large set of non-ideal parts.

The number of parameters (θ) depend on the type of co-
variance function and on the number of covariance functions
utilised to describe the random field. The optimum values of
parameters θ are found by maximising the likelihood given the
part deviation data, L(θ|Z∗). The deviation data is obtained as
described in Section 2.1.1. An asterisk ∗ is used to represent
known node deviations, which during modelling stage is the set
of all nodes. The method of obtaining the optimum covariance
parameters by maximizing the marginal likelihood is robust and
immune to over fitting [31]. In this study covariance function
parameters are optimised from a single instance of non-ideal
part data obtained as described in Section 3.

Finding the optimum parameters that characterise the given
part variation enables accurate reproduction of source variation,
as the behaviour of the generated non-ideal part between key
points depends on the properties of the random field charac-
terised by the parameters of the covariance function.

Traditionally, for mathematical ease of dealing with mul-
tiplications of numbers of very small magnitudes, log likeli-
hoods are used instead of likelihoods, and since logarithm is
a monotonically increasing function maximising log likelihood
is also equivalent to maximising likelihood. For a GRF the log
likelihood is given by Eq. 2 [26] where, C(θ) represents the
N×N data covariance matrix which is obtained by applying the
covariance function (for instance Eq.1) at all the mesh points
of the nominal surface, |C(θ)| is the determinant of C(θ), and
m(X∗) is the mean of the random field described in Section 2.1,
which is assumed to as zero in the study.

ln(L(θ|Z∗)) = −N
2 ln(2π) − 1

2 ln(|C(θ)|)

− 1
2 (Z∗ − m(X∗))T C(θ)−1(Z∗ − m(X∗))

(2)

2.2. Non-ideal part generation

The optimum parameters of the covariance function char-
acterising the variation of a given part, obtained as described
in Section 2.1.2, are utilised to generate non-ideal part repre-
sentatives using conditional simulation. Conditional simulation
finds various possible instances of the variation for a given devi-
ation setting of key points. The generated non-ideal part closely
resembles the source variations from which the covariance pa-
rameters were optimised, leading to realistic non-ideal part rep-
resentatives. The main steps to generate non-ideal parts are: 1)
key point selection, 2) key point deviation setting, and 3) devi-
ation prediction of the entire part. These steps are explained in
detail below.

2.2.1. Key point selection
Key points are the guiding points to generate different kinds

of variation, and are selected such that they uniformly cover the
entire surface of the part. The key points also consist of the key
characteristic points which are inspected during the assembly
process. The non-ideal part generated by conditional simula-
tion pass through the key point. Additionally, selecting surface

edges as key points and setting their deviation values enable to
overcome surface discontinuity issues, without any additional
modelling efforts.

2.2.2. Key point deviation setting
Setting up the key points’ deviation is a critical step in the

methodology enabling simulation of both global and local de-
viations depending on the number of points manipulated. For
instance, when a few points are moved as shown in Fig.5(a) and
5(b), local deformations can be simulated; and when all points
are moved as shown in Fig.5(c), a global deformation can be
simulated. Thus, the magnitude of deviation of the key points
is dependent on design intent and the variation to be simulated.

The process of setting deviations is intuitive for the designer
as a given deviation at a point on the surface of the part can be
obtained by moving the corresponding key point by the same
magnitude. Various kinds of design intents, such as sensitivity
of variation of a particular region of a part can be easily sim-
ulated by manipulating the key points in corresponding region.
The method also has the added advantage of eliminating guess-
work around the degree and order of the regression, or requiring
to limit to second order shapes.

2.2.3. Deviation prediction of the part
The non-ideal parts generated by conditional simulation take

the deviation of key points as the fixed points through which the
generated non-ideal part should pass through. The key point
deviations set in Section 2.2.2, determine the type of variation
i.e. global or local, to be simulated in non-ideal part instances.

The mean deviation of the entire part after setting the key
point deviations is generated through Gaussian Process Regres-
sion (GPR) [25]. GPR is somewhat similar to the kriging ap-
proach [32], which largely ignores probabilistic interpretation
of the model and of the individual parameters of the covariance
function [33].

The deviation of all mesh nodes of the part given a set of
key point deviation is found using Eq. 3.Here: X∗, is the K × 3
matrix of nominal key point co-ordinates where the deviation is
set; X, is the N × 3 matrix of nominal co-ordinates of all mesh
points of the part where deviation is to be calculated; Z∗, is the
K×1 vector of key point deviations; I, is an identity matrix with
size equal to the number of key points; C(X,X∗), is the N × K
covariance matrix with covariance function (Eq. 1) evaluated
between each point in X and X∗; C(X∗,X∗), is the K×K covari-
ance matrix with covariance function (Eq. 1) evaluated between
each point in X∗; σ2

n, traditionally is the nugget effect [32] or
measurement error variance [25], which in the present non-ideal
part modelling methodology is set to zero so that the generated
non ideal part instances exactly pass through the key points.
The optimum parameters of the covariance function character-
ising the variation of a given part found in Section 2.1.2 are
utilised to evaluate the covariance matrices in Eq. 3.

m( f (X)|X,X∗, Z∗) = C(X,X∗)
(
C(X∗,X∗) + σ2

nI
)−1

Z∗ (3)

The prediction of non-ideal part deviations using GPR ad-
ditionally provides the variance of predicted deviation values
(Eq. 4), thereby, enabling to determine the probabilistic bounds
on generated part instances for given key point deviations. Mul-
tiple instances of non-ideal parts for given key points’ setting
are obtained by adding correlated random variables generated
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ology requires very few parameters to be determined by hand
and the generated part form variations are similar to the source
variation in terms of covariance of generated deviations, un-
like random variations which existing methodologies generate.
The characterisation of deviation is automatically performed by
maximising the marginal likelihood, without requiring the tun-
ing of many parameters or manual parameter guessing. The
methodology is also able to model and generate non-ideal parts
from a single non-ideal part data instance.

Additionally, the methodology provides: (1) probabilistic
bounds on generated variation enabling us to deal with varia-
tion propagation in a probabilistic way, and (2) characterisa-
tion of covariance parameters enables generalizing the variation
across different parts manufactured from a given process. How-
ever, a known issue with GPR is the increase in computational
cost involved with inverting N × N matrix, where N represents
the number of known data points. As future work we aim to:
(1) develop a mapping from covariance function parameters to
the manufacturing process parameters enabling the simulation
of non-ideal part truly independent of data, either measurement
or simulation; and (2) extend the methodology to characterise
the non-ideal part variation in a batch of parts.
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