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Some results on radial symmetry in
partial differential equations

Amin Farjudian and Behrouz Emamizadeh

Abstract. In this paper we will discuss three different problems which
share the same conclusions. In the first one we revisit the well known
Faber–Krahn inequality for the principal eigenvalue of the p-Laplace
operator with zero homogeneous Dirichlet boundary conditions. Mo-
tivated by Chatelain, Choulli, and Henrot, 1996, we show in case the
equality holds in the Faber–Krahn inequality, the domain of interest
must be a ball. In the second problem we consider a generalization of
the well known torsion problem and accordingly define a quantity that
we name the p-torsional rigidity of the domain of interest. We maximize
this quantity relative to a set of domains having the same volume, and
prove that the optimal domain is a ball. The last problem is very similar
in spirit to the second one. We consider a Hamilton–Jacobi boundary
value problem, and define a quantity to be maximized relative to a set
of domains having fixed volume. Again, we prove that the optimal do-
main is a ball. The main tools in our analysis are the method of domain
derivatives, an appropriate generalized version of the Pohozaev identity,
and the classical symmetrization techniques.
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1. Introduction

This paper is devoted to three different problems which share the same
conclusions. The first one is of isoperimetric type, where we show that under
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certain constraints the domain of interest must be a ball. The remaining
two problems are of optimization types with volume constraint, and the
conclusion of both of them is that the optimal shape is a ball. We use three
main keys to reach our goals. One is the method of domain derivatives,
the other is an appropriate generalization of the Pohozaev identity, and the
last one is the symmetrization method. Let us describe each of our three
problems:

Problem 1. Consider the eigenvalue problem:

(1)

{
−∆pu = λ|u|p−2u in D

u = 0 on ∂D,

in which D ⊆ RN is a bounded domain with C1 boundary, and

∆pu := ∇ · (|∇u|p−2∇u) (p > 1),

stands for the usual p-Laplace operator. It is well known that (1) has a
sequence of eigenvalues:

0 < λp(D) := λ
(p)
1 < λ

(p)
2 ≤ λ(p)

3 ≤ · · · → ∞.
We denote the first eigenvalue (commonly referred to as the principal eigen-
value) by λp(D), which has a variational formulation:

(2) λp(D) = inf

{∫
D
|∇u|pdx : u ∈W 1,p

0 (D),

∫
D
updx = 1

}
.

The infimum in (2) is attained for a unique u which (together with the
infimum value λ) satisfies the following integral equation:∫

D
|∇u|p−2∇u · ∇v dx = λ

∫
D
|u|p−2uv dx, (∀v ∈W 1,p

0 (D)).

Moreover, u ∈ C1,α(D), and it is positive throughout D. Using a simple
symmetrization argument one can derive the Faber–Krahn inequality:

(3) λp(B) ≤ λp(D),

where B is any N -dimensional ball satisfying |B| = |D|. Henceforth, for
a measurable set E ⊆ RN , we will write |E| to denote the N -dimensional
Lebesgue measure of E. Our first main result concerns the equality in (3).

Problem 2. The second problem is related to the following boundary value
problem: {

−∆pu = 1 in D

u = 0 on ∂D.

We will introduce the p-torsional rigidity of the domain D, and pose a max-
imization problem where the admissible set comprises domains with fixed
volume. We will see that this issue can be settled using the method of do-
main derivatives. However, we will then look at a more general optimization
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problem and observe that the method of domain derivatives fails this time,
hence we apply the method of symmetrization to overcome the difficulty.

Problem 3. The last problem we will consider in this paper is related to
the following Hamilton–Jacobi system:{

K(|∇u|) = 1 in D

u = 0 on ∂D,

Similar to the second problem, we will define a quantity, which is merely
the integral of a function composed with a solution of the Hamilton–Jacobi
system (see (46) on page 252), and maximize it under the constraint that
the volume of D is fixed. Again, for this problem the method of domain
derivatives will not be applicable, hence we will have to once again use the
symmetrization techniques. However, prior to applying these techniques
we will need a Talenti type inequality which will be derived using the well
known co-area formula. Finally, we will prove that the optimal domain has
to be a ball.

2. Preliminaries and Faber–Krahn inequality

As mentioned in the introduction one of the main tools we use is the
domain derivative. In this section we review some well known facts about
the domain derivative in the context of the eigenvalue problem (1).

Let V ∈ C∞(Rn,Rn) be a smooth vector field. Let Dt denote the im-
age of D under the mapping φt(x) = x + tV (x). Note that since φt is
a diffeomorphism, for small t, we infer Dt is open and has C1 boundary.
Let ut ∈ W 1,p

0 (Dt) denote the normalized eigenfunction (i.e., ‖ut‖p = 1)
corresponding to λp(D

t). So, ut satisfies:

(4)

{
−∆pu

t = λ (ut)p−1 in Dt

ut = 0 on ∂Dt.

Next, we define

∀x ∈ D : u′(x) = lim
t→0+

ut(x)− u(x)

t

and

λ′p(D) = lim
t→0+

λp(D
t)− λp(D)

t
.

We note that both of these limits exist [Hen06]. We call u′ the domain
derivative of u in the direction of the vector field V . Similarly, λ′p is called
the domain derivative of λp with respect to V . In [Sim80] it is proved that
u′ ∈W 1,p(D) and satisfies:

(5)

{
−∇ ·W = λ′p(D)up−1 + (p− 1)λp(D)up−2u′ in D

u′ = −∂u
∂ν V · ν on ∂D,
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in which:

• ν, in the boundary condition, stands for the unit outward normal
vector on ∂D.
• W = (p− 2)|∇u|p−1∇u·∇u′

|∇u|3 ∇u+ |∇u|p−2∇u′, (also see [EZR08]).

We first derive a formula for the domain derivative of λp.

Lemma 2.1. The following formula holds:

(6) λ′p(D) = (1− p)
∫
∂D
|∇u|p(V · ν) dHN−1.

Proof. Again for simplicity we set

W = (p− 2)|∇u|p−1∇u · ∇u′

|∇u|3
∇u+ |∇u|p−2∇u′.

Multiplying the differential equation in (1) by u′ and integrating the result
over D, we obtain:

(7)

∫
D
|∇u|p−2∇u·∇u′ dx−

∫
D
∇·(u′|∇u|p−2∇u) dx = λp(D)

∫
D
up−1u′dx.

An application of the Divergence theorem to the second integral on the
left-hand side of (7) yields:

(8)

∫
D
|∇u|p−2∇u · ∇u′dx−

∫
∂D

u′|∇u|p−2(∇u · ν) dHN−1

= λp(D)

∫
D
up−1u′dx.

Using the boundary condition u′ = −∂u
∂νV · ν, and noting that ∂u

∂ν = −|∇u|,
we infer from (8) that:

(9)

∫
D
|∇u|p−2∇u ·∇u′dx+

∫
∂D
|∇u|p(V ·ν)dHN−1 = λp(D)

∫
D
up−1u′dx.

Next, we multiply the differential equation in (5) by u and integrate the
result over D:

(10)

∫
D
W · ∇u dx−

∫
D
∇ · (uW ) dx

= λ′p(D)

∫
D
updx+ (p− 1)λp(D)

∫
D
up−1u′dx.

The second integral on the left-hand side of (10) vanishes by the divergence
theorem. Note that:

(11) W · ∇u = (p− 1)|∇u|p−2∇u · ∇u′.
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From (10) and (11) we obtain:

(12) (p− 1)

∫
D
|∇u|p−2∇u · ∇u′dx

= λ′p(D)

∫
D
updx+ (p− 1)λp(D)

∫
D
up−1u′dx.

From (9) and (12) we readily deduce (6). �

The next result is a generalized version of the Pohozaev identity [DMS03].
This version of the Pohozaev identity fits the differential structure of (1) and
the regularity of its solutions.

Lemma 2.2. Let Ω ⊆ RN be a bounded domain with C1 boundary. Assume
L : R × RN → R is C1, and the function ξ → L(s, ξ) is strictly convex for
each s ∈ R. Suppose u ∈ C1(Ω) is a weak solution of the following boundary
value problem:{

−div (∇ξL(w,∇w)) +DsL(w,∇w) = 0 in Ω

w = 0 on ∂Ω.

Then∫
∂Ω

(L(0,∇u)−∇ξL(0,∇u) · ∇u) (h · ν)dHN−1

=

∫
Ω

(div h)L(u,∇u)dx−
N∑

i,j=1

∫
Ω

(DjuDihj + uDia)DξiL(u,∇u) dx

−
∫

Ω
a (∇ξL(u,∇u) · ∇u+ uDsL(u,∇u)) dx

for every a ∈ C1(Ω) and h ∈ C1(Ω;RN ).

Corollary 2.3. Let λp(D) be the principal eigenvalue of (1), and u the
unique corresponding eigenfunction. Then:

(13)
1

p

∫
∂D
|∇u|p(x · ν)dHN−1 = λp(D)

∫
D
updx.

Proof. The equation (13) easily follows from Lemma 2.2 by setting:

L(s, ξ) =
1

p
(|ξ|p + sp), h = x, a =

p(p− 1)λp(D) + 2N − p
2p

. �

We are now ready to state the main result of this section.

Theorem 2.4. If equality holds in the Faber–Krahn inequality (3), then D
is a translation of B. In particular, D must be a ball.

Remark 2.5. In [CCH96], the authors give an elementary proof of Theo-
rem 2.4 for the case p = 2. Their proof uses two key tools: one is the domain
derivative and the other the Pohozaev identity. We use the same approach
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for the general case including p 6= 2. To this end, we derive a formula for
the domain derivative of λp(D), and recall a version of the generalized Po-
hozaev identity that fits the structure of the differential operator in (1). We
should mention that one can find various versions of the generalized Po-
hozaev identity in the literature, which differ from each other depending on
the structure of the differential operator and the regularity of the solution.
In many versions they require C2 regularity of the solution for the identity
to hold, but this restriction can not be used for the p-Laplace eigenproblem
(1) when p ∈ (1, 2) as in this case the best regularity is C1,α. Luckily, there
is a version which is suitable for our case in which the regularity requirement
is merely C1(D).

Proof of Theorem 2.4. We begin by assuming λp(D̂) = λp(B). Recalling

the Faber–Krahn inequality (3), we infer D̂ is a minimizer of λp(D) relative
to A := {D ⊆ Rn : |D| = |B|}. Whence an application of the Lagrange
multiplier method yields:

(14) λ′p(D̂) = γVol′(D̂), (for any vector field V ),

where Vol(·) denotes the volume operator. For the left hand side of (14), we
can use the formula (6). The right-hand side of (14) is computed easily as
follows. First of all:

Vol(D̂t)−Vol(D̂)

t
=

1

t

(∫
D̂ t

dx−
∫
D̂
dx

)
=

1

t

(∫
D̂
| det(J)| dx−

∫
D̂
dx

)
,

in which J stands for the Jacobian of the map φt. So,

det(J) = det

(
δij + t

∂Vi
∂xj

)
,

in which δ is the Kronecker delta:

δij =

{
0 i 6= j

1 i = j.

Since det(J) = 1 + t∇ · V +O(t2), we deduce

Vol′(D̂) = lim
t→0+

Vol(D̂t)−Vol(D̂)

t
=

∫
D̂
∇ · V dx =

∫
∂D̂

V · ν dσ.

From the above, we can see that (14) can be rewritten as follows:

(15) (1− p)
∫
∂D̂
|∇u|pV · ν dσ = γ

∫
∂D̂

V · ν dσ (∀V ).

Clearly, (15) implies |∇u| = c on ∂D̂, where c is a positive constant. Note

that ∂u/∂ν = −|∇u| on ∂D̂, hence |∇u|p−2(∂u/∂ν) = −cp−1 on ∂D̂. So, by
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integration over ∂D̂ we obtain

(16)

∫
∂D̂
|∇u|p−2∂u

∂ν
dσ = −cp−1‖∂D̂‖,

where ‖∂D̂‖ denotes the surface measure of ∂D̂. An application of the
Divergence theorem to the left hand side of (16), and recalling the differential
equation satisfied by u, yields:

(17) λ

∫
D̂
up−1 dx = cp−1‖∂D̂‖,

where we have written λ instead of λp(D̂), for simplicity. On the other hand,

Corollary 2.3 coupled with the fact that |∇u| = c on ∂D̂ imply:

1

p
cpn|D̂| = λ

∫
D̂
up dx = λ,

since
∫
D̂ u

p dx = 1. Whence, pλ = cpn|D̂|, which together with (17) would
give:

(18) λ
p

p−1

(∫
D̂
up−1 dx

) p
p−1

= cp‖∂D̂‖
p

p−1 .

From (18) and pλ = cpn|D̂|, we obtain

(19) λ
1

p−1

(∫
D̂
up−1 dx

) p
p−1

= p
‖∂D̂‖

p
p−1

n|D̂|
.

It is worth noting that (19) is a generic identity satisfied for any u ∈W 1,p
0 (D̂)

such that 
−∆pu = λup−1 in D̂

u = 0 and |∇u| = c on ∂D̂∫
D̂ u

p dx = 1.

From the Pólya–Szygo inequality (see, e.g., [BZ88]), we obtain

(20) λp(D̂) = λp(B) ≤
∫
B
|∇u∗|p dx ≤

∫
D̂
|∇u|p dx = λp(D̂).

Here, u∗ denotes the Schwarz symmetrization of u (see [Kaw85]). Observe
that all inequalities in (20) must in fact be equalities. So, since

∫
B u
∗p dx =

1, we infer that u∗ is the unique eigenfunction corresponding to λp(B). Since
u∗ is radial, |∇u∗| must be constant on ∂B. Therefore, the identity (19) is
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applicable to u∗ as well, which in turn implies:

p
‖∂D̂‖

p
p−1

n|D̂|
= λp(D̂)

1
p−1

(∫
D̂
up−1 dx

) p
p−1

(21)

= λp(B)
1

p−1

(∫
B
u∗p−1 dx

) p
p−1

= p
‖∂B‖

p
p−1

n|B|
.

Since |D̂| = |B|, (21) implies ‖∂D̂‖ = ‖∂B‖. Whence, by the classical

isoperimetric inequality (see, e.g., [HLP88]), we conclude that D̂ is a trans-
lation of B. �

3. Torsional rigidity optimization

Consider:

(22)

{
−∆pu = 1 in D

u = 0 on ∂D,

where D ⊆ RN is a smooth bounded domain. When p = 2, (22) becomes
the well known Saint-Venant (torsion) problem [KM93]. By

uD ∈W 1,p
0 (D) ∩ C1,α(D)

we denote the unique solution of (22). Note that uD is positive throughout
D.

3.1. The simple case. A quantity which we call the p-torsional rigidity
of D, is introduced as follows:

Φ1(D) =

∫
D
uD dx.

We are interested in the maximization problem:

(23) sup
D∈A

Φ1(D),

in which

A = {D ⊆ RN : D is a bounded smooth domain with |D| = ε},

for some ε > 0.

Theorem 3.1. The optimization problem (23) has a unique solution B
(modulo translations), which is the ball centred at the origin with radius(

ε
ωN

)1/N
. Here ωN denotes the volume of the unit N -ball.
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Proof. We begin by showing that B is a solution of (23). To this end, let
us fix D ∈ A. We have:

(24) Φ1(D) =

∫
D
uD dx =

∫
B
u∗D dx ≤

∫
B
uBdx = Φ1(B),

where we have used the following inequality attributed to Giorgio Talenti
[Tal79]:

(25) u∗D(x) ≤ uB(x), (∀x ∈ B).

Notice that uB is the solution of (22) with D replaced by B. From (24) we
infer that B is a solution of (23), as desired.

We now address the uniqueness. Let us suppose D̂ ∈ A is a solution of
(23). To simplify notation we set û = uD̂. So û satisfies:

(26)

{
−∆pû = 1 in D̂

û = 0 on ∂D̂.

We use the method of domain derivatives. Fix a vector field

V ∈ C2(RN ,RN ).

As in Section 2, û′ denotes the domain derivative of û in the direction of V .
Similar to (5), we derive:

(27)

{
∇ ·
(

(p− 2)|∇û|p−1∇û·∇û′
|∇û|3 ∇û+ |∇û|p−2∇û′

)
= 0 in D̂

û′ = −∂û
∂ν V · ν on ∂D̂.

Multiplying the differential equation in (26) by û′, integrating the result over

D̂, and finally applying the Divergence theorem, yields:∫
D̂
û′ dx = −

∫
D̂
û′∆pû dx(28)

=

∫
D̂
|∇û|p−2∇û · ∇û′ dx−

∫
∂D̂

û′ |∇û|p−2∂û

∂ν
dHN−1

=

∫
D̂
|∇û|p−2∇û · ∇û′ dx+

∫
∂D̂
|∇û|p (V · ν) dHN−1.

Let us now set:

W := (p− 2)|∇û|p−1∇û · ∇û′

|∇û|3
∇û+ |∇û|p−2∇û′.

Hence, the boundary value problem (27) reduces to:

(29)

{
∇ ·W = 0 in D̂

û′ = −∂û
∂ν (V · ν) on ∂D̂.

Multiplying the differential equation in (29) by û, integrating the result over

D̂, and applying the Divergence theorem yields:

(30)

∫
D̂
|∇û|p−2∇û · ∇û′ dx = 0.
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The combination of (28) and (30) leads to:

(31)

∫
D̂
û′ dx =

∫
∂D̂
|∇û|p (V · ν) dHN−1.

The left-hand side of (31) is precisely the domain derivative of Φ1 at D̂ in

the direction of V which we denote by ∂Φ1
∂V (D̂). So, we have

(32)
∂Φ1

∂V
(D̂) =

∫
∂D̂
|∇û|p (V · ν) dHN−1.

Recall that D̂ is assumed to be a solution of (23), hence we can apply the La-
grange multiplier method to deduce existence of a constant C, independent
of V , such that

(33)
∂Φ1

∂V
(D̂) = C

∂Vol

∂V
(D̂),

where “Vol” stands for the volume operator. By using the Hadamard for-
mula:

(34)
∂Vol

∂V
(D̂) =

∫
∂D̂

V · ν dHN−1,

From (32), (33), and (34) we obtain:

(35)

∫
∂D̂
|∇û|p−2V · ν dσ = C

∫
∂D̂

V · ν dHN−1.

Since (35) holds for every vector field V , we deduce

(36) |∇û| = C1/(p−2) on ∂D̂.

By joining (36) to (26), we derive the system

(37)


−∆pû = 1 in D̂

û = 0 on ∂D̂

|∇û| = C1/(p−2) on ∂D̂.

This system is an overdetermined problem that has been investigated in
[GL89], where the authors prove (37) is solvable if and only if D is a ball.
This completes the proof of the theorem. �

3.2. A generalization. The main result of this subsection is again related
to the boundary value problem (22).

Let F ∈ C[0,∞) be C1 over(0,∞) and assume that is satisfies F ′ ≥ a > 0
on (0,∞). Consider the quantity:

Φ2(D) =

∫
D
F (uD) dx,

where uD is the unique solution of (22). We are interested in the following
maximization problem:

(38) sup
D∈A

Φ2(D),
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where A = {D ⊆ RN : D is a bounded smooth domain with |D| = ε}. Our
main result in this subsection is as follows:

Theorem 3.2. The conclusion of Theorem 3.1 still holds for the maximiza-
tion (38).

It turns out that the method of domain derivatives is not applicable in the
present situation. In fact, this method could only be applicable if F were an
affine function, a case which we have no interest in since it will essentially
be a replica of the case considered in the previous subsection. To overcome
this difficulty we use the method of rearrangements. Let us first recall the
following result:

Lemma 3.3 ([BZ88]). Let V ∈ W 1,p
0 (RN ) be non-negative with compact

support, and let M := ess sup V (which may be infinity). Then:

(i) The following inequality holds:

(39)

∫
RN

|∇V |pdx ≥
∫
RN

|∇V ∗|pdx.

(ii) If equality holds in (39), then for all 0 ≤ α < M , the set V −1(α,∞)
is a translation of the ball V ∗−1(α,∞).

Proof of Theorem 3.2. Proving that B is a solution of (38) is easy. In-
deed,

Φ2(D) =

∫
D
F (uD) dx(40)

=

∫
B
F (u∗D) dx ≤

∫
B
F (uB) dx

= Φ2(B), (∀D ∈ A),

where we have used the monotonicity of F and Talenti’s inequality (25).
Thus, B is a solution of (38), as desired.

Now, we address the question of uniqueness. To this end, suppose D ∈ A
is a solution of (38). Whence, the inequality in (40) would in fact be equality
for the optimal solution D. Thus,

(41)

∫
B

(F (uB)− F (u∗D)) dx = 0.

Since ∀x ∈ B : F (uB(x))−F (u∗D(x)) = F ′(c(x)) (uB(x)− u∗D(x)), from (41)
we obtain:

(42)

∫
B
F ′(c(x)) (uB(x)− u∗D(x)) dx = 0.

Recalling F ′ ≥ a > 0, from (42), we get:

(43) a

∫
B

(uB − u∗D) dx ≤ 0.
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On the other hand, u∗D ≤ uB, so (43) implies uB = u∗D, throughout B. Note
that:

(44) |D| =
∫
D
|∇uD|pdx ≥

∫
B
|∇u∗D|pdx =

∫
B
|∇uB|pdx = |B|,

where we have used (39). Since |D| = |B|, the inequality in (44) is in fact
equality. So, in particular we obtain:

∫
D |∇uD|

pdx =
∫
B |∇u

∗
D|pdx. Whence,

by Lemma 3.3, we deduce D = u−1
D (0,∞) is a translation of u∗D

−1(0,∞) =
B. Hence, D is a ball, as desired. �

4. An optimization related to Hamilton–Jacobi problems

In this section we consider an optimization problem in the same spirit as
the one considered in the previous section. This new optimization is related
to the following Hamilton–Jacobi problem:

(45)

{
K(|∇u|) = 1 in D

u = 0 on ∂D,

where K : R → R is a strictly increasing function. From [GN84] we know
that (45) has a solution u ∈ W 1,∞(D) ∩ C(D) but it may not be unique.
Henceforth, by a solution of (45) we understand a non-negative solution,
which always exists simply because of the identity K( |∇|u| |) = K(|∇u|).
Next, we define the quantity:

(46) Φ3(D) =

∫
D
F (uD) dx,

where uD is a solution of (45), and F is the same function as the one in
the previous section. The optimization problem we are interested in is the
following:

(47) sup
D∈A

Φ3(D),

in which A is the same as the set in the previous section. Our main result
in this section is:

Theorem 4.1. The maximization problem (47) has the unique solution B
(modulo translations), which is the ball centred at the origin with radius(

ε
ωN

) 1
N

.

We are going to apply the rearrangement methods to prove Theorem 4.1.
But first we need to derive a Talenti type inequality that fits our new cir-
cumstances.

Lemma 4.2. Suppose uD is a solution of (45). Then:

(48) u∗D(x) ≤ uB(x), x ∈ B.
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Proof. Recall the distribution function of u ≡ uD:

λu(t) = |{x ∈ D : u(x) ≥ t}|.
Then:

(49) λu(t) =
1

K−1(1)

∫
u≥t
|∇u| dx =

1

K−1(1)

∫ M

t

(∫
u=τ

dHN−1

)
dτ,

by the co-area formula (see, e.g., [Mor09]). From (49), we readily obtain:

(50) − λ′u(t) =
1

K−1(1)
‖ ∂{u ≥ t} ‖ ≥ 1

K−1(1)
Nω

1
N
N λ

1− 1
N

u (t)

where we have used the isoperimetric inequality. From (50), after integrating
from 0 to t, we obtain:

t ≤ K−1(1)

NωN 1/N

∫ t

0

−λ′u(s)

λ
1−1/N
u (s)

ds(51)

=
K−1(1)

NωN 1/N

∫ |D|
λu(t)

dτ

τ1−1/N

= K−1(1)

(
R−

(
λu(t)

ωN

) 1
N

)
.

Finally, by substituting t = u∗(x) in (51), noting that λu(u∗(x)) = ωN |x|N ,
we infer:

u∗(x) ≤ K−1(1) (R− |x|) ≡ uB(x), x ∈ B,
as desired. �

We are now ready to prove Theorem 4.1.

Proof of Theorem 4.1. We have:

(52) Φ3(D) =

∫
D
F (uD)dx =

∫
B
F (u∗D)dx ≤

∫
B
F (uB)dx

= Φ3(B), ∀D ∈ A.

So, B is a solution of (47). Note that in (52), we have used Lemma 4.2, and
the monotonicity of F .

To prove uniqueness, we assume D ∈ A is a solution of (47). Similar to
the argument in the previous section, we deduce u∗D = uB. Therefore:

|D| = 1

(K−1(1))p

∫
D
|∇uD|p dx(53)

≥ 1

(K−1(1))p

∫
B
|∇u∗D|p dx

=
1

(K−1(1))p

∫
B
|∇uB|pdx

= |B|.
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Since |D| = |B|, we see that the inequality in (53) is in fact equality. So, in
particular, we obtain: ∫

D
|∇uD|pdx =

∫
B
|∇u∗D|pdx.

Whence, from Lemma 3.3, we see that D = u−1(0,∞) must be a translation
of B = u−1

B (0,∞). This completes the proof of the theorem. �
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