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ABSTRACT. In this paper, we consider a new class of implicit complementarity problem and study the existence of its solution. An iterative algorithm is also given to find the approximate solution of the new problem and prove that this approximate solution converges to the exact solution. Several special cases are also discussed.
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## 1. INTRODUCTION.

Due to the applications in areas such as, Optimization Theory, Engineering, Structural Mechanics, Elasticity, Lubrication Theory, Economics, Variational Calculus, Equilibrium Theory on Networks, Stochastic Optimal Control etc., the complementarity problem is one of the interesting and important problems which was introduced by G.E. Lemke in 1964, but Cottle [1] and Cottle and Dantzig [2] formally defined the linear complementarity problem and called it the fundamental problem. In recent years, it has been generalized and extended to many different directions. The implicit complementarity problem which is one of the generalizations of complementarity problem, was imposed by some special problems in Stochastic Optimal Control and it was oonsidered by Bensoussan, Goursat and Lions [3], Bensoussan and Lions [4, 5, 6], Dolcetta and Mosco [7], Isac [8, 9, 10] and Mosco [11]. In 1987, M.A. Noor [12] considered and studied an important and useful generalization of complementarity problem which is called mildly nonlinear complementarity problem.

The recent research carried out in this field motivated us to introduce and study a new class of complementarity problem which includes implicit complementarity problem and mildly nonlinear complementarity problem as special cases. By using the technique of Isac [9] we prove an existence theorem. An algorithm is also given to find the approximate solution of the new complementarity problem and prove that this approximate solution converges to the exact solution.

## 2, FORMULATION AND BASIC RESULTS.

Let H be a Hilbert space with norm and inner product denoted by $\|$.$\| and <.,.>,$ respectively and $K$ be a closed convex Cone of $H$. If $T$ and $A$ are nonlinear operators from $H$ into itself then the mildly nonlinear complementarity problem (M.N.C.P.) which is introduced and studied by Noor [12], is to find $u \in K$ such that

$$
\begin{equation*}
\left.T(x)+A(x) \varepsilon K^{*} \text { and } x, T(x)+A(x)\right\rangle=0, \tag{2.1}
\end{equation*}
$$

where we denote $K^{*}$ the polar cone of $K$, that is, $K^{*}=\{x \in K /\langle x, y\rangle \geq 0$ for all $y \in K\}$.

If $D \subset H$ is a subset of $H$ and $G: D \rightarrow H$ then the implicit complementarity problem (I.C.P.) is to find $x \in D$ such that

$$
\left\lvert\, \begin{align*}
& G(x) \varepsilon K, T(x) \in K^{*} \text { and }  \tag{2.2}\\
& \langle G(x), T(x)>=0
\end{align*}\right.
$$

Now we consider a more general form of complementarity problem for which (M.N.C.P) and (I.C.P.) are special cases.

$$
\text { (S.N.I.C.P.) } \quad \left\lvert\, \begin{align*}
& \text { Find } x \in D \text { such that }  \tag{2.3}\\
& G(x) \in K, T(x)+A(x) \in K^{*} \text { and } \\
& G(x), T(x)+A(x)>=0
\end{align*}\right.
$$

We shall call it strongly nonlinear implicit complementarity problem (S.N.I.C.P.).
We recall that if $P_{K}$ denotes the projection of $H$ onto $K$, that is, for every $x \in H, P_{K}(x)$ is the unique element satisfying:

$$
\begin{equation*}
\left|\left|x-P_{K}(x)\right|\right|=\min _{y \in K}| | x-y| | \tag{2.4}
\end{equation*}
$$

then we have the following result.
PROPOSITION 2.1 [13]. For every element $x \in H, P_{K}(x)$ is characterised by the following properties:
(i) $\left.<P_{K}(x)-x, y\right\rangle \geq 0$, for all $y \in K$,
(ii) $<P_{K}(x)-x, P_{K}(x)>=0$.

DEFINITION 2.1 [9]: Given a subset $D \subset H$, we consider the mapoings $F, G: D \rightarrow H$; $\phi, \Psi: R_{+} \rightarrow R_{+}$and we say that:
(a) $F$ is a $\phi$-Lipschitz mapping with respect to $G$ if

$$
||F(x)-F(y)|| \leq||G(x)-G(y)|| \phi(| | G(x)-G(y) \mid)_{i}
$$

for all $x, y \in D$,
(b) F is a $\Psi$-strongly monotene mapping with respect to $G$ if

$$
\langle F(x)-F(y), G(x)-G(y)\rangle \geq||G(x)-G(y)||^{2} \Psi(| | G(x)-G(y)| |):
$$

for all $x, y \in D$.
If in Definition 2.1, $G(x)=x$, for all $x \in D$ then we say that $F$ is a $\phi$-Lipschitz mapping (respectively, $F$ is a $\Psi$-strongly monotone mapping).

Obviously, if $\phi$ and $\Psi$ are strictly positive constants, we obtain from Definition $2.1(a)$ (respectively (b)) that $F$ is a Lipschitz continuous (respectively, strongly monotone) mapping.

DEFINITION 2.2 [14]: A metric space ( $x, 0$ ) is said to be metrically convex, if for each $x, y \in x,(x \neq y)$ there is a $z \neq x, y$ for which $\rho(x, y)=\rho(x, z)+\rho(z, y)$.

We denote, $P=\{\rho(x, y) / x, y \in x\}$.
THEOREM 2.1 [14]: Let ( $X, 0$ ) be a complete metrically convex metric space. If for the mapping $F: X \rightarrow X$ there is a mapping $\phi: P \rightarrow R_{+}$satisfying,

1. $\rho(F(x), F(y)) \leq \phi(\rho(X, y))$, for all $x, y \in X$,
2. $\phi(t)<t$, for all $t \in \bar{P} \backslash\{0\}$,
then $F$ has a unique fixed point $X_{0}$ and $T(x) \rightarrow x_{0}$ for each $x \varepsilon X$.
3. EXISTENCE THEORY

THEOREM 3.1. Assume that
(i) $T$ is $\phi$-Lipschitz mapping with respect to $G$;
(ii) $T$ is $\psi$-strongly monotone mapping with respect to $G$;
(iii) A is $V$-Lipschitz mapping with respect to $G$;
(iv) $K \subset G(D)$;
(v) there exists a real number $\xi>0$ such that,

$$
\xi \phi^{2}(t)-\frac{v^{2}(t)}{\xi}+\frac{2 v(t)}{\xi}<2 \Psi(t)<\frac{1}{\xi}+\xi \phi^{2}(t)
$$

for all $t \in R_{+}$.
Then the strongly nonlinear implicit complementarity problem has a solution.
Moreover, if $G$ is one-to-one, then the problem (S.N.I.C.P.) has a unique solution.

PROOF. We consider the mappings $p$ and $q: K \rightarrow H$ (which are not unique) defined by

$$
\left\{\begin{array}{l}
p(u)=T(x) \text { and } q(u)=A(x) \\
\text { where } x \in G^{-1}(u)=\{x \in D / G(x)=u\} \\
\text { and } u \in K .
\end{array}\right.
$$

From this definition, we observe that $p$ and $q$ have the following properties:
(vi) $\quad||p(u)-p(v) \| \leq||u-v|| \phi(| | u-v| |)$.
for all $u, v \in K$
(vii)

$$
\langle p(u)-p(v), u-v\rangle \geq| | u-v \|^{2} \Psi(\|u-v\|)
$$

$$
\text { for all } u, v \varepsilon K
$$

(viii) $||q(u)-q(v)\|\leq\| u-v|| \nu(||u-v||)$
for all $u, v \in K, v: R_{+} \rightarrow R_{+}$.
Now, we conclude that the S.N.I.C.P. is equivalent to the M.N.C.P.

$$
\begin{array}{l|l}
\text { (M.N.C.P.) } & \begin{array}{l}
\text { Find } u \varepsilon K \quad \text { such that } \\
p(u)+q(u) \varepsilon K^{*} \text { and }\langle u, p(u)+q(u)\rangle=0
\end{array} \tag{3.1}
\end{array}
$$

By Proposition 2.1, it is easy to prove that the S.N.C.P. has a solution if and only if the mapping $F: K \rightarrow K$ defined by

$$
F(u)=P_{K}(u-\xi(p(u)+q(u))
$$

for all $u \in K$,
has a fixed point (where $\xi$ is the real number used in assumption (V)).
We, now will show that $T$ has a fixed point.

$$
\begin{aligned}
\|F(u)-F(v)\| & =\left\|p_{K}(u-\xi(p(u)+q(u)))-p_{K}(v-\xi(p(v)+q(v)))\right\| \\
& \leq\|u-\xi(p(u)+q(u))-v+\xi(p(v)+q(v))\| \\
& \leq\|u-v-\xi(p(u)-p(v))\|+\xi\|q(u)-q(v)\| .
\end{aligned}
$$

Since $P_{K}$ is nonexpansive [15].
By (vi), (vii) and (viii), we obtain

$$
\left.\|u-v-\xi(p(u)-p(v))\| \leq\|u-v\| \mid 1-2 \xi \Psi(\| u-v| |)+\xi^{2} \phi^{2}(\|u-v \mid\|)\right]^{\frac{1}{2}}
$$

and

$$
\|q(u)-q(v)\| \leq\|u-v\| v(\|u-v\|)
$$

Therefore,

$$
\|F(u)-F(v)\| \leq||u-v||\left[\left\{1-2 \xi \Psi(| | u-v| |)+\xi^{2} \phi^{2}(\| u-v| |)\right\}^{\frac{1}{2}}+v(| | u-v| |)\right]
$$

If we denote

$$
\phi(t)=t\left[\left\{1-2 \xi \Psi(t)+\xi^{2} \phi^{2}(t)\right\}^{\frac{1}{2}}+v(t)\right]
$$

for all $t \varepsilon R_{+}$,
we observe, by assumption (v) and the fact that a Hilbert space is a complete metrically convex metric space, that all assumptions of Theorem 2.1 are satisfied. ( $\overline{\mathrm{P}}=\mathrm{R}_{+}$). Hence $F$ has a unique fixed point $u_{0}$ and $F^{n}(u) \rightarrow u_{0}$, for every $u \varepsilon K$.
Obviously, if $G$ is one-to-one mapping then S.N.I.C.P. has a unique solution.
COROLLARY 3.1. Assume that
(i) $T$ is $\phi$-Lipschitz and $\psi$-strongly monotone:
(ii) A is $V$-Lipschitz mapping;
(iii) there exists a real number $\xi>0$ such that

$$
\xi \phi^{2}(t)-\frac{v^{2}(t)}{\xi}+\frac{2 v(t)}{\xi}<-2 \Psi(t)<\frac{1}{\xi}+\xi \phi^{2}(t)
$$

Then the M.N.C.P. (2.1) has a unique solution.
COROLLARY 3.2. Assume that
(i) $T$ is $\Psi$-strongly monotone mapping with respect to $G$;
(ii) $G$ is an expansive mapping, that is, there exists $\lambda \geq 1$ such that $\|G(x)-G(y)\| \geq \lambda| | x-y \|$, for all $x, y \in D_{\text {: }}$
(iii) $|\mid T(x)-T(y)\|\leq\| x-y \| \phi(\|G(x)-G(y)\|)$. for all $x, y \in D_{\text {: }}$
(iv) $\|A(x)-A(y)\| \leq\|x-y\| \nu(\|G(x)-G(y)\|)$, for all $x, y \in D_{i}$
(v) there exists a real number $\xi>0$ such that, $\xi \phi^{2}(t)-\frac{v^{2}(t)}{\xi}+\frac{2 v(t)}{\xi}<2 \Psi(t)<\frac{1}{\xi}+\xi \phi^{2}(t)$ for all $t \in R_{+}$.

Then the S.N.I.C.P. has a unique solution.
REMRRK 3.1. If $A=0$ then Theorem 3.1, Corollary 3.1 and Corollary 3.2 reduce to Theorem 2, Corollary 2 and Corollary 4, respectively, Isac [9].
4. ALGORITHM

In this section we give an iterative algorithm for finding the approximate solution of the S.N.I.C.P. and prove that the approximate solution converges to the exact solution. For this, we need the following result.

LEMMA 4.1. If $K$ is a convex cone in $H, x \in H$ is a solution of the S.N.I.C.P. if
and only if it satisfies the relation
where

$$
\begin{gather*}
x=F(x), \\
F(x)=x-G(x)+P_{K}[G(x)-\xi(T(x)+A(x))], \tag{4.1}
\end{gather*}
$$

and $\xi>0$ is a constant.
PROOF. If follows directly from Proposition 2.1.
In view of this lemma, we suggest the following new unified algorithm for finding the approximate solution of the S.N.I.C.P.

ALGORITHM 4.1. For any given $x_{0} \varepsilon H$, compute $x_{n+1}$ by the iterative scheme

$$
\begin{equation*}
x_{n+1}=x_{n}-G\left(x_{n}\right)+P_{K}\left[G\left(x_{n}\right)-\xi\left(T\left(x_{n}\right)+A\left(x_{n}\right)\right)\right], \tag{4.2}
\end{equation*}
$$

$\mathrm{n}=0,1,2, \ldots$
where $\xi>0$ is a constant.
In order to discuss the convergence properties of the Algorithm 4.1, we need the following concepts.

DEFINITION 4.1. An operator $\mathrm{T}: \mathrm{K} \rightarrow \mathrm{H}$ is called:
(i) Coercive if there exists a constant $\alpha>0$ such that

$$
\langle T(x), x\rangle \geq \alpha\|x\|^{2},
$$

for all $\times \boldsymbol{\varepsilon}$;
(ii) Continuous (bounded), if there is a constant $\beta>0$ such that

$$
<T(x), y>\leq \beta\|x\|\|y\|,
$$

for all $x, y \in K$.
THEOREM 4.1. Let $T$ and $G$ be both Coercive and Continuous with coercivity constant $\alpha, \delta$ and continuity constants $\beta, \sigma$ respectively, and let $A$ be a Lipschitz continuous with constant $\mu$. If $x_{n+1}$ and $x$ are solutions of (4.2) and (2.3), respectively, then

$$
x_{n+1} \text { converges strongly to } x \text { in } H,
$$

for

$$
\begin{aligned}
& \left|\xi-\frac{\alpha+\mu(k-1)}{\beta^{2}-\mu^{2}}\right|<\frac{\sqrt{(\alpha+\mu(k-1))^{2}-\left(\beta^{2}-\mu^{2}\right) k(2-k)}}{\beta^{2}-\mu^{2}} \\
& \alpha>\mu(1-k)+\sqrt{\left(\beta^{2}-\mu^{2}\right) k(2-k)}, \beta^{2}-\mu^{2}>0 \text { and } \mu(1-k)<\alpha \\
& k=2 \sqrt{\left(1-2 \delta+\sigma^{2}\right)}<1
\end{aligned}
$$

PROOF. By Lemma 4.1, we see that the solution of the S.N.I.C.P. can be characterized by (4.1). Hence from (4.1) and (4.2), we have

$$
\begin{aligned}
\left\|x_{n+1}-x\right\| & =\left\|x_{n}-G\left(x_{n}\right)+P_{K}\left[G\left(x_{n}\right)-\xi\left(T\left(x_{n}\right)+A\left(x_{n}\right)\right)\right]-x+G(x)-P{ }_{K}[G(x)-\xi(T(x)+A(x))]\right\| \\
& \leq\left\|x_{n}-x-\left(G\left(x_{n}\right)-G(x)\right)\right\|+\left\|G\left(x_{n}\right)-\xi\left(T\left(x_{n}\right)+A\left(x_{n}\right)\right)-G(x)+\xi(T(x)+A(x))\right\| .
\end{aligned}
$$

Since $P_{K}$ is nonexpansive.

$$
\begin{equation*}
\left.\leq 2| | x_{n} x-\left(G\left(x_{n}\right)-G(x)\right)| |+\left|\left|x_{n}-x-\xi\left(T\left(x_{n}\right)-T(x)\right) \|+\xi\right|\right| A\left(x_{n}\right)-A(x)\right) \| \tag{4.3}
\end{equation*}
$$

By using the method of Noor [12] and, coercivity and continuity of $T$ and $G$, we get

$$
\begin{equation*}
\left\|x_{n}-x-\left(G\left(x_{n}\right)-G(x)\right)\right\| \leq \sqrt{\left(1-2 \delta+\sigma^{2}\right)} \| x_{n}-x| | \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x_{n}-x-\xi\left(T\left(x_{n}\right)-T(x)\right)\right\| \leq \sqrt{\left(1-2 \alpha \xi+\beta^{2} \xi^{2}\right)}\left\|x_{n}-x\right\| \tag{4.5}
\end{equation*}
$$

Therefore, from (4.3), (4.4) and (4.5) and by using the Lipschitz continuity of $A$, we have

$$
\begin{aligned}
& \left\|x_{n+1}-x\right\| \leq\left\{2 \sqrt{\left(1-2 \delta+\sigma^{2}\right)}+\sqrt{\left(1-2 \alpha \xi+\beta^{2} \xi^{2}\right)}+\mu \xi\right]\left\|x_{n}-x\right\| \\
= & \{\mu \xi+k+t(\xi)\}\left\|x_{n}-x\right\|, \text { where } k=2 \sqrt{\left(1-2 \delta+\sigma^{2}\right)} \quad \text { is a constant and } \\
t(\xi)= & \sqrt{\left(1-2 \alpha \xi+\beta^{2} \xi^{2}\right)} \\
& \left\|x_{n+1}-x\right\|=\theta\left\|x_{n-x}\right\|, \text { where } \theta=k+t(\xi)+\mu \xi
\end{aligned}
$$

Now we have to show that $\theta<1$. For this, we assume that the minimum value of $t(\xi)$ at $\bar{\xi}=\frac{\alpha}{\beta^{2}}$ with $t(\bar{\xi})=\sqrt{\left(1-\frac{\alpha^{2}}{\beta^{2}}\right.}$. For $\xi=\bar{\xi}, k+t(\bar{\xi})+\mu \xi<1$ implies that $k<1$ and

$$
\alpha>\mu(1-k)+\sqrt{\left(\beta^{2}-\mu^{2}\right) k(2-k)}
$$

Thus, it follow that $\theta=k+t(\xi)+\mu \xi<1$ for all $\xi$ with

$$
\begin{aligned}
& \left|\xi-\frac{\alpha+\mu(k-1)}{\beta^{2}-\mu^{2}}\right|<\frac{\sqrt{(\alpha+\mu(k-1))^{2}-\left(\beta^{2}-\mu^{2}\right) k(2-k)}}{\beta^{2}-\mu^{2}} \\
& k<1, \beta^{2}-\mu^{2}>0, \\
& \alpha>\mu(1-k)+\sqrt{\left(\beta^{2}-\mu^{2}\right) k(2-k)} \text { and } \mu(1-k)<\alpha .
\end{aligned}
$$

Since $\theta<1$, the fixed point problem (4.1) has a unique solution $x$ and consequently the Picard iterates $x_{n+1}$ converges to $x$ strongly in $H$.

REMARK 4.1. (i) If the nonlinear operator $A$ is independent of $x$, that is, $A(x)=0$, then Algorithm 4.1 reduces to Algorithm 3.1 [16].
(ii) If $G$ is the identity operator, that is, $G(x)=x$, then Algorithm 4.1 reduces to Algorithm 2.1 [12].
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