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#### Abstract

This paper proposes a multiobjective portfolio selection problem with most probable random distribution derived from current market data and other random distributions of boom and recession under the risk-controlled parameters determined by an investor. The current market data and information include not only historical data but also interpretations of economists' oral and linguistic information, and hence, the boom and recession are often caused by these nonnumeric data. Therefore, investors need to consider several situations from most probable condition to boom and recession and to avoid the risk less than the target return in each situation. Furthermore, it is generally difficult to set random distributions of these cases exactly. Therefore, a robust-based approach for portfolio selection problems using the only mean values and variances of securities is proposed as a multiobjective programming problem. In addition, an exact algorithm is developed to obtain an explicit optimal portfolio using a principle of compromise.


## 1. Introduction

Portfolio selection problem has been important in applied finance and investment science to obtain the optimal asset allocation among securities since Markowitz proposed mean variance model (Markowitz [1]). Many portfolio models based on mathematical programming were developed after mean variance model, for instance, mean-absolute-deviation model (Konno et al. [2, 3]), semivariance model (Bawa and Lindenberg [4]), safety-first model (Elton and Gruber [5]), value-at-risk (VaR), and conditional value-at-risk (cVaR) model (Rockafellar and Uryasev [6]).

Standard portfolio models were formulated as stochastic programming problem with random future returns. On the other hand, current market data is often imperfect and ambiguous, and the investor also interprets economist's oral and linguistic information subjectively. Therefore, it is almost impossible to determine random distributions of future returns. As a nonprobabilistic approach, many researchers proposed fuzzy-based portfolio selection problems using the fuzzy theory (Bilbao-Terol et al. [7], Carlsson et al. [8], Duan and Stahlecker [9], Huang [10, 11], Inuiguchi and Tanino [12],

Tanaka et al. [13, 14], and Watada [15]). Furthermore, some researchers proposed portfolio models with both randomness and fuzziness, for instance, fuzzy random portfolio selection problems (Katagiri et al. [16]) and random fuzzy portfolio selection problems (Hasuike et al. [17], Huang [18]). Hasuike and Ishii [19] proposed a portfolio model with some possibility of the expected returns. In this model, they assumed that current market data and information included not only historical data but also interpretations of economists' oral and linguistic information, and the boom and recession are often caused by these nonnumeric data. Thus, it is important to set future returns considering most probable random distribution derived from current market data and other random distributions of boom and recession, and hence, we formulate a multiobjective portfolio selection problem with several possible future returns.

As another portfolio model under uncertainty, some researchers recently deal with an uncertainty set of future returns, which is generally formulated as box or ellipsoidal sets, not assuming certain random distributions and membership functions, and robust portfolio selection problems with the uncertainty set have been actively studied. It is
important for investors to avoid the conceivable worst case and to decide on an optimal investment strategy using the robust approach (e.g., Goldfarb and Iyengar [20], Gregory et al. [21], Liesiö et al. [22], and Lobo [23]). Robust optimization problems have become an active research area in mathematical programming, leading to various studies of solution algorithms (e.g., Ben-Tal and Nemirovski [24, 25]). However, investor must exactly determine the explicit uncertainty set of future returns in order to obtain an optimal portfolio in mathematical programming. The idea of robustness is useful and important to avoid the conceivable worst case of total return loss in risk management. In addition, investors can easily obtain the mean values and variances of securities to collect current numerical market data and undertake the statistical analysis. Hasuike and Katagiri [26] proposed an interactive and theoretical approach for robust portfolio selection problem. In this paper, we also apply the idea of robustness using the mean values and variances of securities to a multiobjective portfolio selection problem considering several situations.

This paper is organized as follows. In Section 2, we introduce mathematical formulation of existing robust portfolio selection problems concept. In Section 3, we propose a multiobjective portfolio selection problem using the robustbased portfolio model shown in Section 2. It is hard to solve this proposed problem directly since a complete optimal solution that simultaneously optimizes all of the multiobjective functions does not always exist. Therefore, we adopt a principle of compromise considering the shortest distance from positive ideal values, called Minkowski's $L p$-metric, in order to solve the proposed problem in mathematical programming. In addition, we develop an exact algorithm to obtain an explicit optimal portfolio of the proposed problem. In Section 4, we conclude this paper.

## 2. Mathematical Formulation of a Robust-Based Portfolio Selection Problem

A simple objective of portfolio selection problems is generally maximizing the total profit to decide an asset allocation rate of each security. The mathematical formulation is introduced as follows:

$$
\begin{array}{ll}
\text { Maximize } & \mathbf{r}^{t} \mathbf{x} \\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0} \tag{1}
\end{array}
$$

where the notation means as follows: $\mathbf{r}$ is the future return column vector of securities, $\mathbf{r} \in \mathbf{R}^{n}, \mathbf{x}$ is the portfolio rate column vector of securities, $\mathbf{x} \in \mathbf{R}^{n}$, and $n$ is the total number of securities.

It is generally impossible to determine future returns as constant values in the real market, due to difficulty of return forecast derived from economic fluctuations. Furthermore, in standard academic portfolio models, the normal distribution is assumed as the random distribution of each future return. However, it is difficult to set the specific random distribution exactly in the real market. On the other hand, investors can collect historical data of each security in the current market and calculate the mean value and variance statistically. Therefore, we need to develop a portfolio model using only mean
values and variances of securities without assuming the specific random distributions.

Furthermore, most investors also tend to avoid some risks such as loss of the total return holding certain level. Particularly, it is important to do the risk-averse decision due to the high possibility of loss under uncertainty of future returns. Therefore, in risk management to avoid a greater loss of the total return as much as possible, we apply a robust programming approach to the proposed portfolio model.
2.1. Uncertainty Sets. A general ellipsoidal uncertainty set of future returns $U_{r}$ is given as the following constraint:

$$
\begin{equation*}
U_{r}=\{\mathbf{r} \mid \mathbf{r}=\overline{\mathbf{r}}+\mathbf{Q} \mathbf{w},\|\mathbf{w}\| \leq d\}, \quad\left(\|\mathbf{w}\|=\sqrt{\sum_{j=1}^{n} w_{j}^{2}}\right) \tag{2}
\end{equation*}
$$

where $\overline{\mathbf{r}}$ is the column vector of center values for $\mathbf{r}$ and $\mathbf{Q}$ is a regular matrix, which represents the relation between any two securities. In (2), we set a positive value $d$ as a degree of considerable range. In general robust programming optimization, parameter $d$ is often set as 1 . In (2), we set parameters $\mathbf{w}^{\prime}=\mathbf{w} / d, \mathbf{Q}^{\prime}=d \mathbf{Q}$ which equivalently transform into the following uncertainty set:

$$
\begin{equation*}
U_{r}=\left\{\mathbf{r} \mid \mathbf{r}=\overline{\mathbf{r}}+\mathbf{Q}^{\prime} \mathbf{w}^{\prime},\left\|\mathbf{w}^{\prime}\right\| \leq 1\right\} \tag{3}
\end{equation*}
$$

We may verify that the worst case of total return $\mathbf{r}^{t} \mathbf{x}$ is attained when $\mathbf{w}^{\prime}=-\mathbf{Q}^{\prime} \mathbf{x} /\left\|\mathbf{Q}^{\prime} \mathbf{x}\right\|$; that is, $\mathbf{w}=-d \mathbf{Q}^{\prime} \mathbf{x} /\left\|\mathbf{Q}^{\prime} \mathbf{x}\right\|$. Therefore, the worst total return $\min _{\mathbf{r} \in U_{r}} \mathbf{r}^{t} \mathbf{x}$ under the maximization of the total return is obtained as follows:

$$
\begin{align*}
\min _{\mathbf{r} \in U_{r}} \mathbf{r}^{t} \mathbf{x} & =\min _{\|\mathbf{w}\| \leq d}(\overline{\mathbf{r}}+\mathbf{Q} \mathbf{w})^{t} \mathbf{x} \\
& =\overline{\mathbf{r}}^{t} \mathbf{x}-d\left(\frac{(\mathbf{Q} \mathbf{x})^{t} \mathbf{Q} \mathbf{x}}{\|\mathbf{Q} \mathbf{x}\|}\right)=\overline{\mathbf{r}}^{t} \mathbf{x}-d\|\mathbf{Q} \mathbf{x}\| \tag{4}
\end{align*}
$$

This formula can represent robustness by adjusting parameter $d$ according to investor's satisfaction, and, hence, parameter $d$ is regarded as a robustness parameter. If the investor is riskaverse, she or he will set a larger value of $d$, and if not, she or he will set a smaller value of $d$. Therefore, using formula (4) for the total return, we propose a robust-based portfolio selection problem maximizing robustness parameter $d$ as well as maximizing the total return.
2.2. Formulation of Our Proposed Robust-Based Model. We introduce the following parameters setting variance-covariance matrix $\mathbf{V}$ where $\sigma_{i j}$ is the $i j$ th component of $\mathbf{V}$ :

$$
\begin{equation*}
E\left(\mathbf{r}^{t} \mathbf{x}\right)=\overline{\mathbf{r}}^{t} \mathbf{x}, \quad \mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)=\mathbf{x}^{t} \mathbf{V} \mathbf{x} \tag{5}
\end{equation*}
$$

From current numerical market data, $E\left(\mathbf{r}^{t} \mathbf{x}\right)$ and $\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)$ can be calculated. Using $E\left(\mathbf{r}^{t} \mathbf{x}\right)$ and $\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)$, we formulate a portfolio selection problem with robustness parameter $d(>0)$ based on the idea of robust optimization (4). If the value of robustness parameter $d$ is larger, the assumed area of uncertainty set is also wide, and it urges the investor to deal
with more robust cases than the small value of $d$. Therefore, the following robust-based portfolio selection problem is formulated by setting robustness parameter $d$ based on the investor's risk-averse subjectivity:

$$
\begin{array}{ll}
\text { Maximize } & E\left(\mathbf{r}^{t} \mathbf{x}\right)-d \sqrt{\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)} \\
\text { subject to } & E\left(\mathbf{r}^{t} \mathbf{x}\right) \geq f \tag{6}
\end{array}
$$

$$
\mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0}
$$

where $f$ is the standard target value of total future profit according to the investor's demand. With respect to the objective function, if future returns occur according to normal distributions and robust parameter $d$ is set as $\beta$-quantile point of normal distribution, and $d$-sigma value can be regarded as the value-at-risk point of normal distribution under probability level $\beta$. Therefore, the investor can obtain the total return more than $E\left(\mathbf{r}^{t} \mathbf{x}\right)$ avoiding the risk by maximizing $E\left(\mathbf{r}^{t} \mathbf{x}\right)-$ $d \sqrt{\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)}$. In this paper, we call objective function $E\left(\mathbf{r}^{t} \mathbf{x}\right)-$ $d \sqrt{\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)} d$-sigma value. Problem (6) is a convex programming problem, and hence, we obtain the optimal solution using the convex programming approach.

## 3. Our Proposed Model Robust-Based Multiobjective Portfolio Selection Problem

In practical investment situations, it is natural for the investor to consider maximizing the target total profit as well as minimizing the total risk, that is, maximizing the robustness parameter in risk management. Therefore, problem (6) is reformulated as the following problem:

$$
\begin{array}{ll}
\text { Maximize } & E\left(\mathbf{r}^{t} \mathbf{x}\right)-d \sqrt{\mathbf{V}\left(\mathbf{r}^{t} \mathbf{x}\right)} \\
\text { Maximize } & E\left(\mathbf{r}^{t} \mathbf{x}\right)  \tag{7}\\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0}
\end{array}
$$

Furthermore, it often occurs that a future economy becomes boom or recession than envisioned values derived from the historical analysis based on current market data. As well as expected value $\overline{\mathbf{r}}_{C}$ with the variance-covariance matrix $\mathbf{V}_{C}$ in the envisioned future market, it is natural that investors set expected return $\overline{\mathbf{r}}_{U}$ with the variance-covariance matrix $\mathbf{V}_{U}$ in the boom and expected return $\overline{\mathbf{r}}_{L}$ with the variance-covariance matrix $\mathbf{V}_{L}$ in the recession, respectively. These cases generally have larger uncertainty than usual, and, hence, $\sigma_{L j}^{2}>$ $\sigma_{C j}^{2}$ and $\sigma_{U j}^{2}>\sigma_{C j}^{2}$ are assumed. We propose the following multiobjective portfolio selection problem based on problem (7):

$$
\begin{array}{ll}
\text { Maximize } & E\left(\overline{\mathbf{r}}_{C}^{t} \mathbf{x}\right)-d_{C} \sqrt{\mathbf{V}\left(\overline{\mathbf{r}}_{C}^{t} \mathbf{x}\right)} \\
\text { Maximize } & E\left(\overline{\mathbf{r}}_{U}^{t} \mathbf{x}\right)-d_{U} \sqrt{\mathbf{V}\left(\overline{\mathbf{r}}_{U}^{t} \mathbf{x}\right)} \\
\text { Maximize } & E\left(\overline{\mathbf{r}}_{L}^{t} \mathbf{x}\right)-d_{L} \sqrt{\mathbf{V}\left(\overline{\mathbf{r}}_{L}^{t} \mathbf{x}\right)}
\end{array}
$$

$$
\begin{array}{ll}
\text { Maximize } & E\left(\overline{\mathbf{r}}_{C}^{t} \mathbf{x}\right) \\
\text { Maximize } & E\left(\overline{\mathbf{r}}_{U}^{t} \mathbf{x}\right) \\
\text { Maximize } & E\left(\overline{\mathbf{r}}_{L}^{t} \mathbf{x}\right) \\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0} . \tag{8}
\end{array}
$$

We set $z_{d_{k}}=E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-d_{k} \sqrt{\mathbf{V}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}, k \in\{C, L, U\}$. It is hard to solve this problem directly since a complete optimal solution that simultaneously optimizes all of the multiobjective functions does not always exist, and hence, various approaches to obtain a compromise solution for the multiobjective programming problem have been proposed. In this paper, we adopt a principle of compromise considering the shortest distance from positive ideal values $z_{d_{k}}^{*}$ and $E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$ and the farthest distance from minimum target values $z_{d_{k}}^{-}$and $E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$, called Minkowski's Lp-metric. Minkowski's Lpmetric is defined by the following form using $L p$-norm ( $p>$ 1):

$$
\begin{align*}
Z_{p}(\mathbf{x})= & \left\{\sum_{k \in\{C, L, U\}} w_{d_{k}}\left\{\frac{z_{d_{k}}^{*}-z_{d_{k}}}{z_{d_{k}}^{*}-z_{d_{k}}^{-}}\right\}^{p}\right. \\
& \left.+\sum_{k \in\{C, L, U\}} w_{E_{k}}\left\{\frac{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}\right\}^{p}\right\}^{1 / p} \tag{9}
\end{align*}
$$

where $w_{d_{k}}$ and $w_{E_{k}},(k \in\{C, L, U\})$ are the relative importance of each objective function and $p$ is the parameter of norm functions. To simplify the discussion, we set $p=1$ in this paper. The case $p=1$ is operationally and practically important, which provides better credibility than others and emphasizes the sum of individual distances in the utility concept [10]. Main problem (8) is transformed into the following single-objective programming problem:

$$
\begin{array}{ll}
\text { Minimize } & Z_{p}(\mathbf{x})  \tag{10}\\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0} .
\end{array}
$$

That is,
Minimize $\sum_{k \in\{C, L, U\}} w_{d_{k}}\left\{\frac{z_{d_{k}}^{*}-z_{d_{k}}}{z_{d_{k}}^{*}-z_{d_{k}}^{-}}\right\}$

$$
\begin{equation*}
+\sum_{k \in\{C, L, U\}} w_{E_{k}}\left\{\frac{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}\right\} \tag{11}
\end{equation*}
$$

subject to $\quad \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0}$.
In order to solve this problem, investors need to set parameters $z_{d_{k}}^{*}, z_{d_{k}}^{-}, E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$, and $E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right),(k \in\{C, L, U\})$ explicitly. Therefore, we develop an exact algorithm to obtain optimal values of $z_{d_{k}}^{*}, z_{d_{k}}^{-}, E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$, and $E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right),(k \in\{C, L, U\})$.
3.1. Subproblems of Our Proposed Model and the Exact Algorithm. Subproblems to obtain positive ideal value $z_{d_{k}}^{*}$ and $E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$ are as follows:

$$
\begin{array}{ll}
\text { Maximize } & E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-d_{k} \sqrt{\mathbf{V}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)} \\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0} \\
& (k \in\{C, L, U\}), \\
\text { Maximize } & E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right) \\
\text { subject to } & \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0}  \tag{13}\\
& (k \in\{C, L, U\}) .
\end{array}
$$

In this paper, the minimum target values $z_{d_{k}}^{-}$and $E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$ of objective functions are also set by the investor. Since problem (13) is a linear knapsack problem, the optimal portfolio and optimal value are easily and explicitly obtained as follows: (optimal portfolio and optimal value of problem (13))

$$
\begin{gather*}
x_{i}^{*}= \begin{cases}1, & i=\arg \max _{1 \leq j \leq n}\left\{\bar{r}_{k j}\right\} \\
0, & \text { otherwise }\end{cases} \\
E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)=\max _{1 \leq j \leq n}\left\{\bar{r}_{k j}\right\},  \tag{14}\\
(k \in\{C, L, U\}) .
\end{gather*}
$$

We consider an exact algorithm to obtain each optimal portfolio of problem (12). Since $\mathbf{V}_{k}$ in problem (12) is a positive definite matrix, we perform the following equivalent transformations of variables:

$$
\begin{gather*}
\mathbf{x}^{t} \mathbf{V}_{k} \mathbf{x}=\mathbf{y}_{k}^{t} \mathbf{y}_{k} \\
\mathbf{V}_{k}=\mathbf{P}_{k}^{t} \boldsymbol{\Lambda}_{k} \mathbf{P}_{k}, \quad \begin{array}{c}
\left(\mathbf{P}_{k}:\right. \text { unitary matrix consisting } \\
\text { of eigen vector of } \left.\mathbf{V}_{k}\right)
\end{array} \\
\boldsymbol{\Lambda}_{k}=\left(\begin{array}{ccc}
\lambda_{k 1} & & \mathbf{0} \\
& \ddots & \\
\mathbf{0} & & \lambda_{k n}
\end{array}\right), \quad\left(\lambda_{k i}: \text { eigen value of } \mathbf{V}_{k}\right) \\
\boldsymbol{\Lambda}_{k}=\left(\boldsymbol{\Lambda}_{k}^{1 / 2}\right)^{t} \boldsymbol{\Lambda}_{k}^{1 / 2}, \\
\boldsymbol{\Lambda}_{k}^{1 / 2}=\left(\boldsymbol{\Lambda}_{k}^{1 / 2}\right)^{t}=\left(\begin{array}{ccc}
\sqrt{\lambda_{k 1}} & & \mathbf{0} \\
\mathbf{0} & \ddots & \sqrt{\lambda_{k n}}
\end{array}\right) \\
\mathbf{y}_{k}=\boldsymbol{\Lambda}_{k}^{1 / 2} \mathbf{P}_{k} \mathbf{x}, \quad \overline{\mathbf{r}}_{\mathbf{k}}^{\prime}=\left(\boldsymbol{\Lambda}_{k}^{1 / 2}\right)^{-1} \mathbf{P}_{k} \overline{\mathbf{r}}_{k},
\end{gather*}
$$

Using these transformations of variables, problem (12) is equivalently transformed into the following problem:

$$
\begin{array}{ll}
\text { Minimize } & -\overline{\mathbf{r}}_{\mathbf{k}}^{\prime} \mathbf{y}_{k}+d_{k} \sqrt{\mathbf{y}_{k}^{t} \mathbf{y}_{k}} \\
\text { subject to } & \mathbf{a}_{k}^{t} \mathbf{y}_{k}=1, \quad \mathbf{y}_{k} \geq \mathbf{0} .
\end{array}
$$

This problem still includes square root term $\sqrt{\mathbf{y}_{k}^{t} \mathbf{y}_{k}}$. Therefore, in order to obtain the exact optimal portfolio of problem (16), we introduce the following auxiliary problem $P^{R_{k}}$ using a parameter $R_{k}$ not including the square root term:

$$
\begin{array}{ll}
\text { Minimize } & R_{k}\left(-\overline{\mathbf{r}}_{\mathbf{k}}^{\prime} \mathbf{y}_{k}\right)+\frac{d_{k}}{2}\left(\mathbf{y}_{k}^{t} \mathbf{y}_{k}\right)  \tag{17}\\
\text { subject to } & \mathbf{a}_{k}^{t} \mathbf{y}_{k}=1, \quad \mathbf{y}_{k} \geq \mathbf{0} .
\end{array}
$$

Since this problem is a quadratic convex programming problem, we solve problem (17) more easily than problem (16). Furthermore, with respect to the relation between problem (16) and its auxiliary problem (17), the following theorem holds based on Hasuike and Katagiri [26].

Theorem 1 (see [26]). Let $\mathbf{y}_{k}^{\left(R_{k}\right)}$ be the optimal solution of auxiliary problem (17). If $R_{k}=\sqrt{\sum_{j=1}^{n}\left\{y_{k j}^{\left(R_{k}\right)}\right\}^{2}}$ holds, $\mathbf{y}_{k}^{\left(R_{k}\right)}$ is also the optimal solution of problem (16).

This theorem means that we can obtain the optimal solution of problem (16) by solving the auxiliary quadratic programming problem (17) setting the appropriate parameter $R_{k}$. Furthermore, let $g\left(R_{k}\right)=R_{k}-\sqrt{\sum_{j=1}^{n}\left\{y_{k j}^{\left(R_{k}\right)}\right\}^{2}}$. Then, the following theorem to determine that the appropriate value of $R$ is derived.

Theorem 2 (see [26]). Let $\mathbf{y}_{k}^{*}$ be the optimal solution to problem (17) and optimal value $R_{k}^{*}=\sqrt{\sum_{j=1}^{n}\left\{y_{k j}^{*}\right\}^{2}}$. Then the following relationship holds:

$$
\begin{align*}
& R_{k}^{*}>R_{k} \Longleftrightarrow g\left(R_{k}\right)>0 \\
& R_{k}^{*}=R_{k} \Longleftrightarrow g\left(R_{k}\right)=0  \tag{18}\\
& R_{k}^{*}<R_{k} \Longleftrightarrow g\left(R_{k}\right)<0 .
\end{align*}
$$

This theorem means that an optimal solution $y_{k j}^{*}$ of auxiliary problem (17) is an optimal and unique solution of main problem (16) in the only case $R_{k}^{*}=R_{k}$.

Lagrange function $L$ of problem (17) is obtained using Lagrange multipliers $\lambda$ and $v_{j}$ as follows:

$$
\begin{equation*}
L=-R_{k} \sum_{j=1}^{n} \bar{r}_{k j}^{\prime} y_{k j}+\frac{d_{k}}{2} \sum_{j=1}^{n} y_{k j}^{2}+\lambda\left(\sum_{j=1}^{n} a_{k j} y_{k j}-1\right)-\sum_{j=1}^{n} v_{j} y_{k j} . \tag{19}
\end{equation*}
$$

Karush-Kuhn-Tucker condition of this Lagrange function is also calculated as follows:

$$
\begin{gather*}
-R_{k} \bar{r}_{k j}^{\prime}+d_{k} y_{k j}+\lambda a_{k j}-v_{j}=0 \\
\sum_{j=1}^{n} a_{k j} y_{k j}=1  \tag{20}\\
v_{j} y_{k j}=0, \quad(j=1,2, \ldots, n)
\end{gather*}
$$

where $v_{j} y_{k j}=0$ is the complementarity condition. Solving this simultaneous equation, we obtain the following optimal solution of problem (17):

$$
y_{k j}^{\left(R_{k}\right)}= \begin{cases}\frac{R_{k} \bar{r}_{k j}^{\prime}-\lambda a_{k j}}{d_{k}} & \left(\lambda \leq \frac{R_{k} \bar{r}_{k j}^{\prime}}{a_{k j}}\right)  \tag{21}\\ 0 & \left(\lambda \geq \frac{R_{k} \bar{r}_{k j}^{\prime}}{a_{k j}}\right)\end{cases}
$$

This solution $y_{k j}^{\left(R_{k}\right)}$ depends on parameters $R_{k}$ and $\lambda$, and, hence, we need to determine the optimal value of parameters $R_{k}$ and $\lambda$. We define $A_{j}=R_{k} \bar{r}_{k j}^{\prime} / a_{k j}$. With respect to the order of $A_{1}, A_{2}, \ldots, A_{n}$, the following theorem holds.

Theorem 3. The order of $A_{1}, A_{2}, \ldots, A_{n}$ is determined without depending on $R_{k}$.

Proof. With respect to any two parameters $A_{i}$ and $A_{j}$,

$$
\begin{equation*}
A_{i}-A_{j}=\frac{R_{k} \bar{r}_{k i}^{\prime}}{a_{k i}}-\frac{R_{k} \bar{r}_{k j}^{\prime}}{a_{k j}}=R_{k}\left(\frac{\bar{r}_{k i}^{\prime}}{a_{k i}}-\frac{\bar{r}_{k j}^{\prime}}{a_{k j}}\right) \tag{22}
\end{equation*}
$$

holds. Since $R_{k} \geq 0$, the positive or the negative of $A_{i}-A_{j}$ is determined by the value of $\bar{r}_{k i}^{\prime} / a_{k i}-\bar{r}_{k j}^{\prime} / a_{k j}$ not depending on $R_{k}$.

Consequently, the following exact algorithm is developed to obtain the optimal solution based on the above theorem.

## Exact Algorithm for Problem (17).

Step 1. Sort $A_{1}, A_{2}, \ldots, A_{n}$ in ascending order according to values of $\bar{r}_{k j}^{\prime} / a_{k j},(j=1, \ldots, n)$. Go to Step 2.

Step 2. Set $A_{0} \leftarrow 0$ and $h \leftarrow 1$. Go to Step 3.
Step 3. Obtain an optimal solution derived from solution (21) depending on $R_{k}$ :

$$
\begin{align*}
& \sum_{j=h}^{n} a_{k j}\left(\frac{R_{k} \bar{r}_{k j}^{\prime}-\lambda a_{k j}}{d_{k}}\right)=1 \Longleftrightarrow \lambda=\frac{R_{k}\left(\sum_{j=h}^{n} a_{k j} \bar{r}_{k j}^{\prime}\right)-d_{k}}{\sum_{j=h}^{n} a_{k j}^{2}} \\
& y_{k j}^{\left(R_{k}\right)}=\left\{\begin{array}{r}
\left(\begin{array}{r}
R_{k}\left(\bar{r}_{k j}^{\prime}\left(\sum_{j=h}^{n} a_{k j}^{2}\right)\right. \\
\left.\left.-a_{k j}\left(\sum_{j=h}^{n} a_{k j} \bar{r}_{k j}^{\prime}\right)\right)+d_{k} a_{k j}\right) \\
\times\left(d_{k}\left(\sum_{j=h}^{n} a_{k j}^{2}\right)\right)^{-1} \\
(k \in\{h, h+1, \ldots, n\}) \\
0
\end{array} \quad\right. \text { otherwise. }
\end{array}\right. \tag{23}
\end{align*}
$$

Go to Step 4.

Step 4. Solve the following quadratic equation of $R_{k}^{(h)}$ :

$$
\begin{align*}
& \left\{R_{k}^{(h)}\right\}^{2} \\
& =\sum_{j=h}^{n}\left\{\left(R _ { k } \left(\bar{r}_{k j}^{\prime}\left(\sum_{j=h}^{n} a_{k j}^{2}\right)\right.\right.\right. \\
& \left.\left.\quad-a_{k j}\left(\sum_{j=h}^{n} a_{k j} \bar{r}_{k j}^{\prime}\right)\right)+d_{k} a_{k j}\right)  \tag{24}\\
& \left.\quad \times\left(d_{k}\left(\sum_{j=h}^{n} a_{k j}^{2}\right)\right)^{-1}\right\}^{2}
\end{align*}
$$

and substitute $R_{k}^{(h)}$ into $\lambda^{(h)}=\left(R_{k}\left(\sum_{j=h}^{n} a_{k j} \bar{r}_{k j}^{\prime}\right)-d_{k}\right) / \sum_{j=h}^{n} a_{k j}^{2}$. Go to Step 5.

Step 5. If $\lambda^{(h)}$ satisfies $A_{h-1} \leq \lambda^{(h)} \leq A_{h}, y_{k j}^{\left(R_{k}\right)}$ is the optimal solution of problem (16). Terminates this algorithm. If not, $h \leftarrow h+1$ and return to Step 3.

Using this algorithm, the optimal solution of problem (12) is explicitly obtained as $\mathbf{x}^{*}=\left(\boldsymbol{\Lambda}_{k}^{1 / 2}\right)^{-1} \mathbf{P}_{k} \mathbf{y}_{k}^{*}$.
3.2. Solution Approach of Our Proposed Model Robust-Based Multiobjective Portfolio Selection Problem. Since investors obtain positive ideal values $z_{d_{k}}^{*}$ and $E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$ and minimum target values $z_{d_{k}}^{-}$and $E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)$ from the above exact algorithm, we next consider the optimal solution of the following reprovided main problem (11):

Minimize $\sum_{k \in\{C, L, U\}} w_{d_{k}}\left\{\frac{z_{d_{k}}^{*}-z_{d_{k}}}{z_{d_{k}}^{*}-z_{d_{k}}^{-}}\right\}$

$$
\begin{equation*}
+\sum_{k \in\{C, L, U\}} w_{E_{k}}\left\{\frac{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}{E^{*}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)-E^{-}\left(\overline{\mathbf{r}}_{k}^{t} \mathbf{x}\right)}\right\} \tag{25}
\end{equation*}
$$

subject to $\quad \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0}$.
In this paper, we assume that variances of $\sigma_{L j}^{2}$ and $\sigma_{U j}^{2}$ are uniformly larger than $\sigma_{C j}^{2}$; that is, $\sigma_{L j}^{2}=\alpha_{L}^{2} \sigma_{C j}^{2}$ and $\sigma_{U j}^{2}=\alpha_{U}^{2} \sigma_{C j}^{2}$ satisfying $\alpha_{L}>1$ and $\alpha_{U}>1$, and also assume that correlation coefficients of $\mathbf{V}_{L}$ and $\mathbf{V}_{U}$ are the same as $\mathbf{V}_{C}$. From these assumptions, we obtain $\mathbf{V}_{L}=\alpha_{L}^{2} \mathbf{V}_{C}$ and $\mathbf{V}_{U}=\alpha_{U}^{2} \mathbf{V}_{C}$. Substituting $\mathbf{V}_{L}$ and $\mathbf{V}_{U}$, problem (25) is equivalently transformed into the following problem:

$$
\begin{array}{r}
\text { Minimize }-\sum_{k \in\{C, L, U\}}\left\{\frac{w_{d_{k}}}{z_{d_{k}}^{*}-z_{d_{k}}^{-}}+\frac{w_{E_{k}}}{E^{*}\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)-E^{-}\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)}\right\} \\
\times E\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)+\left(\sum_{k \in\{C, L, U\}} \frac{w_{d_{k}} d_{k} \alpha_{k}}{z_{d_{k}}^{*}-z_{d_{k}}^{-}}\right)
\end{array}
$$

$$
\begin{array}{r}
\times \sqrt{\mathbf{V}\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)} \\
\text { subject to } \quad \mathbf{1}^{t} \mathbf{x}=1, \quad \mathbf{x} \geq \mathbf{0} \tag{26}
\end{array}
$$

where $\alpha_{C}=1$. Since $w_{d_{k}} /\left(z_{d_{k}}^{*}-z_{d_{k}}^{-}\right)+w_{E_{k}} /\left(E^{*}\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)-E^{-}\left(\mathbf{r}_{k}^{t} \mathbf{x}\right)\right)$ and $w_{d_{k}} d_{k} \alpha_{k} /\left(z_{d_{k}}^{*}-z_{d_{k}}^{-}\right)$are constant values, this problem is the same as problem (16). Therefore, we can apply the same exact algorithm to problem (26) and obtain the explicit optimal portfolio.

## 4. Conclusion

In this paper, we have proposed a robust-based portfolio selection problem with most probable random distribution derived from current market data and other random distributions of boom and recession. Since the proposed model is a multiobjective programming problem, we have introduced a principle of compromise considering the shortest distance from positive ideal values, called Minkowski's Lp-metric. In the main problem, we need to set some parameters by solving subproblems, and hence, we have developed the exact algorithm and shown the explicit optimal solution. Furthermore, by introducing a natural assumption for variances to random distributions of boom and recession, the main problem of our proposed model is transformed into a standard existing problem. In our proposed model, robust parameter is flexibly controlled according to investor's risk-averse subjectivity, and, hence, our proposed model will be more useful than previous models in terms of the flexible risk-controlled and support usual and unusual economic conditions.

As for future studies, we need to consider the application of the proposed model and solution algorithm to largescale or multiperiod portfolio selection problems using real market data. Furthermore, it may be appropriate to set robustness parameter $d$ introduced in (4) as a membership function based on the fuzzy theory in terms of realistic modelling, because $d$ is set by investor's risk-averse subjectivity which includes fuzziness. In addition, since the proposed model obtains the explicit optimal portfolio according to the investor's risk-averse subjectivity, we should tackle sensitivity analysis for the parameters of the proposed robust portfolio model. The sensitivity analysis may be useful for economists to estimate how investors' risk-averse subjectivity has an impact on the current market and how to find the appropriate balance between robustness and the total profit in the nearfuture market.
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