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A decision support framework with four components is proposed for high-speed railway timetable rescheduling in case of speed
restriction.The first module provides the speed restriction information.The capacity evaluationmodule is used to evaluate whether
the capacity can fulfill the demand before rescheduling timetable based on deduction factor method. The bilayer rescheduling
module is the key of the decision support framework. In the bilayer rescheduling module, the upper-layer objective is to make an
optimal rerouting plan with selected rerouting actions. Given a specific rerouting plan, the lower-layer focuses on minimizing the
total delay as well as the number of seriously impacted trains. The result assessment module is designed to invoke the rescheduling
model iteratively with different settings. There are three prominent features of the framework, such as realized interaction with
dispatchers, emphasized passengers’ satisfaction, and reduced computation complexity with a bilayer modeling approach. The
proposed rescheduling model is simulated on the busiest part of Beijing to Shanghai high-speed railway in China. The case study
shows the significance of rerouting strategy and utilization of the railway network capacity in case of speed restriction.

1. Introduction

China is extensively developing the infrastructure of high-
speed railway. The target is to cover its major economic
areas with a high-speed railway network, which consists
of four horizontal and four vertical lines, in the following
several years. The network scale is much larger than any
other existing ones in the world. In the network, Beijing-
Shanghai high-speed line connects Beijing (the capital of
China) and Shanghai (the biggest economic centre of China),
and it goes through Yangtze River Delta region (the best
developed area in China). Thus, people describe it as the
North-South Aorta of China. As designed, trains of different
speeds will be operated in a mixed way on the network with
a minimum headway of 3 minutes. In other words, it has the
characteristics of high train speed, high train frequency, and
mixed train speed (HHM).

A basic train timetable essentially provides the arrival
time of trains at stations and the corresponding departure
time from the stations. Based on the timetable, the dwell

time of trains at the stations (which is 0 if they do not
stop) and the departure order of trains from the trains
can be derived. During daily operation, disturbances to the
timetable are inevitable, whichmay be caused by emergencies
like natural disasters, accidents, or maintenance requests.
In case of the disturbance, dispatchers must adopt proper
emergencymanagement strategies to ensure operation safety.
Consequently, they need to reschedule the timetable to avoid
conflict and recover to the original timetable. Drivers will
then adjust the train speed and dwell time according to the
new arrival and departure time given in the rescheduled
timetable.

In the context of transportation operation, the timetable
rescheduling problem is famous of its NP hardness. What
is worse, it is very hard to find a generalized rescheduling
algorithm suitable for all kinds of emergency cases because of
various railway infrastructure and various emergency man-
agement actions. Except adjusting arrival/departure time, all
the actions taken for rescheduling are called rerouting actions
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in this paper, including cancelling trains, merging trains, and
making a detour.

Setting speed restriction is one of the most common
strategies used by dispatchers facing emergency cases. With
fixed departure order of trains at all the stations and
unchanged time interval between consecutive departures, the
throughput of a railway section over a period of time will
decrease in case of speed restriction. In other words, trains
may be delayed or even cancelled. The impacted number
of trains is decided by the size of the restricted section,
the time period in restriction, and the restricted speed. On
June 20, 2010, the southern part of the existing Beijing-
Shanghai line experienced speed restriction for heavy rain
storm. As announced, 18 trains departing from Shanghai
were cancelled, thereby more than 20,000 passengers being
affected. Also, the rest in-service trains were more or less
delayed. Considering the high train speed and high train
frequency of high-speed lines, the impact of speed restriction
would be more serious than on existing lines (in this paper,
the existing nonhigh speed railway line is called existing line
for short). On the other hand, high-speed lines are more
passenger-oriented than existing lines, where punctuality is
extraordinarily important. Thus, it is significant to build
a responsive and effective decision support mechanism to
handle the timetable rescheduling in case of speed restriction
for high-speed lines. However, there are two challenges
to achieve this goal. One is the interaction between the
rescheduling algorithm and the dispatchers. Since the dis-
patchers have rich experience, their advice and decision on
the rescheduling strategies are highly valuable. The other one
is the HHM characteristics of the high-speed network.

In this paper, we investigate the design and imple-
mentation of a decision support mechanism for timetable
rescheduling in case of speed restriction as mentioned above.
Note that the three prominent features of this mechanism are
realized interactionwith dispatchers, emphasized passengers’
satisfaction, and reduced computation complexity with a bi-
layer modeling approach. In the rest of the paper, related
research work is discussed in the section of The Literature
Review. The next section describes the decision support
mechanism in detail, including the mathematical modeling.
A case study on the busiest part of Beijing-Shanghai high-
speed line is given in the section of Case Study. The last
section concludes the whole paper and gives directions for
future research.

2. The Literature Review

The timetable rescheduling problem has been widely inves-
tigated by researchers. Some related works are reviewed,
although they are quite different from our work from model
creation to solving method.

Some researchers take the rerouting, cancellation, and
other complicated strategies into consideration. Reference
[1] developed a detailed model based on the identification
of possible route conflicts with high accuracy, using the
blocking time theory, when the objective is to minimize
additional running times. In presence of disturbances, an
algorithm detects the infeasible train routes and solves

each conflict locally based on train priorities. Reference
[2] regarded the train rescheduling problem as a constraint
optimization problem, using passengers’ dissatisfaction as the
objective criterion. Then an efficient algorithm combining
PERT and metaheuristics has been addressed. Experiments
show that it works quite fast and it supports versatilemethods
of rescheduling including cancellation, change of train-set
operation schedule, and change of tracks. D’Ariano et al.
have developed a real-time dispatching system, called ROMA
(railway traffic optimization by means of alternative graphs),
to automatically recover disturbances. ROMA is able to
automatically control traffic, evaluating the detailed effects of
train [3] and local rerouting actions [4], while taking into
account minimum distance headways between consecutive
trains and the corresponding variability of train dynamics
[5–7]. In order to handle large time horizons within a linear
increase of computation time, the temporal decomposition
approaches which decompose a long time horizon into
tractable intervals to be solved in cascade with the objective
of improving punctuality have been proposed in [8].

To speed up trains rescheduling computation time, some
decomposition ormultilayermethods are adopted. Reference
[8] proposed the temporal decomposition approach that
decompose a long time horizon into tractable intervals.
Reference [9] proposed a bilayer optimization model within
a simulation framework to deal with the high-speed railway
(HSR) line planning problem. It can reduce computation
complexity, and an optimal set of stop-schedules can always
be generated with less calculation time. Reference [10] pre-
sented an optimization method for fast construction of time
tables which can be used for dispatching or long term opera-
tion planning. This method contains two steps: constructing
and iterative improving. Constructing step uses branch-
and-bound method to construct the first solution taking
into account only restricted amount of possible decisions.
Improving step adopts the genetic algorithm as an iterative
improving method. These several levels of optimization
method can help reduce the calculation effort.

Furthermore, [11, 12] addressed the problem of solving
conflicts in railway traffic due to disturbances.The problem is
formulated as a problem of reschedulingmeets and overtakes
of trains and has been dealt with in a two-level process. The
upper level handles the order of meets and overtakes of trains
on the track sectionswhile the lower level determines the start
and end times for each train and the sections it will occupy.
Reference [13] dealt with analyzing dispatchers’ decision
process in intertrain conflict resolutions and developing a
heuristic algorithm for rescheduling trains by modifying
existing meet/pass plans in conflicting situations in a single-
track railway. A system’s approach is used in construction of
the heuristic algorithm, which is based on inter-train conflict
management. Reference [14] introduced an optimization
model based on improved symmetric tolerance approach,
which could reschedule the timetable timely due to unex-
pected interference with little cost and risk. Reference [15]
investigated the train re-scheduling problem by optimization
and simulation in order to obtain an exact or approximate
solution. The model aims at maximizing the number of
passengers transported and is solved by heuristic procedure
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based on backtracking algorithm. The model and DSS are
implemented in Asturias of the Spanish National Railway
Company in 1998. Reference [16] proposed a model and a
solution method for the dispatching of trains on a single-
track line. Their model mainly addresses the operational
problem of dispatching trains in real time but can also serve
at the strategic level to evaluate the impacts of timetable
or infrastructure changes on train arrival times and train
delays.The formulation is a nonlinearmixed integer program
that incorporates lower and upper limits on train velocities
for each train on each segment. The objective function only
seeks to minimize a combination of total train tardiness and
fuel consumption. Based on the driver’s safety approaching
behavior and pedestrian safety crossing behavior, Wang et al.
[17] and Guo et al. [18] proposed an intelligent driving
shaping model with multiruled decision-making mechanism
in the urban traffic environment.

Despite the effort devoted to solve the sophisticated
rescheduling problem, neither of them proposes the closed
loop bilayer feedback approach. This approach is able to
simulate the scheduling process of dispatchers. Also it
permits the dispatchers adding their experiences into the
rescheduling process so as to improve the usability of the real-
time rescheduling.

3. Decision Support Mechanism (DSM) for
Timetable Rescheduling

Note that the railway lines considered in this paper are all
double-track passenger lines with automatic blocking.

In order to handle daily operation tasks, there is usually
a train operation system for dispatchers. In emergencies,
dispatchers issue action commands through this system to
signal system.There are 4 components in the proposed DSM
as shown in Figure 1.

The speed restriction action as the first part is the input
coming from the train operation system. It contains the
following information.

(i) Restricted section is a part of the line where speed of
trains is restricted.

(ii) Restricted period is the start and end times of a speed
restriction.

(iii) Applied train type is different trains may be restricted
to different speeds according to their type.

(iv) Speed limitation is the maximum speed a train that
can run at.

Given the speed restriction information, the line capacity
evaluation module is used to evaluate whether the capacity
can fulfill all the trains scheduled in the original timetable
in limited service hour. Then, the speed and capacity infor-
mation are transferred to the third module. In the bilayer
rescheduling model, the upper-layer objective is to make
an optimal rerouting plan with selected rerouting actions.
Given a specific rerouting plan, the second layer focuses on
minimizing the total delay as well as the number of seriously
impacted trains. Thereafter, if the rescheduling result is

acceptable, the new timetable generated from the DSM will
be fed back into the train operation system. Otherwise, the
bilayer rescheduling will be executed in a loop till the new
timetable is acceptable, so that it can be disseminated to
drivers.

3.1. Line Capacity Evaluation. As mentioned in the Intro-
duction section, the line throughput may drop dramatically
during the restricted period. As a result, it may not be able
to fulfill all the trains scheduled in the original timetable
in limited service hour. If the capacity was not enough for
the demand, the result of timetable rescheduling would be
meaningless. Thus, a module is used to evaluate whether the
capacity can fulfill the demand before rescheduling timetable.
With the evaluation result, the dispatcher canmake a decision
on train canceling according to rules and their experience.

During the past several years, analytical [19–21] and
simulation methods [22] are used to calculate the capacity
of railway lines (either single-track or double-track). Among
those methods, [23] is widely used in Europe, which can be
categorized as a simulation method. It stated that railway
capacity depends on both infrastructure and the timetable.
Therefore, the capacity calculation according to UIC 406
requires an actual timetable. Some timetabling softwares
such as RailSys have already implemented such calculation
methods. However, this approachmay cost long computation
time and may not obtain a feasible timetable.

In this paper, we use deduction factormethod [24], which
is popular in recent years in China railway, to calculate the
line capacity. The deduction factor method is an analytical
method for calculating the capacity of high-speed rail line
with various types of trains. This method considers the
capacity occupancy of different trains and normalizes them
into one kind of trains in order to obtain the theoretical value
of capacity.

If there is only one kind of trains without stopovers on
high-speed rail line, capacity of high-speed rail line with
high-speed trains without stopovers can be obtained by

𝑛max =

1440 − 𝑡maintenance − 𝑡inefficacy

𝐼

, (1)

where 1440 is the total number of minutes in a day and
𝑡maintenance denotes the maintenance window time. In this
paper, 𝑡inefficacy is the capacity, which cannot be used. For
instance, we have to ensure that all the trains arrive to
destination before the maintenance operation starts. Hence,
given the speed of trains, the last train must depart from the
first station before a specific time, after which we cannot send
more trains. In other words, some capacity is wasted. This is
the concept behind the calculation of capacity inefficacy. In
addition, 𝐼 is the headway between consecutive trains. This
parameter is the so-called safety distance, which is deter-
mined by the number of blocks between each consecutive
train. So it can be obtained by train speed and blocking
distance.

On the contrary, if there are various trains with different
speed on the rail line, (1) cannot precisely obtain the line
capacity, as different kinds of trains may take up different
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Figure 1: Architecture of the decision support mechanism.
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Figure 2: Deduction factor for single-quasihigh speed trains with-
out stopovers with regard to high-speed trains without stopovers.

capacity. For example, as shown in Figure 2, quasihigh-speed
trainswill take upmore “area” in the timetable.The deduction
factor for single quasihigh-speed trains without stopovers
with regard to high-speed trains without stopovers can be
obtained by

𝜀
nostop,quasi
high =

𝐼departure + 𝑡diffenence + 𝐼arrival − 𝐼

𝐼

. (2)

Different deduction factors need to be calculated according
to train operation mode, which are beyond the scope of this
paper. After obtaining all kinds of deduction factors, average
deduction factor can be obtained according to the ratio of
different situations.Then the normalized line capacity can be
calculated.

InChina, there are two types of trains onmost high-speed
lines (high-speed trains and quasi-high-speed trains). In this
situation, two kinds of deduction factors are used for capacity
calculation. One arises fromhigh-speed trains with stopovers
with regard to high-speed trains without stopovers.The other

one arises from the speed difference of two types of trains. A
detailed example will be given in the Case Study section.

3.2. Bilayer Rescheduling. As shown in Figure 1, the resched-
uling consists of three components that are executed in a
loop. From the optimization perspective, the rescheduling
problem is decomposed into two layers.Thefirst layer decides
the rerouted trains and the second layer adjusts the arrival
and departure times of the rest of the trains. The detailed
descriptions of the components are given below.

3.3. Rerouting Management. The first step in rescheduling
is to decide the rerouting actions to avoid extensive delay
resulted from decreased capacity.

If the capacity is not enough, it will be necessary to reduce
the demand. In this paper, the following rerouting actions are
considered for capacity releasing.

(i) Merging trains means to merge two trains into one,
subject to two constraints. First, only trains of certain
type can be merged to prevent the merged train
from exceeding the maximum train length. Second,
train 𝐴 and train 𝐵 can be merged only if 𝑆𝑆

𝐴

⊆ 𝑆𝑆
𝐵

or 𝑆𝑆
𝐵

⊆ 𝑆𝑆
𝐴

, where 𝑆𝑆
𝐴

and 𝑆𝑆
𝐵

denote the stopping
station set of 𝐴 and 𝐵, respectively. Although one
train number will disappear after merging, the pas-
sengers who bought the tickets of the corresponding
train will be noticed to get onboard to the merged
train and are guaranteed to be able to get off at their
destinations by the second merging constraint. Thus,
the impact on the passengers of this rerouting action
may be ignored.

(ii) Making a detour means to drive trains off the high-
speed line and use the intercity line or existing line
when residual capacity is available.
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(iii) Cancelling means to cancel trains. When a train
is cancelled, not only the tickets must be refunded
but also the reputation would be damaged. So, this
rerouting action is of the lowest priority.

Note that the calculated capacity is the upper bound of the
real capacity. Theoretically, if the capacity is larger than the
demand, all the trains can travel from the origin to the
destination in the service hour. Nonetheless, the capacitymay
not be fully utilized due to sparse departure from the origin
station. Thus, advancing departure time is another rerouting
action, which can be taken when the capacity is not fully
utilized.

The optimization at this layer aims at finding an optimal
rerouting plan with the minimum cost. The cost is associated
with the impacts of the above rerouting actions onpassengers,
including the refundable paid by railway company and the
extra transfer taken by passengers.This reflects the passenger-
oriented principle in the high-speed railway.

3.4. Arrival/Departure Time Adjustment. Given the rerout-
ing plan, the trains remaining to run on the high-speed
line are known. Thereafter, the optimization objective is
to minimize the weighted delay of these trains, where the
weights correspond to their priorities. The objective can
be achieved by adjusting the arrival/departure time to/from
stations. In practice, the speed of trains running between two
consecutive stations, the dwell time of trains at stations, and
the departure order of trains from stations may need to be
changed according to the arrival/departure time adjustment.

The advantages of bilayer decomposition can be inter-
preted from different angles. From the system perspective, it
facilitates the interaction with dispatchers. They are enabled
to explicitly control the rerouting actions. From the problem
solving perspective, it effectively reduces the complexity of
optimization. Long computation time is usually a curse
for rescheduling problems because of the large number
of decision variables, which prevents the application of
optimization-based automatic timetable rescheduling algo-
rithms being used in real world.

3.5. Decision Tree-Based Result Assessment. A decision tree
is mined from an evaluation rule set for rescheduling
result assessment purpose. A rule defines the conditions
for accepting or rejecting a rescheduled timetable. The rule
set is generated from the dispatchers’ experience on the
acceptability of a rescheduled timetable. Basically, extensive
delay and long delay of single trains are not acceptable to
passengers in high-speed lines. Table 1 gives an example of
the evaluation rules, where 𝜃

1

= 30mins and 𝜃
2

= 60mins.
Overlapping or redundancy may exist in the rule set, as

the rules are generated from experience. Greedy algorithm
can be used to search for the smallest decision tree based on
a given rule set [23]. In a decision tree, each node is a test
for an attribute, each branch corresponds to test results, and
each leaf assigns a decision. For illustration purpose, Figure 3
shows the smallest decision tree obtained from the rules given
in Table 1.

4. Mathematical Modeling of
the Bilayer Rescheduling

Mixed integer linear programming (MILP) is used to model
the proposed bilayer rescheduling.

4.1. Input Data. The numerical inputs are described as
follows:

inis
𝑝

, inie
𝑝

: initial start and end times of interval p
according to original timetable;
𝑧
𝑝

: the minimum size of interval p. If p is the
possession of a station, 𝑑

𝑝

stands for the minimum
dwell time of the train associated with p. Otherwise,
it stands for the minimum running time of the train;
𝑓
𝑘

: the minimum separation time of two intervals on
station k, that is, end time of an interval and start time
of the subsequent interval;
ℎ𝑤
𝑘

: the headway of section k, that is, start time of an
interval and start time of the subsequent interval;
𝑔
𝑖

: the length of train i. Only if 𝑔
𝑖

= G, train i can be
merged. G is a constant input;

𝑐
cancel
𝑖

, 𝑐detour
𝑖

, and 𝑐
merge
𝑖𝑗

: the cost of canceling train
i, detouring train i, and merging train i to train j,
respectively;

𝑐
delay
𝑖

: the cost per time unit delay for train I;
𝑤
𝑖

: delay tolerance for train I;

ℎ
𝑝

{
{

{
{

{

1, if interval 𝑝 is a planned stop,
where 𝑝 ∈ Itv

0, otherwise;
(3)

Δ𝐶: the total residual capacity of alternative lines;
𝛿: theminimal number of trains to be applying rerout-
ing actions, which is obtained from line capacity
evaluation module;
𝑀: a very big integer, for example, 100000.

Some sets are defined in Table 2 for modeling. Note that the
segment between two stations is called “section”, while the
station segment is called “station” for short.

4.2. Model of Rerouting Management Layer

4.2.1. Decision Variables

𝑞
𝑖

= {

1, if train 𝑖 is canceled,where 𝑖 ∈ Trn
0, otherwise,

𝑚
𝑖𝑗

=

{
{

{
{

{

1, if train 𝑖 is merged to train 𝑗,

where 𝑖, 𝑗 ∈ Trn, 𝑔
𝑖

= 𝑔
𝑗

= 𝐺

0, otherwise.

(4)
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Table 1: Example of evaluation rules.

Percentage of trains being delayed
more than 𝜃

1

Percentage of trains being delayed
more than 𝜃

2

Number of delayed
highpriority trains Acceptable (outcome)

≤80% ≥50% ≥8 No
≤20% — — Yes
≤50% — ≤15 Yes
— ≤50% ≤15 Yes
...

Table 2: Sets defined for modeling.

Set name Description Size Index
of set

Trn All the trains 𝑇 𝑖

Seg All the segments 𝑆 𝑘

Stn ⊆ Seg All the stations 𝑁 —
Sec ⊆ Seg All the sections S−N —

Itv All the intervals where an interval is the possession of a segment by a train with specified start and end
times — p

Itv
𝑖

⊆ Itv The ordered set of intervals for train 𝑖 according to the original timetable — —
Itvstn
𝑖

⊆ Itv
𝑖

The ordered set of intervals associated with stopping at stations for trains 𝑖 — —
Itv
𝑘

⊆ Itv The ordered set of intervals for segment 𝑘 according to the original timetable — —
Trk
𝑘

All the tracks of station 𝑘 𝐿
𝑘

𝑙

Remarks: (1) for the ease of understanding, we use p as the index for every interval-related set (i.e., Itv, Itv
𝑖
, Itvstn
𝑖

, and Itv
𝑘
). In each of the interval-related sets,

p + 1 indicates the first subsequent interval of p, and 𝑝 indicates all the subsequent intervals of p.

Note that if train 𝑖 is merged to train 𝑗, the train number
of 𝑖 will no longer exist:

𝑜i =
{
{

{
{

{

1, if train 𝑖 makes a detour with existing
line,where 𝑖 ∈ Trn

0, otherwise.
(5)

4.2.2. Objective Functions

(i) To minimize the rerouting cost,

Minimize ∑

𝑖∈Trn
(𝑐

cancel
𝑖

𝑞
𝑖

+ 𝑐
detour
𝑖

𝑜
𝑖

+ 𝑐
merge
𝑖𝑗

∑

𝑗∈Trn
𝑚
𝑖𝑗

) . (6)

4.2.3. Constraints

(ii) Cancelled trains cannot make detour.

𝑞
𝑖

+ 𝑜
𝑖

≤ 1, 𝑖 ∈ Trn. (7)

(iii) If a train is eligible to be merged, it can be merged
to (with) at most one other train. The merged train
cannot be cancelled:

∑

𝑖=𝑗

𝑚
𝑖𝑗

= 0, 𝑖, 𝑗 ∈ Trn,

∑

𝑗∈Trn
𝑚
𝑖𝑗

+ 𝑞
𝑖

≤ 1, 𝑖 ∈ Trn,

∑

𝑖∈Trn
𝑚
𝑖𝑗

+ 𝑞
𝑗

≤ 1, 𝑗 ∈ Trn,

𝑚
𝑖𝑗

+ 𝑚
𝑗𝑖

≤ 1, 𝑖, 𝑗 ∈ Trn.
(8)

(iv) The number of detoured trains cannot exceed the
residual capacity of alternative lines:

∑

𝑖∈Trn
𝑜
𝑖

≤ Δ𝐶. (9)

(v) The minimal number of the trains that being applied
rerouting actions:

∑

𝑖∈Trn
∑

𝑗∈Trn
𝑚
𝑖𝑗

+ ∑

𝑖∈Trn
𝑞
𝑖

+ ∑

𝑖∈Trn
𝑜
𝑖

≥ 𝛿. (10)

4.3. Model of Arrival/Departure Time Adjustment Layer

4.3.1. The Decision Variables. The decision variable are de-
scribed as follows:

𝑠
𝑝

, 𝑒
𝑝

: start time and end time of interval 𝑝;
𝑑
𝑝

: delay of interval 𝑝, which is defined as the differ-
ence between the departure time after adjustment and
the planned departure time in the original timetable:

𝑏
𝑖

=

{
{

{
{

{

1, if train 𝑖 reaches its final considered stop with
a delay larger than 𝑤

𝑖

, where 𝑖 ∈ Trn
0, otherwise,
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No

NoYes

Yes No Yes

𝜃1

𝜃2

≤15 >15
<50% ≥50%

≤20%

≤50% ≤80%
>80%

Figure 3: Illustration of the smallest decision tree obtained from Table 1.

𝜂
𝑝𝑙

=

{
{

{
{

{

1, if interval 𝑝 uses track 𝑙,where 𝑝 ∈ Itv
𝑘

,

𝑙 ∈ Trk
𝑘

and 𝑘 ∈ Stn
0, otherwise,

𝛼
𝑝𝑝

{
{

{
{

{

1, if interval 𝑝 occurs before 𝑝 as in the
initial timetable,where 𝑝, 𝑝 ∈ Itv

𝑘

, 𝑘 ∈ Seg
0, otherwise,

𝛽
𝑝𝑝

=

{
{

{
{

{

1, if interval 𝑝 is changed to occur after 𝑝,

where 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Seg
0, otherwise.

(11)

4.3.2. Objective Functions

(i) To minimize the delay cost,

Minimize ∑

𝑖∈Trn
(𝑐

delay
𝑖

⋅ ∑

𝑝∈Itvstn
𝑖

𝑑
𝑝

) . (12)

(ii) Tominimize the number of trains exceeding delay tol-
erance,

Minimize ∑

𝑖∈Trn
𝑏
𝑖

. (13)

4.3.3. Constraints

(i) Interval restrictions are as follows:

𝑒
𝑝

≥ 𝑠
𝑝

+ 𝑧
𝑝

, 𝑝 ∈ Itv. (14)

The real departure time cannot be earlier than the original
departure time:

𝑒
𝑝

≥ inie
𝑝

, 𝑝 ∈ Itv, ℎ
𝑝

= 1,

𝑒
𝑝

− inie
𝑝

= 𝑑
𝑝

, 𝑝 ∈ Itv.
(15)

(ii) Track restrictions

∑

𝑙∈Trk𝑘

𝜂
𝑝𝑙

= 1, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Stn. (16)

(iii) Connectivity restrictions are as follows:

𝑒
𝑝

= 𝑠
𝑝+1

, 𝑝 ∈ Itv
𝑖

, 𝑝 ̸= last (Itv
𝑖

) , 𝑖 ∈ Trn. (17)

For each station, if two intervals use the same track, at least
one of 𝛼 and 𝛽 is forced to be 1:

𝜂
𝑝𝑙

+ 𝜂
𝑝𝑙

− 1 ≤ 𝛼
𝑝𝑝

+ 𝛽
𝑝𝑝

,

𝑝, 𝑝 ∈ Itv
𝑘

, 𝑝 < 𝑝, 𝑙 ∈ Trk
𝑘

, 𝑘 ∈ Stn.
(18)

One train can enter a station after the preceding train, which
uses the same track, leaves it:

𝑠
𝑝

− 𝑒
𝑝

≥ 𝑓
𝑘

𝛼
𝑝𝑝

− 𝑀(1 − 𝛼
𝑝𝑝

) , 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Stn

𝑠
𝑝

− 𝑒
𝑝

≥ 𝑓
𝑘

𝛽
𝑝𝑝

− 𝑀(1 − 𝛽
𝑝𝑝

) , 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Stn.
(19)

For each section, at least one of 𝛼 and 𝛽 is forced to be 1
because there is only one track:

𝛼
𝑝𝑝

+ 𝛽
𝑝𝑝

= 1, 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Sec. (20)

Headways for each section are as follows:

𝑠
𝑝

− 𝑠
𝑝

≥ ℎ𝑤
𝑘

𝛼
𝑝𝑝

− 𝑀(1 − 𝛼
𝑝𝑝

) , 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Sec

𝑠
𝑝

− 𝑠
𝑝

≥ ℎ𝑤
𝑘

𝛽
𝑝𝑝

− 𝑀(1 − 𝛽
𝑝𝑝

) , 𝑝, 𝑝 ∈ Itv
𝑘

, 𝑘 ∈ Sec.
(21)

(iv) Auxiliary restrictions are as follows:

𝑑last(Itv𝑖) − 𝑤
𝑖

≤ 𝑀𝑏
𝑖

. (22)

5. Case Study

TheproposedDSM is simulated on the busiest part of Beijing-
Shanghai high-speed line, between Nanjing (Ning for short)
and Shanghai (Hu for short). In the rest of this paper, “Hu-
Ning Part” is used to represent this part of the Beijing-
Shanghai high-speed line. As shown in Figure 5, besides
Beijing-Shanghai high-speed line, there are two other lines
connecting Hu andNing, which are Hu-Ning inter-city high-
speed line and existing Beijing-Shanghai line. Since all of
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them are double-track lines, we only consider the direction
from Ning to Hu without loss of generality. All the MILP
models are solved by IBM ILOG CPLEX 12.2.

As shown in Figure 4, there are seven stations on the
Hu-Ning Part, Nanjing South, Zhenjiang West, Changzhou
North, Wuxi East, Suzhou North, Kunshan South, and
Hongqiao (Shanghai). A specific section is the railway part
between two consecutive stations; for example, Nanjing-
Zhenjiang Section is the railway part between Nanjing South
Station and Zhenjiang West Station that is regarded as
the 1st section on the Hu-Ning Part. The lengths of the
six sections starting from Nanjing-Zhenjiang Section are
65110m, 61050m, 56400m, 26810m, 31350m, and 43570m,
respectively. Its daily service starts at 6:30 am and ends at
11:30 pm. The planned timetable is obtained from Beijing-
Shanghai High-speed Line Timetable Planning Lab, Beijing
Jiao TongUniversity. As currently planned, there are 60 trains
in the initial timetable.The trains from Beijing-Shanghai line
are called self-line trains, while those from Riverside line
are called cross-line trains. Fourteen high-speed trains from
Beijing-Shanghai line take 𝐿 and 𝐷𝐽 as the train number
prefix, 38 quasi-high-speed trains from Beijing-Shanghai line
take 𝐺 as the train number, and 8 quasi-high-speed trains
from Riverside line take 𝐾 as the train number. As in reality,
self-line trains have higher priority than cross-line trains. As
for self-line trains, the high-speed trains have higher priority
than the quasi-high speed trains.The costs per time unit delay
for the three kinds of trains are set to 5, 3, and 1, respectively.
The costs of three kinds of rerouting strategies for trains
(canceling train, detouring train, and merging train) are set
based on the train’s priority and its delay time.Delay tolerance
for trains is set to 30min. The minimum separation time on
track possession in each station is set to 1min.

In Figure 5, the high-speed line, inter-city line, and exist-
ing line are represented by NH, NH

𝑖𝑐

, and NH
𝑒

, respectively.
Correspondingly, the capacities are 𝐶, 𝐶

𝑖𝑐

, and 𝐶
𝑒

, and the
demands are 𝐷, 𝐷

𝑖𝑐

, and 𝐷
𝑒

. The unit of both capacity and
demand is the number of trains. Suppose there is a speed
restriction on NH, resulting in that the capacity of NH
reduces to 𝐶

. NH
𝑖𝑐

and NH
𝑒

are in normal service, with
known residual capacity Δ𝐶

𝑖𝑐

= 𝐶
𝑖𝑒

− 𝐷
𝑖𝑒

and Δ𝐶
𝑒

= 𝐶
𝑒

−

𝐷
𝑒

, respectively. Before rescheduling the timetable in case of
speed restriction, 𝐶 needs to be evaluated.

Although there are two different train speeds on the
Beijing-Shanghai Part in the planned timetable, which are
high-speed (350 km/hr) and quasi-high speed (300 km/hr),
the speed of trains will become uniform when the speed
restriction is lower than 300 km/h.Thus, in the two deduction
factors mentioned at the end of Line Capacity Evaluation
section, only the stopover of trains needs to be considered, but
not the meeting of the trains. The deduction factor for single
high-speed train with stopovers with regard to high-speed
train without stopovers can be obtained by the following
equation [24]:

𝜀
high,stop

=

𝐼 + 𝑇

𝐼

, (23)

where 𝐼 denotes the minimum headway between consecu-
tive trains and 𝑇 denotes the minimum stopping time at

stations.Then, the average deduction factor formultiple high-
speed trains can be obtained by the equation below [24]:

𝜀high = 𝛼
high

+ 𝛼
high,stop

𝜀
high,stop

, (24)

where 𝛼
high denotes the ratio of high-speed trains without

stopovers and 𝛼
high,stop denotes the ratio of high-speed trains

with stopovers. Given equations (1), (23), and (24) the capac-
ity of high-speed rail line with trains of uniformed speed with
stopovers can be obtained by the following equation:

𝐶


=

𝑛max
𝜀high

=

1440 − 𝑡maintenance − 𝑡inefficacy

𝜀high𝐼
, (25)

where the headway 𝐼 is calculated by (Number of blocks ∗

Length of block + Length of Train)/Train’s average speed [24].
In the case study, 𝑇 is 3minutes. Since the capacity of the

sections with the most stopovers restrains the capacity of the
whole line, 𝛼high

= 16/43, 𝛼high,stop
= 27/43 are calculated

in these sections. As planned, 𝑡maintenance = 6 hours (0:00 AM
to 6:00 AM). 𝑡inefficacy ≈ dis/V is related to the total distance
dis (284 km in this case) and the restricted train speed V.
The lower the restricted speed is, the longer the inefficacy
will be. The capacity of the Hu-Ning Part in various speed
restrictions is calculated by (23)–(25), and the results are
shown in Table 3.

In the case study, demand 𝐷 = 43. It can be seen from
Table 3 that 𝐶decreases as the speed restriction gets lower.
But it never gets smaller than 𝐷, which means the demand
of Hu-Ning Part can always be fulfilled even when the speed
is restricted down to 50 km/hr. The reason why the demand
is so small may be that the obtained timetable is designed for
the first step operation of the Beijing-Shanghai line, at which
time of the high-speed network in blueprint has not formed
yet.

Since 𝐶


≥ 𝐷 holds in all the speed restriction cases,
rerouting actions will not be taken at the first place as stated
in the Rerouting Management section. The arrival/departure
time adjustment optimization is executed, and the results are
given in Table 4, where 𝜂

1

denotes the number of trains with
a delay not less than 30mins, 𝜂

2

denotes the number of trains
with a delay not less than 60mins, 𝜆 denotes the number of
trains entering the last section beyond service hour, and 𝛾

denotes the number of delayed self-line trains. The values in
brackets are the results with no rescheduling.

It can be seen fromTable 4 that no trainwill be delayed for
more than 30mins when the speed restriction takes place in
1st section or 1st and 2nd sections, and the speed limitation is
higher than 100 km/hr. There is a finding that the delay of 1st
and 2nd sections speed restriction is more serious than that
of 1st section speed restriction in terms of all the metrics.The
results suggest that the longer the restricted distance is or the
lower the speed limitation is, the more serious the delay will
be. In addition, it can be seen from the results that both the
total delay time and the number of delayed trains obtained
with the proposed approach are less than those obtained
without rescheduling.

As proposed in the Decision Tree-based Result Assess-
ment section, a decision tree is used to evaluate the resched-
uled timetable. In the case study, it is assumed that the
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Figure 4: The planned timetable of Hu-Ning Part.

Table 3: Capacity of Hu-Ning part in speed restrictions.

Restricted speed
(km/hr) 𝑡inefficacy (hr) 𝐼 (min) 𝑛max 𝜀

high,stop
𝜀
high

𝐶


300 N/A 2.3 469 2.3 1.82 257
200 1 2 510 2.5 1.94 262
100 2 2.2 436 2.36 1.85 235
80 3 2.7 333 2.1 1.69 197
50 6 2.4 300 2.25 1.78 168

Table 4: Evaluation results on the rescheduled timetable.

Restricted section(s) Speed limitation (km/h) 𝜂
1

𝜂
2

𝜆 𝛾 Total delay (min) Calculation time(s)

1st section

300 0 (0) 0 (0) 0 (0) 1 (14) 3.81 (23.1) 4.83
200 0 (0) 0 (0) 0 (0) 25 (52) 98.21 (259.6) 5.24
150 0 (0) 0 (0) 0 (0) 47 (52) 384.81 (810.2) 18.69
100 0 (0) 0 (0) 0 (0) 52 (52) 1158.81 (1605.8) 9.22
80 23 (60) 0 (0) 0 (0) 52 (52) 1743.31 (2017.6) 6.63
50 40 (0) 20 (60) 1(1) 52 (52) 3501.31 (3775.23) 6.69

1st and 2nd sections

300 0 (0) 0 (0) 0 (0) 4 (52) 7 (41.44) 5.22
200 0 (0) 0 (0) 0 (0) 47 (52) 383.13 (508.28) 8.13
150 0 (0) 0 (0) 0 (0) 52 (52) 1125.28 (1264.98) 6.19
100 60 (60) 0 (0) 0 (1) 52 (52) 2640.14 (2779.05) 5.28
80 18 (0) 42 (60) 1(1) 52 (52) 3776.15 (3911.99) 5.81
50 0 (0) 60 (60) 3(3) 52 (52) 7180.28 (7320.87) 5.67

All (1st–6th) sections

300 0 (0) 0 (0) 0 (0) 15 (52) 54.05 (93.63) 5.13
200 11 (46) 0 (0) 0 (0) 52 (52) 1359.95 (1435.96) 3.7
150 51 (0) 9 (60) 0 (1) 52 (52) 3065.95 (3141.71) 3.72
100 0 (0) 60 (60) 2(3) 52 (52) 6476.95 (6553.22) 4.27
80 0 (0) 60 (60) 4(5) 52 (52) 9035.95 (9111.78) 3.67
50 0 (0) 60 (60) 11 (15) 52 (52) 16716.15 (16787.6) 4.14
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Figure 5: The railway network around Nanjing (Ning).

decision tree only comprises of one node, which is 𝜆 = 0.
In other words, only if all the trains can enter the last section
in service hour, the rescheduled result can be accepted. With
this single-node decision tree, the unaccepted results are
identified in Table 4, including 1st section-50 km/hr, 1st and
2nd sections-80 km/hr, 1st and 2nd sections-50 km/hr, all
sections-100 km/hr, all sections-80 km/hr, and all sections-
50 km/hr. The results imply that 𝐶 is not fully utilized.

As proposed in DSM, if a result is not accepted with
result assessment, it goes back to the rerouting management
module. In the case study, two rerouting strategies are
considered, for 𝐶



≥ 𝐷. One is to merge/detour/cancel
some trains, represented by RS-1. The other one is to advance
departure time, represented by RS-2.

(i) RS-1: In the optimization model of the rerouting
management layer, we assume residual capacities
Δ𝐶
𝑖𝑐

= 3 and Δ𝐶
𝑒

= 2. Advanced departure time is
not allowed.Hence, the calculatedmaximumcapacity
is not applicable with this strategy. The strategy RS-1
is testedwith theminimum rerouted number of trains
𝛿 increasing from 1 to 13.

(ii) RS-2:The departure time is allowed to be advanced by
relaxing the second constraint of interval restrictions
in the time adjustment-layer optimization model.

The comparison results are shown in Table 5.
It can be seen from Table 5 that detouring trains strategy

has a high priority, merging trains strategy has a medium
priority, and canceling trains strategy has a low priority
according to the costs, respectively. The K-trains (K101, K103,
K105, K107, K109, K111, K113, and K115) and G-trains (G149,
G151, G153, G155, G157, and G159) take a detour or are
cancelled because that the K-trains are cross-line trains that
have lower 𝑐

detour and 𝑐
cancel than other trains, and the G-

trains that depart fromNanjing South after 8 pm have a lower
𝑐
detour and 𝑐

cancel than other trains. The detoured train G151
is replaced by L9 when the speed limitation is lower than
80 km/h, and the speed restriction takes place in all sections.
This may be explained that 𝑐detourand 𝑐

cancel are related not
only with the train priority but also with the speed limitation,
and L9 departs after G151 from Nanjing South.

In addition, there is a finding that the results of RS-2
outperform RS-1 in terms of all the metrics. Although the
results obtained by using RS-1 are better than those before

rerouting management shown in Table 4, the improvement
is not big. The difference may be only resulted from the
reduction of trains. Consequently, half of the results are still
not acceptable based on the decision tree. In contrast, using
RS-2 results is significant improvement for all the scenarios.
Not only all the rescheduled timetables are acceptable, the
values of all the metrics lower down considerably. The
comparison result implies that to increase the utilization of
line capacity is more helpful than to reduce demand when
the train departure is sparse.

6. Conclusion and Future Work

This paper proposed a DSM for dispatchers to deal with
timetable rescheduling in case of extensive speed restric-
tion. The main contributions include the following. (1) The
rerouting optimization is incorporated into the timetable
rescheduling with a bilayer optimization model; (2) the line
capacity calculation is innovatively used in solving timetable
rescheduling problem to guide the selection of rerout-
ing actions and parameters; (3) dispatchers are effectively
involved into the iterative timetable rescheduling so that their
valuable experience can be leveraged, while most research
work on timetable rescheduling focuses on the optimization
model itself.

The proposed decomposition into two optimization lay-
ers, including rerouting management and arrival/departure
time adjustment,makes the timetable rescheduling optimiza-
tion problem solvable even in a complex setting with an
acceptable computation time. In addition, interposition and
guidance of dispatchers are introduced into the optimization
procedurewith the decomposition, resulting in amore practi-
cal approach for real-world application. Despite these advan-
tages, the optimality of the original timetable rescheduling
optimization problem may be sacrificed in a sense due to the
decomposition. The timetable rescheduling usually involves
multiple objectives, of which the optimal solutions constitute
a Pareto-front. When making the decision on which trains
to be rerouted in the rerouting management layer, there is
no way of considering the potential delay that each train
will induce into the timetable. So it is possible that a good
solution is lost with rerouting an improper train, thereby
losing the corresponding Pareto-optimal point. Fortunately,
the arrival/departure time adjustment layer guarantees to find
the global optimal solution. Hence, a Pareto-optimal solution
will be found in the end. In summary, the optimality is
sacrificed in the sense that some Pareto-optimal solution is
missed. This is acceptable because it is hard to say that one
objective is more important than another in daily operation.

The proposed mechanism, methods, and models are
simulated on the busiest part of the Beijing-Shanghai high-
speed rail line.TheproposedDSMshowed good performance
in the sense that the costs of delay and rerouting can be
balanced and optimized iteratively. Additionally, a significant
finding from the case study is that the most important step is
to increase the utilization of the rail line in case of extensive
speed restriction.



Discrete Dynamics in Nature and Society 11

Ta
bl
e
5:
Re

sc
he
du

lin
g
re
su
lts

co
m
pa
ris

on
on

di
ffe
re
nt

re
ro
ut
in
g
st
ra
te
gi
es
.

Re
ro
ut
in
g

str
at
eg
y

Re
str

ic
te
d

se
ct
io
n(
s)

Sp
ee
d

lim
ita
tio

n
(k
m
/h
)

M
er
ge
d
tr
ai
ns

D
et
ou

re
d
tr
ai
ns

Ca
nc
el
le
d
tr
ai
ns

𝜂
1

𝜂
2

𝜆
𝛾

To
ta
ld

el
ay

(m
)

C
al
cu
lat
io
n

tim
e(
s)

RS
-1 𝛿

=
1

,
.
.
.
,
5

1s
ts
ec
tio

n
50

G
15
7,
G
15
9,
K1

13
,K

10
5,
K1

03
35

20
0

50
32
17.
6

8.
25

1s
ta
nd

2n
d

se
ct
io
ns

80
G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
14

41
0

48
34
84
.9
1

6.
77

50
G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
0

55
0

48
66

08
.8
8

6.
75

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

G
15
1,
G
15
3,
G
15
5,
G
15
7,
G
15
9

0
55

0
47

59
71
.0
5

4.
89

80
G
15
3,
L9
,G

15
5,
G
15
7,
G
15
9

0
55

0
47

83
00
.7

4.
88

50
G
15
3,
L9

,G
15
5,
G
15
7,
G
15
9

0
55

6
47

15
33
7.0

3
4.
94

𝛿
=

6

1s
ts
ec
tio

n
50

G
14
1-D

J5
07

G
15
7,
G
15
9,
K1

13
,K

10
5,
K1

03
34

20
0

49
31
60
.9
8

6.
98

1s
ta
nd

2n
d

se
ct
io
ns

80
G
14
1-D

J5
07

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
14

41
0

47
34
24
.7
3

5.
61

50
G
14
1-D

J5
07

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
0

54
0

47
64
91
.9
3

5.
81

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

G
14
1-D

J5
07

G
15
1,
G
15
3,
G
15
5,
G
15
7,
G
15
9

0
54

0
46

58
66
.53

3.
88

80
G
14
1-D

J5
07

G
15
3,
L9
,G

15
5,
G
15
7,
G
15
9

0
54

0
46

81
53
.53

4.
56

50
G
14
1-
D
J5
07

G
15
3,
L9

,G
15
5,
G
15
7,
G
15
9

0
54

6
46

15
06

1.9
3

3.
86

𝛿
=

7

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
7,
G
15
9,
K1

13
,K

11
5,
K1

03
35

18
0

48
30
98
.0
1

6.
66

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
13

40
0

46
33
62
.5
5

5.
55

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
0

53
0

46
63
66
.15

5.
27

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
1,
G
15
3,
G
15
5,
G
15
7,
G
15
9

0
53

0
45

57
50
.4
8

3.
62

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
3,
L9
,G

15
5,
G
15
7,
G
15
9

0
53

0
45

79
94
.8
3

3.
66

50
G
14
1-
D
J5
07

G
15
1,
G
15
3,
L9

,G
15
5,
G
15
7

G
15
9

0
53

5
45

14
78
9.
83

3.
55

𝛿
=

8

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
7,
G
15
9,
K1

09
,K

11
5,
K1

01
35

17
0

47
30
37
.2
6

6.
77

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
12

40
0

45
33
02
.7
3

5.
27

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

13
0

52
0

45
62
50
.7
3

5.
33

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
1,
G
15
3,
G
15
5,
G
15
7,
G
15
9

K1
13

0
52

0
45

56
48
.9
6

3.
65

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
3,
L9
,G

15
5,
G
15
7,
G
15
9

G
15
1

0
52

0
44

78
50
.6
6

4.
03

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07

G
15
1,
G
15
3,
L9

,G
15
5,
G
15
7

G
15
9

0
52

5
44

14
50
3.
2

3.
55

𝛿
=

9

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3,
G
12
9-
G
13
1

G
15
7,
G
15
9,
K1

01
,K

115
,K

10
3

34
17

0
46

29
83
.8
8

6.
05

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

11
13

38
0

45
32
27
.9
5

4.
36

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

05
0

51
0

45
61
28
.9
8

4.
75

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
1,
G
15
3,
G
15
5,
G
15
7,
G
15
9

K1
13

0
51

0
44

55
52
.4
5

3.
67

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
3,
L9
,G

15
5,
G
15
7,
G
15
9

G
15
1,
K1

13
0

51
0

44
77
06
.5

3.
67

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07

G
15
1,,

L9
,G

15
5,
G
15
7,
G
15
9

G
14
9,
G
15
3

0
51

4
43

14
23
5.
3

3.
52



12 Discrete Dynamics in Nature and Society

Ta
bl
e
5:
C
on

tin
ue
d.

Re
ro
ut
in
g

str
at
eg
y

Re
str

ic
te
d

se
ct
io
n(
s)

Sp
ee
d

lim
ita
tio

n
(k
m
/h
)

M
er
ge
d
tr
ai
ns

D
et
ou

re
d
tr
ai
ns

Ca
nc
el
le
d
tr
ai
ns

𝜂
1

𝜂
2

𝜆
𝛾

To
ta
ld

el
ay

(m
)

C
al
cu
lat
io
n

tim
e(
s)

𝛿
=

1
0

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3,
G
12
9-
G
13
1

G
15
7,
G
15
9,
K1

01
,K

11
5,
K1

03
K1

13
33

17
0

46
29
23
.53

4.
75

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

11
,K

10
9

13
37

0
45

31
64

.76
4.
14

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

05
,K

111
0

50
0

45
59
96
.6
8

4.
39

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
1,
L9
,G

15
5,
G
15
7,
G
15
9

G
15
3,
K1

13
0

50
0

43
54
34
.8
3

2.
84

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07

G
15
1,
G
15
9,
L9
,G

15
5,
G
15
7

G
15
3,
G
14
9,
K1

13
0

50
0

43
75
62
.33

2.
89

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07

G
14
9,
G
15
1,
G
15
3,
L9

,G
15
7

G
15
5,
G
15
9,
K
11
3

0
50

3
43

13
95

9.
0

2.
81

𝛿
=

1
1

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3,
G
12
9-
G
13
1

G
15
7,
G
15
9,
K1

05
,K

11
5,
K1

03
K1

13
,K

11
1

32
17

0
46

28
66

.5
4.
42

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

15
K1

11
,K

10
9,
K1

13
12

37
0

45
31
06
.7
8

3.
83

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

01
K1

05
,K

11
1,
K1

13
0

49
0

45
58
76
.9

3.
94

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
1,
L9
,G

15
5,
G
15
7,
G
15
9

G
15
3,
K1

13
,K

11
5

0
49

0
43

53
32
.31

3.
25

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
14
9,
G
15
5,
G
15
9,
L9
,G

15
7

K1
13
,G

15
3,
G
15
1

0
49

0
42

74
23
.16

3.
39

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07
,

G
14
5-
G
14
3

G
15
1,
G
15
3,
L9

,G
15
5,
G
15
7

G
15
9,
G
14
9,
K
11
3

0
49

2
42

13
69

1.9
3.
24

𝛿
=

1
2

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3,
G
12
9-
G
13
1

G
15
7,
G
15
9,
K1

05
,K

11
5,
K1

03
K1

13
,K

11
1,
K1

09
31

17
0

46
28
07
.6

4.
19

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

01
K1

11
,K

10
9,
K1

13
,K

11
5

12
36

0
45

30
36
.18

3.
86

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

05
,K

10
9,
K1

11
,K

11
3

0
48

0
45

57
63
.3
6

3.
64

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
1,
L9
,G

15
5,
G
15
7,
G
15
9

G
15
3,
K1

13
,K

115
,K

10
9

0
48

0
43

52
24
.8

2.
88

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
14
9,
G
15
5,
G
15
9,
L9
,G

15
7

K1
01
,K

113
,G

15
3,
G
15
1

0
48

0
42

72
65
.5
8

2.
64

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07
,

G
14
5-
G
14
3

G
14
9,
G
15
1,
G
15
3,
L9

,G
15
7

K
10
5,
K
11
3,
G
15
5,
G
15
9

0
48

2
42

13
41
3.
8

2.
53



Discrete Dynamics in Nature and Society 13

Ta
bl
e
5:
C
on

tin
ue
d.

Re
ro
ut
in
g

str
at
eg
y

Re
str

ic
te
d

se
ct
io
n(
s)

Sp
ee
d

lim
ita
tio

n
(k
m
/h
)

M
er
ge
d
tr
ai
ns

D
et
ou

re
d
tr
ai
ns

Ca
nc
el
le
d
tr
ai
ns

𝜂
1

𝜂
2

𝜆
𝛾

To
ta
ld

el
ay

(m
)

C
al
cu
lat
io
n

tim
e(
s)

𝛿
=

1
3

1s
ts
ec
tio

n
50

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3,
G
12
9-
G
13
1

G
15
7,
G
15
9,
K1

05
,K

11
5,
K1

03
K1

13
,K

11
1,
K1

09
,K

10
7

31
16

0
46

27
41
.5
8

3.
77

1s
ta
nd

2n
d

se
ct
io
ns

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

11
,K

10
9,
K1

13
,K

11
5,
K1

01
12

35
0

45
29
72
.0

3.
41

50
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
3,
G
15
5,
G
15
7,
G
15
9,
K1

03
K1

05
,K

10
9,
K1

11
,K

11
3,
K1

15
0

47
0

45
56
47
.4
5

3.
46

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
15
1,
G
15
3,
L9
,G

15
5,
G
15
7

K1
15
,K

10
9,
K1

13
,K

10
1,
G
15
9

0
47

0
43

51
09
.8
6

2.
39

80
D
J5
05
-G

10
3,
G
14
1-D

J5
07
,

G
14
5-
G
14
3

G
14
9,
G
15
1,
L9
,G

15
7,
G
15
9

K1
15
,K

10
1,
K1

13
,G

15
3,
G
15
5

0
47

0
42

71
20
.4
1

3.
19

50
D
J5
05

-G
10
3,
G
14
1-
D
J5
07
,

G
14
5-
G
14
3

G
15
1,
G
15
3,
L9

,G
15
5,
G
15
7

K
11
5,
K
10
5,
K
11
3,
G
14
9,
G
15
9

0
39

2
39

10
84

1.9
2.
95

RS
-2

1s
ts
ec
tio

n
50

—
—

—
0

1
0

10
118

.6
3

65
.4
7

1s
ta
nd

2n
d

se
ct
io
ns

80
—

—
—

0
1

0
11

17
4.
03

18
.7
3

50
—

—
—

2
2

0
11

35
2.
73

67
.53

A
ll
(1
st–

6t
h)

se
ct
io
ns

10
0

—
—

—
3

1
0

52
80
6.
1

13
.2
2

80
—

—
—

0
5

0
47

96
3.
73

18
.0
8

50
—

—
—

0
12

0
49

25
12
.74

56
3.
59



14 Discrete Dynamics in Nature and Society

There remain some interesting areas to explore around
the proposed DSM. Firstly, the speed restriction is set per day
per section; how to make the setting more flexible is an issue.
Secondly, the rolling-stock rebalancing is yet to be considered
together with the timetable rescheduling. Moreover, the
proposedDSM is designed for decision support purpose. Our
ultimate goal is to design and develop a real-time decision
support framework in the future.
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