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In cognitive radio sensor networks (CRSNs), the frequency used by second users will be terminated unexpectedly as the preemption
of primary user or reinitialized route discovery process in data transmission process, which will lead to unreliable communication
and degrade the network performance greatly. In this paper, an efficient backup routing algorithm is proposed for reliable routing
based on the uncorrelated degree and delay constraint in CRSNs. Numerical and simulation results show that the proposed
algorithm can effectively overcome the intermittent connection problem and decrease delay greatly.

1. Introduction

With the rapid development of wireless communication
technology, the contradiction between limited spectrum
resources and the demand of growing applications became
more andmore prominent [1]. As one of promising technique
to improve spectrum resource utilization, cognitive radio
(CR) [2–4] is able to change the transmitter parameters based
on its interactive work environment. From the perspective of
signal processing, CR is an intelligent wireless communica-
tion system, which can sense the external environment and
learn from the environment using artificial intelligence tech-
niques, by changing operating parameters in real time (e.g.,
transmission power and carrier frequency and modulation
techniques). And this makes the internal state to adapt to the
change of the received radio signal statistics to achieve highly
reliable communication at any time in any place and makes
use of spectrum resources effectively.

Recently a variety of techniques are developing to pro-
mote the development of CR in different application scenar-
ios [5–8], such as wireless local area network (WLAN) based

air interface standards (IEEE 802.22), IEEE 802.16, and cog-
nitive radio sensor networks (CRSNs) [9–11]. CRSNs are the
potential next generation wireless sensor networks (WSNs),
which can mitigate overcrowded unlicensed spectrum bands
by opportunistically using temporally unoccupied unlicensed
and licensed spectrum bands [12–14]. The notable features
of CRSN are flexible, intelligent, and reconfigurable [15–18].
Based on internal state statistical variations of the received
radio signal [11, 19], nodes will sense the external environ-
ment and use artificial intelligence to learn from the envi-
ronment, to adjust some system parameters timely to achieve
highly reliable communication and efficient use of hetero-
geneous network environment of limited radio spectrum
resources [20–25]. CRSNs also can solve spectrum resources
scarcity and a variety of heterogeneous network coexistence
issues [26, 27], which use cognitive sensors to improve system
performancewithout interference and reduce the total energy
consumption.

Routing is an important issue in CRSNs [28, 29]. Recent
work on CR routing protocol mainly focuses on reducing the
data transmission delay and packet loss ratio and improves
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throughput. Although there are many effective routing
schemes in CRSNs [17, 24], the existing schemesmostly focus
on energy constraint and do not consider the reliability.
Another issue is the effective intelligent cognitive routing that
will be considered to provide better routing discovery and
recovery in CRSNs.

In this paper, an efficient reliable backup routing algo-
rithm based on the unrelated degree and delay constraint
(BUD) is proposed, which overcomes the intermittent con-
nection problems and decrease delay greatly.Themain idea of
the proposed scheme is providing not only efficient fault tol-
erance scheme, but also fast recoverymechanismwhen chan-
nel of second user is deprived. In order to meet this require-
ment, the proposed algorithm will find the smallest delay
route as the primary route and then calculate a suboptimal
route as a backup route according to the unrelated degree and
delay in all candidate routes. When the primary route fails,
the proposed scheme can use the backup route to transmit
data effectively. Numerical analysis and detailed simulation
results show that the proposed algorithm can overcome the
intermittent connection problem and decrease delay greatly.

2. Related Work

Routing algorithm in cognitive radio networks focuses on
three aspects: active routing, cross-layer routing, andnetwork
performance metric. Spectrum aware on-demand routing
protocol (SORP) [30] based on multi-hop spectrum aware
on-demand routing cross-layer joint strategy proposed a
scheduling scheme based on active frequency collection of
polling cross-node multiband multistream. DORP [31] pro-
tocol is based on delay metric on-demand routing protocol,
which uses joint interaction strategies and spectrum schedul-
ing. DORP employed the analysis model NAM to describe
polling-based scheduling channel allocation process, which
can reduce interference between data streams and spectrum
switching delay. MSCRP protocol [32] is based on a single
transceiver multi-hop CRN spectrum sensing on-demand
routing protocol. Each node has only one CR transceiver
which is the main characteristic, and a routing protocol
packet exchange mechanism is also proposed in MSCRP.

Cognitive networking with opportunistic routing proto-
col for CRSNs is proposed in [10], which improves the net-
work performance after increasing network scalability based
on an accurate channel model to evaluate the signal strength
in different areas of a complex indoor environment. An
energy- and cognitive-radio-aware routing protocol (ECR)
was proposed in [11], which performs joint node-channel
assignment by taking energy into consideration, is aware of
cognitive radio at the network layer, and can seize spectrum
opportunity in other spectrum bands.

In active routing based on table-driven approach, nodes
need to maintain the whole routing table, which does not has
response delay, while leads to heavy overhead. The stability
CR routing protocol SRP [33] has higher stability and less sig-
naling overhead, which can achieve less end-to-end delay and
higher throughput than the existing methods. The difference
between on-demand routing and active routing is that on-
demand routing is only created by the source node.Therefore,

the routing table is updated on-demand. Generally, on-
demand routing includes three phases: route discovery, route
maintenance, and routing release. The on-demand routing
protocol [30, 32] can reduce interference between data flows
and spectrum switching delay, and it has low packet loss rate
and can reduce the primary user interference. However, it
will lead to high overhead in route establishment and main-
tenance [34–36].

In order to achieve better performance, cross-layer design
considers both routing and spectrum selection [9, 37, 38],
which can improve system performance greatly [33, 39, 40].
However, cross-layer design will inevitably degrade system
versatility and portability, and it is not conducive to the
routing updating and maintenance. And cross-layer consid-
erations for implementing viable CRSN routing solutions also
were explored in [19]. Additionally, a detailed performance
evaluation of routing strategies in a cognitive radio environ-
ment is performed to expose research gaps.

With considering different metric, the routing protocol
can meet the quality of service, optimize network resource,
reduce packet loss, and improve network throughput. How-
ever, the routing maintenance caused by spectrum change is
not considered comprehensively. A high-throughput channel
allocation routing protocol was proposed [14], which can
achieve robustness; efficient, low computational complexity;
and low protocol complexity. However, it will lead to high
overhead in route establishment and maintenance.

A spectrum-aware cluster-based energy-efficient multi-
media (SCEEM) routing protocol for CRSNs was proposed
[9], which jointly overcomes the formidable limitations of
energy and spectrum to support the quality of service and
energy-efficient routing by limiting the participating nodes
in route establishment. Data collection and dissemination
framework was proposed in [12], which can fully utilize wire-
less resourceswhilemaintaining a reliably connected and effi-
cient topology for each channel. In the proposed framework,
each sensor node selects a channel considering the primary
user (PU) channel utilization and network connectivity.
Cognitive information-centric sensor networks (CICSNs)
were explored in [13], in which sensory information is
identified using attribute-value pairs, and elements of cog-
nition are used to deliver data to the sink with user-desired
quality of information. Latency and reliability are identified
as attributes that impact the quality of information (QoI)
perceived by the end user.

In CRSNs, the routing design will improve the resource
utilization while considering cognitive capacity of nodes.
Considering the resource-constrained node characteristics,
energy optimization strategy also should be considered in
routing protocol. The adaptive reliable and scalable, robust
routing protocol will also be considered in dynamic topology.

3. Routing Algorithm Design

The backup routing algorithm (BUD) and route metrics are
proposed for reliable routing based on the unrelated degree
and delay constraint, which includes two parts: route discov-
ery and route maintenance. Notation Description list shows
the notations in the proposed routing algorithm.
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3.1. UnrelatedDegree. Theoptimized alternative route known
as the backup route 𝑏

𝑟
is selected from all candidate routes 𝑐

𝑟
.

Considering the impact on data transmission and network
topology, in order to select backup route efficiently, the
unrelated degree 𝜕 is considered to save power for sensor
nodes.

In the proposed scheme, each cognitive node V
𝑖
maintains

not only a regular route 𝑟
𝑏
, but also a backup route 𝑏rb, and

cognitive node V
𝑖
can be expressed as

{V
𝑖
| 𝑟
𝑏
, 𝑏rb} . (1)

When a data transmission session is established between
source node 𝑠(V

𝑖
) and destination node 𝑑(V

𝑖
), 𝑠(V
𝑖
) will store

the data transmitted by the primary route 𝑝rtd and the data of
backup route which can reach the same destination node 𝑏rd.
It can be expressed as

{𝑏rb | 𝑝rtd, 𝑏rd} , (2)

and the number of backup route 𝑏
𝑟
considers both the density

of nodes and the amount of packets to be transmitted.
In addition to the source node 𝑠(V

𝑖
) and the destination

node 𝑑(V
𝑗
) in the primary route 𝑝

𝑟
, all nodes in the candidate

route 𝑐
𝑟
and each node of the primary route 𝑝

𝑟
will be consid-

ered. If a node is included in the primary route 𝑝
𝑟
, the node

is a contained node; otherwise it is a noncontained node.
Unrelated degree 𝜕 is defined as the ratio of the number of

contained nodes 𝑛 and all nodes𝑁 (exclude the source node
𝑠(V
𝑖
) and the destination node 𝑑(V

𝑗
)) in the candidate route

𝑐
𝑟
; namely,

𝜕 =
𝑛

𝑁
(0 ≤ 𝜕 ≤ 1) , (3)

if 𝜕 = 0, which indicates that two routes are unrelated com-
pletely; otherwise, they are related. When unrelated degree
𝜕 is high, there are a lot of contained nodes and few uncon-
tained nodes, and two routes will be very similar. The link of
primary route 𝑝

𝑟
is disconnected when primary user of pre-

emption or nodes failure and the probability of backup route
also will be affected greatly. On the other hand, when unre-
lated degree is low, there are few contained nodes and a lot
of uncontained nodes. The value of unrelated degree is very
important to discover the optimal backup route 𝑏

𝑟
.

3.2. Delay Parameter. In the proposed scheme, when select-
ing a backup route, 𝑏

𝑟
, not only unrelated degrees 𝜕, but also

delay is considered in the CRSNs. For most traffic in CRSNs,
delay is a very important issue for sensing data and events in
environment. The transceiver of cognitive nodes will lead to
some delay when it switches between different channels. The
switching delay is determined by the relative frequency band
relationship between the two channels on the radio spectrum.
For example, in the spectrum of 20MHz∼3GHz, when the
frequency band of the transceiver change is 10MHz, the
switching delay is 10ms. Therefore, the channel switching
delay within the node cannot be ignored [12, 13, 41].

In CRSNs, the transmission delay of source node 𝑠(V
𝑖
) to

the destination node 𝑑(V
𝑗
) consists of the forwarding data

transmission delay 𝑑𝑑(V𝑗)
𝑠(V𝑖)

, forwarding data transmission delay
between nodes dtdel, and receiving data channel switching
delay csdel:

{𝑑
𝑑(V𝑗)
𝑠(V𝑖)

| dtdel, csdel} . (4)

Transmission delay and spectrum handoff latency data
transceiver of each forwarding node can be expressed as

del = 𝑡del + csdel. (5)

The CRSN can be denoted by a directed graph 𝐺(𝑉, 𝐸),
where 𝑉 is the set of culminations to the diagram 𝐺. 𝐸
represents CR links, that is, the set of edges directed graph
𝐺. The delay is set to the side length of directed graph, and
then the delay del from source node 𝑠(V

𝑖
) to the destination

node 𝑑(V
𝑗
) is the path weight 𝑤

𝑖𝑗
.

Suppose there are 𝑛
𝑝
paths from the source node 𝑠(V

𝑖
) to

the destination node 𝑑(V
𝑗
). Calculate the size of each path

delay 𝑡
𝑖
(0 < 𝑖 ≤ 𝑛

𝑝
) in ascending order. The minimum

is the primary route 𝑝
𝑟
, and then calculate the value of the

remaining paths with unrelated degree 𝜕. Because the backup
route 𝑏

𝑟
satisfies both delay 𝑡

𝑖
and unrelated degree 𝜕 con-

straints, we can use weighted average of the two metrics as a
basis for selecting a backup route 𝑏

𝑟
:

𝛽 = 𝑎𝑡
𝑖
+ (1 − 𝑎) 𝜕

𝑖
(0 ≤ 𝑎 ≤ 1) , (6)

where 𝜕
𝑖
represents the unrelated degrees and 𝑎 is an adjust-

able parameter between 𝑡
𝑖
and 𝜕

𝑖
to achieve balance, while

the value of 𝑎 should be greater than 0.5 due to intermittent
connectivity in CRNS.

3.3. Route Discovery. When the source node 𝑠(V
𝑖
) needs to

send data to destination node 𝑑(V
𝑗
), it sends network routing

request message (RREQ), which is shown as

RREQ = (RID, SID,DID,NIL,NLW) , (7)

where RID indicates the route request identity, SID indicates
the address of the source node 𝑠(V

𝑖
), DID indicates the address

of the destination node 𝑑(V
𝑗
), NIL indicates the list of the

intermediate nodes, andNLW indicates link weights between
adjacent nodes. The intermediate message is as follows:

{𝑚 (V
𝑖
) | Addrs, SOPs,Cs} , (8)

where Addrs denotes the address of intermediate node𝑚(V
𝑖
),

SOPs denotes spectrum opportunity set, and Cs denotes
available channels. After the intermediate node received a
non-duplicate RREQ, its address, spectrum opportunity set,
and available channels will be added to the routing informa-
tion list and then forwarded to the node of the next hop.
When the destination node receives RREQ message, it will
know the decision of the channel information of all links.
Then, the proposed scheme will choose a route with the min-
imum delay as the primary route, 𝑝

𝑟
, and calculate a backup

route 𝑏
𝑟
from all candidate routes according to expression (6).

Then it sends the channel selection information routing reply
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message to the source node 𝑠(V
𝑖
). Route response message is

shown as

RREP = (PT,RID,DID,RR) , (9)

where PT indicates the type of package, RID denotes the
neighbor node address of the RREP packet, DID indicates
the source node address of the route, RR denotes route reply
packet, and it consists of four parts:

{RR | NL,CC,WC, LW} , (10)

where NL indicates the node sequence of source node 𝑠(V
𝑖
)

to destination node 𝑑(V
𝑗
), CC is the link assigned channel

between cognitive nodes and the next cognitive node in NL,
WC denotes all channels used by this cognitive node, and
LW is the weight of this link. When the source node 𝑠(V

𝑖
)

receives the RREP, it can send data according to the routing
information.

3.4. Route Maintenance. The primary user preemption or
node failure will lead to disconnected link. Quickly recover
interrupted data transfer and effective rerouting become very
important. In the proposed routing algorithm, when the
source node 𝑠(V

𝑖
) failed to forward packets to the destination

node 𝑑(V
𝑗
), the link is disconnected or node failure. Then

cognitive node will send a RSUS (Route Suspend) message
and will notify the source node to suspend the current route
request. If the disconnected link or node is not restored
within the time 𝑡, it will send RERR (Route Error) to the
source node. When the source node receives RERR message,
if the backup route 𝑏

𝑟
is available, the source node will select

the backup route 𝑏
𝑟
as the primary route 𝑝

𝑟
to transmit data

packets; if the backup route 𝑏
𝑟
is unavailable, the source node

𝑠(V
𝑖
) will initiate a new route discovery process.

3.5. Algorithm Design. The proposed algorithm BUD
employs an improved depth first search (DFS) algorithm
to find multiple paths in CRSNs. From the source node to
the destination node, the DFS algorithm can only find one
path. In order to find multiple suboptimized paths, when
accessing a node V

𝑖
, the proposed algorithmmarks it as being

accessed and set visited[V
𝑖
] = true until V

𝑖
is not the path to

neighboring nodes and then set visited[V
𝑖
] = false. Hence the

proposed algorithm can find all the paths from the source
node 𝑠(V

𝑖
) to the destination node 𝑑(V

𝑗
).

Considering the route selection criteria, the proposed
algorithm BUD chooses a route with the minimum delay as
the primary route𝑝

𝑟
and thendecides backup route 𝑏

𝑟
accord-

ing to the delay parameter 𝑡
𝑖
and unrelated degree parameter

𝜕. The algorithm is described in detail as in Algorithm 1, and
the flowchart is shown in Figure 1.

The proposed algorithm works as follows.

Step 1. For the node V
𝑖
, put it into the stack Push(&𝑆, 𝑓(V

𝑖
)),

and mark node V
𝑖
is accessing visited[𝑓(V

𝑖
)] = true.

Store the sequence of nodes
and the weights of this path

Start

For the current node,

The top node = t(�j)?

Order to find the neighbor
nodes of the top node

Find the neighbor node
is not visited?

Pop(&S, &e)
visited[�i] = false

Stack = null?Find the neighbor nodes
of the top node

No

No

No

Yes

Yes

Yes

Pu
sh

(&
S,

f
(�

i))
,

End

Push(&S, f(�i)), visited[f(�i)] = true

Output primary route and
backup route

vi
sit

ed
[�

i]
=

tr
ue

Figure 1: The flowchart of the proposed algorithm BUD.

Step 2. If the top node in the stack is the destination node
𝑑(V
𝑗
), go to Step 3, or else go to Step 4.

Step 3. Store the sequence of nodes and the weights of this
path in result𝑓(V𝑖)

𝑡(V𝑗)
(temp, sum), then go to Step 8.

Step 4. Find the neighbor node V
𝑘
of the top node.

Step 5. If the neighbor node V
𝑘
is not visited, go to Step 6, or

else go to Step 8.

Step 6. Set visited[V
𝑘
] = true and put node V

𝑖
into the stack.

Step 7. Consider DFS (𝐺, V
𝑘
, 𝑡(V
𝑖
)).

Step 8. Output current node from the stack and mark V
𝑘
as

visited[V
𝑘
] = false.

Step 9. If the stack 𝑆 is empty, go to Step 10, or else find the
next neighbor node V

𝑘
of the top node in the stack and then

go to Step 5.

Step 10. Select theminimumweight path as the primary route
𝑝
𝑟
.

Step 11. Calculate cr
𝛽𝑖
of all candidates route, and select the

route with smallest cr
𝛽𝑖
value as backup route.

Step 12. Output primary route 𝑝
𝑟
and backup route cr

𝛽𝑖
.
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Backup Routing Algorithm BUD
Input: Source node, destination node
Output: primary route, backup route
(1) visited[𝑓(V

𝑖
)] = true; Push(&𝑆, 𝑓(V

𝑖
));

(2) if (𝑓(V
𝑖
) == 𝑡(V

𝑗
))

go to step 3,
else

go to step 4.
(3) vector < node > result𝑓(V𝑖)

𝑡(V𝑗)
(temp, sum); node𝑥; 𝑥.path = temp𝑓(V𝑖)

𝑡(V𝑗)
[𝑛];

𝑥. cos 𝑡 = sum𝑓(V𝑖)
𝑡(V𝑗)

; result𝑓(V𝑖)
𝑡(V𝑗)

(temp, sum).push back(𝑥);
go to step 8.

(4) 𝑓𝑜𝑟 (𝑖𝑛𝑡 𝑘 = 0; 𝑘 < nodenumber; ++𝑘)
(5) if (Graph[𝑓(V

𝑖
)][V
𝑘
]&&!visited[V

𝑘
])

go to step 6;
else

go to step 8.
(6) visited[V

𝑘
] = true;Push(&𝑆, V

𝑘
);

(7) DFS (𝐺, V
𝑘
, 𝑡(V
𝑗
)).

(8) visited[V
𝑘
] = false;Pop(&𝑆,&𝑒)

(9) if stack is empty
go to step 10;

else
find the next neighbor nodes of the top node in the stack;
go to step 5.

(10) if (result𝑓(V𝑖)
𝑡(V𝑗)

(temp, sum)[𝑖]. cos 𝑡 < result𝑓(V𝑖)
𝑡(V𝑗)

(temp, sum)[summin]. cos 𝑡)
summin = 𝑖;

(11) 𝑐𝑟
𝛽𝑖
= 𝛼 ∗ result𝑓(V𝑖)

𝑡(V𝑗)
(temp, sum)[𝑖]. cos 𝑡 + (1 − 𝛼) ∗ count/result𝑓(V𝑖)

𝑡(V𝑗)
(temp, sum)[𝑖].path.size() − 2;

if (𝑐𝑟
𝛽𝑖
< 𝑏𝑟
𝛽
)

𝑏𝑟
𝛽
= 𝑐𝑟
𝛽𝑖
; 𝑐𝑟min = 𝑖;

Select the route with smallest 𝑐𝑟
𝛽𝑖
value as backup route;

(12) return 𝑝
𝑟
and 𝑐𝑟

𝛽𝑖
.

Algorithm 1: The proposed routing algorithm.

A general CRNS topology is shown in Figure 2. The cor-
responding weighted adjacency matrix is shown in Figure 3.

Weighted Adjacency Matrix. Consider

0 𝑤
𝑎𝑏

𝑤
𝑎𝑐

0 𝑤
𝑎𝑒

0

0 0 0 0 0 𝑤
𝑏𝑓

0 0 0 𝑤
𝑐𝑑

0 0

0 0 0 0 0 𝑤
𝑑𝑓

0 0 0 𝑤
𝑒𝑑

0 𝑤
𝑒𝑓

0 0 0 0 0 0

. (11)

As shown in Figure 2, V
𝑖
denotes cognitive sensor node

and the weight 𝑤
𝑖𝑗
in directed edges denotes the delay of

packet transmission from V
𝑖
to V
𝑗
, such as the weights from

V
𝑎
to V
𝑏
are represented by 𝑤

𝑎𝑏
. From the topology shown

in Figure 2, primary route 𝑝
𝑟
and backup route 𝑏

𝑟
can be

discovered from the source node to the destination node
according to the proposed route selection algorithm.

For example, suppose that V
𝑎
is the source node and V

𝑓

is destination node. In order to find the primary route 𝑝
𝑟
and

Va

Vb

Vc Vd

Ve

Vf

wab

wbf

wef

wdf
wae

wac

wcd

wed

Figure 2: General CRSN topology.

backup route 𝑏
𝑟
fromcognitive sensor nodes from V

𝑎
to V
𝑓
, the

proposed algorithmfinds all paths from V
𝑎
to V
𝑓
, and then the

path of minimum weight will be the primary route 𝑝
𝑟
. And

then calculate the value of 𝛽 in each path according to (6)
and choose the smallest value of the 𝛽 as backup route 𝑏

𝑟
. All

paths from V
𝑎
to V
𝑓
in this network topology are as follows:

𝑉
𝑎
→ 𝑉
𝑏
→ 𝑉
𝑓
, 𝑉
𝑎
→ 𝑉
𝑒
→ 𝑉
𝑓
, 𝑉
𝑎
→ 𝑉
𝑒
→ 𝑉
𝑑
→ 𝑉
𝑓
,

and 𝑉
𝑎
→ 𝑉
𝑐
→ 𝑉
𝑑
→ 𝑉
𝑓
.
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�0

�1

�3

�2

�4 �5

0.3

0.9
0.6

0.6

0.8

0.20.2

0.2

0.2

Figure 3: Weighted directed graph 𝐺.

4. Performance Analysis

4.1. Numerical Results. The CRNs can be denoted as a
directed graph 𝐺(𝑉, 𝐸). Figure 3 shows an example of
weighted directed graph 𝐺, where there are 6 sensor nodes.
And V

0
represents source node, V

5
represents destination

node, and theweights in edge represent the delay between two
nodes. The weighted adjacency matrix of directed graph 𝐺 is
shown in the following equation. According to the proposed
algorithm, Table 1 shows the process of path discovery.

Weighted Adjacency Matrix of 𝐺. Consider

0 0.3 0 0.8 0 0

0 0 0.6 0.6 0 0

0 0 0 0 0.2 0.2

0 0 0 0 0 0.2

0.9 0 0 0 0 0.2

0 0 0 0 0 0

. (12)

The proposed algorithm BUD works as follows. Push
V
0
into the stack and mark it as being accessed. Since V

0

is not the destination node V
5
, continue to visit the next

accessibility node of V
0
, namely, V

1
and V
3
. Moreover, record

access sequence V
0
→ and corresponding weights 0. For the

node V
1
, put it into the stack and mark it as being accessed.

Since V
1
is not the destination node V

5
, it continues to visit

the next accessibility nodes of V
1
, V
2
, and V

3
and record access

sequence V
0
→ V
1
→ and corresponding weights 0.3. For

the node V
2
, put it into the stack andmark it as being accessed.

Considering that V
2
is not the destination node V

5
, continue

to visit the next accessibility node of V
2
, including V

4
and V
5

and then record access sequence V
0
→ V
1
→ V
2
→ and cor-

responding weights 0.9. For node V
4
, put V

4
into the stack and

mark it as being accessed, and since V
4
is not the destination

node, it will continue to visit the next accessibility node V
5
of

V
4
. Since V

5
is the destination node, record access sequence

V
0
→ V
1
→ V
2
→ V
4
→ V
5
and corresponding weights 1.3.

Pop the top node of the stack and mark it as not being
accessed. Since the stack is not empty, the top node of the

Table 1: Path finding process of 𝐺.

Current
access
node

Next
accessible
node

Access sequence Weights

V
0

V
1
, V
3

V
0
→

V
1

V
2
, V
3

V
0
→ V
1
→ 0.3

V
2

V
4
, V
5

V
0
→ V
1
→ V
2
→ 0.9

V
4

V
5

V
0
→ V
1
→ V
2
→ V
4
→ 1.1

V
5

V
0
→ V
1
→ V
2
→ V
4
→ V
5 1.3

V
2

V
5

V
0
→ V
1
→ V
2
→ 0.9

V
5

V
0
→ V
1
→ V
2
→ V
5 1.1

V
1

V
3

V
0
→ V
1
→ 0.3

V
3

V
5

V
0
→ V
1
→ V
3
→ 0.9

V
5

V
0
→ V
1
→ V
3
→ V
5 1.1

V
0

V
3

V
0
→

V
3

V
5

V
0
→ V
3
→ 0.8

V
5

V
0
→ V
3
→ V
5 1.0

stack node is V
4
, and hence mark it as not being accessed.

Since the next node is the destination node V
5
, the algorithm

records access sequence V
0
→ V
1
→ V
2
→ V
5
and corre-

sponding weights 1.1.
With the similar method, we can get all paths and

correspondingweights from source node V
0
to the destination

node V
5
as follows:

Path 1: V
0
→ V
3
→ V
5
, cost: 1;

Path 2: V
0
→ V
1
→ V
2
→ V
5
, cost: 1.1;

Path 3: V
0
→ V
1
→ V
3
→ V
5
, cost: 1.1;

Path 4: V
0
→ V
1
→ V
2
→ V
4
→ V
5
, cost: 1.3.

According to the proposed algorithm, the shortest path
1 is the primary route 𝑝

𝑟
with the least delay. Then calculate

the value of the remaining three paths according to (6) with
𝑎 = 0.6 as follows:

𝛽
1
= 0.6 ∗ 1.1 +

0.4 ∗ 0

2
= 0.66,

𝛽
2
= 0.6 ∗ 1.1 +

0.4 ∗ 1

2
= 0.86,

𝛽
3
= 0.6 ∗ 1.3 +

0.4 ∗ 0

3
= 0.78.

(13)

According to the results, although the two paths (V
0
→

V
1
→ V
2
→ V
5
and V
0
→ V
1
→ V
3
→ V
5
) have the same

delay, the path V
0
→ V
1
→ V
2
→ V
5
includes node V

3
with

the primary route 𝑝
𝑟
(without considering the source node

𝑠(V
0
) and the destination node 𝑑(V

5
)). Therefore, the value of

𝛽
2
is greater than 𝛽

1
. Although V

0
→ V
1
→ V
2
→ V
5
and

V
0
→ V
1
→ V
2
→ V
4
→ V
5
do not contain the same node

with the primary route 𝑝
𝑟
, the latter has higher delay than the

former. This is the reason that 𝛽
3
is greater than 𝛽

1
. And it is

clear that the path V
0
→ V
1
→ V
2
→ V
5
will be the backup

route 𝑏
𝑟
. The results also verify the effectiveness of the

proposed algorithm.
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Figure 4: Weighted directed graph 𝐺
󸀠.

Figure 4 shows another weighted directed graph 𝐺
󸀠,

where there are 7 cognitive nodes, V
0
represents source node,

V
6
represents destination node, and the weights in edge

represent the delay between two nodes. The weighted adja-
cency matrix of directed graph 𝐺

󸀠 is shown in the following
equation (14). And Table 2 shows the path discovery process
of weighted directed graph𝐺󸀠.The proposed algorithm is able
to find all paths from the source node V

0
to the destination

node V
6
.The primary route and backup route are V

0
→ V
2
→

V
4
→ V
6
and V
0
→ V
1
→ V
3
→ V
6
, respectively.

Weighted Adjacency Matrix of 𝐺󸀠. Consider

0 0.5 0.5 0 0 0 0

0 0 0 0.6 0 0 0

0 0 0 0.7 0.6 0 0

0 0 0 0 0.3 0.3 0.6

0 0 0 0 0 0 0.2

0 0 0 0 0 0 0.4

0 0 0 0 0 0 0

. (14)

According to the proposed algorithm, we can get all paths
and the corresponding weights from source node V

0
to the

destination node V
6
as follows:

Path 1: V
0
→ V
1
→ V
3
→ V
5
→ V
6
, cost: 1.8;

Path 2: V
0
→ V
1
→ V
3
→ V
6
, cost: 1.7;

Path 3: V
0
→ V
1
→ V
3
→ V
4
→ V
6
, cost: 1.6;

Path 4: V
0
→ V
2
→ V
4
→ V
6
, cost: 1.3;

Path 5: V
0
→ V
2
→ V
3
→ V
4
→ V
6
, cost: 1.7;

Path 6: V
0
→ V
2
→ V
3
→ V
6
, cost: 1.8;

Path 7: V
0
→ V
2
→ V
3
→ V
5
→ V
6
, cost: 1.9.

It is clear that the path V
0
→ V
2
→ V
4
→ V
6
is the pri-

mary route 𝑝
𝑟
with the least delay, and then we can calculate

Table 2: Path finding process of 𝐺󸀠.

Current
access
node

Next
accessible
nodes

Access sequence Weights

V
0

V
1
, V
2

V
0
→

V
1

V
3

V
0
→ V
1
→ 0.5

V
3

V
4
, V
5
, V
6

V
0
→ V
1
→ V
3
→ 1.1

V
4

V
6

V
0
→ V
1
→ V
3
→ V
4
→ 1.4

V
6

V
0
→ V
1
→ V
3
→ V
4
→ V
6 1.6

V
5

V
6

V
0
→ V
1
→ V
3
→ V
5
→ 1.4

V
6

V
0
→ V
1
→ V
3
→ V
5
→ V
6 1.8

V
6

V
0
→ V
1
→ V
3
→ V
6 1.7

V
2

V
3
, V
4

V
0
→ V
2
→ 0.5

V
3

V
4
, V
5
, V
6

V
0
→ V
2
→ V
3
→ 1.2

V
4

V
6

V
0
→ V
2
→ V
3
→ V
4
→ 1.5

V
6

V
0
→ V
2
→ V
3
→ V
4
→ V
6 1.7

V
5

V
6

V
0
→ V
2
→ V
3
→ V
5
→ 1.5

V
6

V
0
→ V
2
→ V
3
→ V
5
→ V
6 1.9

V
6

V
0
→ V
2
→ V
3
→ V
6 1.8

V
4

V
6

V
0
→ V
2
→ V
4
→ 1.1

V
6

V
0
→ V
2
→ V
4
→ V
6 1.3

the unrelated degrees of the remaining six paths according
to (6) as follows with 𝑎 = 0.6:

𝛽
1
= 0.6 ∗ 1.8 +

0.4 ∗ 0

3
= 1.08;

𝛽
2
= 0.6 ∗ 1.7 +

0.4 ∗ 0

2
= 1.02;

𝛽
3
= 0.6 ∗ 1.6 +

0.4 ∗ 1

3
= 1.09;

𝛽
4
= 0.6 ∗ 1.7 +

0.4 ∗ 2

3
= 1.28;

𝛽
5
= 0.6 ∗ 1.8 +

0.4 ∗ 1

2
= 1.28;

𝛽
6
= 0.6 ∗ 1.9 +

0.4 ∗ 1

3
= 1.39.

(15)

Although path 2 and path 5 have the same delay, path
5 has the same nodes V

2
and V

4
with the primary route

𝑝
𝑟
(without considering the source node 𝑠(V

0
) and the

destination node 𝑑(V
6
)). Therefore, 𝛽

5
is greater than 𝛽

2
.

Although path 2 and path 1 V
0
→ V
1
→ V
3
→ V
5
→ V
6
do

not have the same node compared with the primary route 𝑝
𝑟
,

the latter has bigger delay than the former. Hence path 2 is the
backup route 𝑏

𝑟
.The results also verify the effectiveness of the

proposed algorithm.

4.2. Simulation Results. In order to evaluate the performance
of the proposed scheme, we implemented the backup routing
based on delay constraint (Bud) with C++, and the algorithm
without Bud is also simulated as discussed here. Our simula-
tion is performed considering the deployed region as a square
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Figure 5: Route and topology with uniform increasing load (𝑡 =

10 s).

of fixed area of 500m × 500m. The communication range
between two nodes is 100m.The run time is 100 s.The system
will generate 30 cognitive nodes randomly in every 10 s. And
the source node and destination nodes also will be selected
randomly.

In the first scenario, we consider the random multi-hop
topology networks with uniform increasing load. Figure 5
shows the primary route, backup route, and topology with
uniform increasing load when 𝑡 = 10 s and Figure 7 shows
the delay of different schemes.

As shown in Figure 5, there are 2 nodes in the primary
route from source SN to destination node DN and 3 nodes in
the backup route. And the unrelated degree of two routes is
zero, which means that the backup route will work efficiently
if the primary route fails.

The delay of difference routes is shown in Figure 6. As
the load increases, the delay of two schemes will increase
accordingly. When the load is less than 30%, the delay of the
proposed scheme is slightly higher than the scheme without
the Bud. The reason is that backup route will lead to some
delay in channel switching. However, for the scheme without
the Bud, delay will increase to more than 130ms when the
load increases to 40%, which is obviously higher than that
of the proposed scheme, while the delay is 87ms for the
proposed scheme. The reason is that, without Bud, nodes
will start the route discovery procedure when load is heavy.
In particular, the primary node will occupy most channel
and some nodes will fail as the load increases. However, the
proposed scheme takes both delay and unrelated degree into
consideration, which will help the traffic to avoid the failure
nodes and start backup route to guarantee transmission delay.

In the second scenario we evaluate and compare the per-
formances with/without the proposed scheme in randomly
network topologies with random load. Figures 7 and 8 show
route and delay, respectively, when 𝑡 = 80 s.
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Figure 6: Delay of different schemes with uniform increasing load
(𝑡 = 10 s).
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Figure 7: Route and topology with random increasing load (𝑡 =

80 s).

As shown in Figure 7, the primary route includes 6 nodes
from source SN to destination nodeDN, and the backup route
includes 6 nodes, too. And there is one contained node in
the backup route (excluding the source node and destination
node). The unrelated degree 𝜕 of two routes is 0.25, which
means the backup route will fail if the contained node is
invalidation. However, the backup route will work effectively
in most cases when the primary route is out of service.

The delay of difference route schemes with random load
is shown in Figure 8. As the load increases, the delay of two
schemes will increase accordingly. When the load is less than
10%, the delay error of two schemes is not obvious. However,
for the scheme without the Bud, delay will increase greatly.
For example, the delay is more than 200ms after the load
increases to 30%, which is more than 100% of the proposed
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Figure 8: Delay of different schemes with random load (𝑡 = 80 s).

scheme, since the delay is 99ms for the proposed scheme.
When the load arrives at 95%, the delays of two schemes
are 642ms and 341ms, respectively. And the reason is that,
without Bud, random increasing load will lead some nodes
to consume power quickly, and the failure nodes will lead to
the primary route out of work, which will make the node to
start the route discovery procedure and lead to heavy delay.
In particular, the primary node will occupy most channel
and some nodes will fail as the load increases. However,
the proposed scheme will start backup route easily to avoid
the failure nodes and guarantee transmission delay, since it
considers both delay and unrelated degree. The results in
Figure 8 also show the effectiveness of the proposed scheme.

5. Conclusion

This paper proposed a backup routing algorithm for reliable
routing based on the delay constraint and unrelated degree,
which is able to provide higher reliability to dynamic spec-
trum used by the primary route and backup route. The pro-
posed algorithm will determine the primary route with the
smallest delay and select the backup route with theminimum
𝛽 according to expression (6). Numerical and simulation
results show that the proposed algorithm can effectively over-
come the intermittent connection problem and also decrease
delay greatly.

Notations

𝑝
𝑟
: Primary route

𝑏
𝑟
: Backup route

𝑐
𝑟
: Candidate routes

𝑟
𝑏
: Route cache

𝑏rb: Backup route cache

𝑝rtd: Data transmitted by the primary
route

𝑏rd: Data of backup route
𝑠(V
𝑖
): Source node

𝑑(V
𝑗
): Destination node

𝑚(V
𝑖
): Intermediate node

𝜕: Unrelated degree
𝑑
𝑑(V𝑗)
𝑠(V𝑖)

: Transmission delay
dtdel: Forwarding data transmission

delay between nodes
csdel: Channel switching delay
RR: Reply route
CC: Channel choice
Push(&𝑆, 𝑒): Insert 𝑒 as the new top element of

the stack
𝑓(V
𝑖
): Access from this cognitive node

visited[V
𝑖
]: Visited mark array

sum𝑓(V𝑖)
𝑡(V𝑗)

: Store the path weights
summin: Route subscript of the smallest

path weights
crmin: Record the route with the smallest

subscript of cr
𝛽𝑖

count: Number of contain nodes V
𝑖

𝑡del: Transmission delay between nodes
𝑛: Number of nodes contained
del: Delay
RID: Route request identity
SID: Address of the source node
DID: Address of the destination node
NIL: List of the intermediate node
NLW: Link weights between adjacent

nodes
Addrs: Address of intermediate node
SOPs: Spectrum opportunity set
Cs: Channels available in public node
PT: Type of package
REID: Neighbor node address of

receiving RREP
LW: Link weight
NL: Node list
WC: Working channel
Pop(&𝑆,&𝑒): Delete top element, and returns its

value with 𝑒

𝑡(V
𝑗
): Destination node

temp𝑓(V𝑖)
𝑡(V𝑗)

[𝑛]: Sequence of nodes from source
node to destination node

result𝑓(V𝑖)
𝑡(V𝑗)

(temp, sum): Sequence of nodes and the weights
of every path

cr
𝛽𝑖
: Value of 𝛽 to candidate path

nodenumber: Number of cognitive nodes V
𝑖

br
𝛽
: Record variable of the minimum

cr
𝛽𝑖
.
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