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Failure occurrence in industrial systems can be a result of a sequence of failures leading to a total system failure. Up to now, several
methods to determine failure sequences and to calculate probability of such failures have been proposed. These methods primarily
focus on modeling aspects of the problem and do not present a certain framework to determine potential failure sequences.
In this paper, a novel approach based on Petri net modeling of the systems is proposed and several heuristic algorithms are
developed. Determination of potential failures in sample industrial problems and comparing the results with other existing methods
demonstrates that the presented algorithms are much more efficient in dealing with complex Petri net models while existing
methods are not capable of handling such complicated models.

1. Introduction

Risk analysis of complicated systems, such as flexible man-
ufacturing cells, is a challenging task. There are diverse
approaches aiming in describing different risky behaviors of
the systems. One of the most applicable tools in this field is the
Fault Tree Analysis (FTA) method. This method, presented
in early 1960s, is only a static graphical technique to find
correlations among principal reasons of a system failure [1]
which makes it difficult in dealing with complicated systems.
Other methods, including Failure Mode and Effect Analysis
(FMEA), suffer from a similar deficiency [2, 3].

Failures occurring in systems are not confined to failures
of each independent sub-system. Sequential failures of sub-
systems may also lead to the failure of the entire system.
Sequential Failure Logic (SFL) was presented by Fussell et al.
[4]. In this research, the focus is on analyzing non-repairable
electric supply systems with main and standby power units
and switch controls. Exact and approximate methods are used
to calculate the probability of occurrence of the output event
from priority-AND SFL. It is assumed that elementary events
are independent and stochastic [4].

The approach proposed in [4] is then adopted by some
researchers, for example, in risk analysis of a human-robot

system [5], in the field of product liability prevention [6], and
quantitative analysis of dynamic systems like space satellites
[7].

The concept of sequential failure analysis [1] has been
further developed by introducing counters of transitions
in stochastic Petri nets (SPNs) located in various network
connections [8]. The probabilities of sequential failures are
calculated based on the obtained counters of failure transi-
tions in the net.

A fuzzy approach to the problem of sequential failure is
presented in [9]. Here, the authors combined adaptability of
fuzzy logic with accuracy and modeling power of Petri nets
to perform an efficient failure analysis.

Stochastic Petri nets have also been under attention
during last years. For example in [10] Wang et al. have used
stochastic Petri nets to assess reliability of systems based
on non-homogenous Markov isomorphism. Useless service
failures are a serious issue in real world problems so Zhao et
al. [11] have used stochastic Petri nets models to detect useless
service failures.

Uncertainty is an inherent characteristic of industrial
systems. Such uncertainties can be handled by stochastic Petri
nets. Garg and Sharma [12] have utilized stochastic Petri nets
to model the behavior of complex industrial systems and then
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on its basis they try to find some of the reliability measure
such as mean time between failures (MTBF) using Lambda
Tau methodology. Another important property of industrial
machines is their availability. Availability is a crucial topic
especially in heavy industries since idle times of machines
can impose thousands of dollars to the company. According
to this, Beirong et al. [13] have used Generalized stochastic
Petri nets (GSPN) to model complex industrial systems
to maximize the machine availability. In another research,
stochastic failure sequence has been investigated by Su and
Wang [14] in order to simulate the dynamic reliability of
manufacturing systems using stochastic Petri nets.

Although SFL provides an appropriate tool for evaluating
systems, it has some drawbacks. For instance, in SFL it
is assumed that failure sequences are known. Of course,
this cannot be true in real world problems where there
may be many unknown sequences of failures. In order to
overcome such deficiencies, a novel approach for calculating
probabilities of occurrences of sequential failures is presented
in [15]. This research adopts the concept of reachability trees
in Petri Nets, and then determines different failure sequences
by drawing reachability tree of the Petri nets model of the
system. Although this approach seems to be suitable for small
systems with limited number of states, it is not beneficial
for complicated systems with several states since to draw the
reachability tree for such systems is nearly impossible. Hence,
our goal in this paper is to enhance the method introduced
in [15] and develop new algorithms to determine failure
sequences of large systems automatically.

The reminder of the paper is as follows. In Section 2, basic
concepts of Petri nets and their application in failure analysis
are discussed. The framework of sequential failure analysis is
presented in Section 3. In Section 4, the developed method is
discussed and the performance of the developed algorithms
is analyzed. Section 5 is devoted to an illustrative example in
order to demonstrate capacities of the developed method. The
paper concludes in Section 6.

2. Petri Nets and Their Application in
Failure Analysis

Petri Nets are graphical and mathematical modeling tools
applicable to many systems. They offer formal graphical des-
cription possibilities for modeling systems consisting of con-
current processes. Petri Nets have been used extensively for
modeling and analyzing of discrete event systems. As a graph-
ical tool, Petri nets can be used for visual communication
aims similar to flow charts, block diagrams, and networks.
In addition, tokens are used in these nets to simulate the
dynamic and concurrent activities of systems.

For more details about evolution of Petri nets, reader
is referred to [16, 17]. A Petri net is a 5-tuple, PN =
(P, T,F,W, M,), where

P={py,pr-- P

T= {tl,tz,. . .,tn},

F C (PxT)U(T x P)is a set of arcs (flow relations),
W:F — {1,2,3,...} is a weight function,

Journal of Industrial Engineering

M,:P — {0,1,2,...} is the initial marking,
PNT=0and PUT #0.

The dynamic behavior of a system is modeled by changing
state or marking in Petri nets according to the following
(firing) rules.

(1) A transition ¢ is said to be enabled if each input
place p of t is marked with at least w(p,t) tokens,
where w(p, t) is the weight of the arc from p to t.

(2) An enabled transition may or may not fire depending
on whether or not the event actually takes place (firing
conditions are ok).

(3) Firing of an enabled transition ¢ removes w(p,t)
tokens from each input place pto tand adds w(t, p)
tokens to each output place pof ¢, where w(p,t)
and w(t, p) are the weights of the arcs from pto
tor tto p, respectively.

In graphical representation of a Petri net, places are
represented by circles and transitions are shown by hollow
bars. The relationships between places and transitions are
represented by direct arcs. For example, the Petri net of
Figure 1 depicts the firing of a transition.

In un-timed Petri net one can prohibit controlled transi-
tions from firing but cannot force the firing of a transition at
a particular time. In timed Petri nets controlled transitions
are forced to fire by observing the time dependent firing
functions. In timed Petri nets, each transition has its specific
time which determines the transition’s holding time. When
a transition is fired during its holding time, markings of
networks are not changed. By elapsing holding time, the
markings will change according to the firing rules.

Application of Petri nets in failure analysis is an emerging
active field of research. The application of PNs is similar to the
application of “Fault (Event) Tree Analysis (FTA and ETA)”
which are two strong graphical tools for pre (post) event
reliability and risk analysis. As this is a rather new field, the
literature is not yet rich; however researches on safety analysis
and reliability growth [18, 19], reliability evaluation [20-22],
and reliability of manufacturing systems [23-25] have already
been presented.

Some researchers believe that PNs can be an appropriate
alternative for FTA [19, 20], since it not only graphically
symbolizes the cause and effect relationships among the
events, but also represent dynamic behavior of the system.
Fault trees, which are basic graphical risk analysis tools, can
be transformed to Petri Nets. For more details, readers are
referred to [19].

3. Framework of Sequential Failure Analysis

General framework of Sequential Failure Analysis (SFA) in
the literature of reliability and risk analysis is shown in
Figure 2 [1].

This methodology utilizes Fault Tree Analysis (FTA) and
FMEA and dynamic Petri net modeling for identifying all
possible failures and their sequences of occurrence. As shown
in Figure 2, the framework of sequential failure analysis
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F1GURE I: Transition firing: (a) marking before firing, (b) marking after firing.
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FIGURE 2: Framework of sequential failure analysis [1].

consists of five steps. Since there is no specific algorithm
for sequence identification in the literature, the main goal of
this paper is to develop new algorithms in the fourth step,
highlighted in Figure 2.

Sequential failure analysis steps start with using FMEA
or FTA techniques in order to predict all potential failures.
Although FMEA is a general term, it is divided to different
branches such as Quality FMEA (QFMEA), Design FMEA
(DFMEA), Process FMEA (PFMEA), and so forth. The sec-
ond step, Petri net modeling, includes modeling the system
in a dynamic manner so that all tasks and activities taking
place in the system can be seen. The third step is similar to the
second one except that it considers system failures and merges
such possible failures with the main body of the system Petri
model.

Step 4 is our main focus and we will discuss it in next
sections. The last step has been considered by many other
researchers [1, 15] and we do not discuss it anymore.

4. Methodology

As noted earlier, failures of a system are not limited to failures
in sub-systems but they also include a hierarchy of failures in
relevant sub-systems. On the other hand, various analyzing
methods of Petri nets fail in determining failure sequences
leading to total system failure, despite making a schematic
view of system behaviors during time. In spite of the capacity
of reachability trees in showing sequences of events, they
are not efficient in analyzing complicated nets. On the other
hand, to the knowledge of authors, no specific algorithm
capable of constructing reachability trees, combined with
determination of sequences of events, can be found in the
literature.

One of the key factors in calculating sequential failures
of a system is to determine behavioral sequences of the net
leading to the failure. Hence, the proposed algorithm must
be able to construct different behavioral states (markings of

the net) and the entire sequences of events in a combinatorial
manner. In the following, we describe symbols utilized in our
methodology and then present our approach.

4.1. Variables and Symbols Definitions

P: Number of all timed and untimed places existing
in the Petri net.

T: Number of all timed and untimed transitions
existing in the Petri net.

External: An external T X P matrix. The entries of
this matrix are the weights of all arcs connecting each
transition (in rows) to each place (in column).

Internal: An internal P x T matrix. The entries of
this matrix are the weights of all arcs connecting each
place (in rows) to each transition (in column).

Status: State T' x P matrix. The entries of this matrix
are 0 and 1. In fact, this matrix shows how a place (in
row) is connected to a transition (in column). If the
arc connecting place i to transition j is ordinary, then
entry (i, j) of the status matrix is 1; in case of inhibitor
arc this component is 0. If there are no arcs between a
place and a transition, then the corresponding entry
in the status matrix will be again 1.

Info: Evolutionary behavioral matrix of the net. This
matrix plays the main role in our heuristic algorithm
and it becomes more complete during each step. The
entries include markings (behavioral states of the
net) and existing firing sequences of the net. We will
discuss the structure of this matrix in more details in
the following sections.

Level: The last level among different levels of the net
being considered.

M(0): Initial marking of the Petri net.
M(i): Marking i of the Petri net.
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Main Algorithm

Input: Internal = [] ., External = [, p, M(0), Status =[],
Output: Info matrix // Info is defined in Section 4.3.2
External = External”; Info = [0],,;;

Info{l, 1} = M(0); Info{2, 1} = Enabling(M(0), Internal, External);

Stop = 0; level = 1;
while Stop = 0 do

end for

for s = 1 — Linefinder(Info)
if Info{s, level} = 0
Stop = Stop + 1;
end if
end for
if Stop = Linefinder(Info)
end while
else Stop = 0; level = level + I;
end if
end while
return Info

for g =2 — 3 — Linefinder(Info)
Info= Copier(Info, g, level, T);

Info = Filler(Info, level, T, Internal, External, Status);

ALGORITHM 1: Main algorithm.

4.2. Assumptions. Petri nets are:

(i) pure. Purity means that a place cannot be at the same
time the input and output of a specific transition,

(ii) live, and
(iii) bounded.

4.3. The Heuristic Algorithm. In this section we present our
heuristic algorithm. The following sub-sections describe the
main algorithm and relevant functions.

4.3.1. Main Algorithm. Here we present the main body of the
proposed algorithm in Algorithm 1.

4.3.2. The Performance of Algorithm. Algorithm1 is able to
construct reachability tree, entire markings of the systems,
and all the firing sequences occurring in the Petri net
model, simultaneously. The significance of this algorithm
is in analyzing sequential failures where identification of
sequential failures is vital in calculating sequences of event
leading to total failure of the system.

In this algorithm, firstly a square matrix Info with zero
elements is constructed. The size of the matrix depends on the
size of the Petri net model being considered. In order to avoid
confusion when using the matrix External, the algorithm
uses the transpose of the input matrix External. Hence, when
speaking about matrix External, we mean the transpose of
the input matrix External. Then, the algorithm substitutes
the initial marking M(0) in the cell (1, 1) of Info and also
substitutes the result of an internal function “Enabling” in
cell (2, 1). This internal function gets the marking of a Petri
net and gives a row matrix as its output. This row matrix
consists of 0 and 1 and demonstrates enabled transitions of

the corresponding marking. It is apparent that the number of
columns of the output of the function “Enabling” equals T

As shown in Figure 3, the algorithm is designed to operate
level by level. In this paper, levels in reachability tree mean
sets of markings in which there are equal numbers of firings
from the initial marking to reach such markings.

Then during the next step, the internal algorithm Copier,
which will be discussed later, operates on elements of the
second row of the matrix Info and advances with triple
steps. Cells considered by this algorithm are the row matrices
demonstrating the enabled transitions of each marking.

Each sequence in matrix Info is made of three rows. The
algorithm Copier copies three rows of each firing sequence
n times. Here #n means the number of enabled transitions in
each considered sequence.

According to above notations, our proposed algorithm
considers three rows for each sequence of firing. The first
row shows the markings of each sequence, the second row
shows enabled transitions of its corresponding marking, and
the third row demonstrates the number of the fired transition
in each marking.

Then firing process of the existing transitions in each
feasible sequence of the considered level is performed, and
new markings, resulted from firing of these transitions, are
transported to the next level (column) of the matrix Info.
This process is performed by internal algorithm Filler which
will be explained in the next sections. In order to explain
the proposed algorithm, consider the Petri net of Figure 4.
Reachability tree and the output matrix Info from operation
of the algorithm are displayed in Figure3 and Figure5,
respectively.

In fact, in this algorithm, elements of the matrix Info
are completed via a wave process (Figure 5). This means
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FIGURE 3: Firing levels form an initial marking in a Petri net.

FIGURE 4: An ordinary Petri net [17].

that completion of each level of the reachability tree and
evolution of the constructed sequences in the next level are
performed simultaneously. It is noteworthy to mention that
during evolution of matrix Info, elements of rows 2,5,8, ...
transform to zero through a multilevel process. The aim is
to prevent the algorithm from making repeated markings in
the sequence. For example in Figure 5, in the marking of the
cell (4, 2) of the matrix Info, transition 3 is enabled. If this
transition is fired the resulting marking in the fourth level
will be equal to the marking of the cell (4, 1) which is iterated.
Hence, the sequence terminates at this level.

Evolution of the matrix Info terminates only if the new
generated marking exists in the existing set of the markings of
the sequence. This is to prevent the algorithm from generating
repeated sequences. If the new sequence being generated by
the algorithm already exists, then the algorithm skips this
sequence. This is to prevent the reachability tree of the net
from having state space explosion.

We should note that the function Linefinder in
Algorithm 1 is an internal function which returns the
number of the last row of the matrix Info in which there is a
positive value. Here we consider the main condition of stop
in the main body function and prove its termination.

Termination Condition. According to the assumption of Sec-
tion 4.2, the proposed algorithm operates only on bounded

1
1

Level = 1 Level =2 Level = 3 Level = 4
[2:0:1;0] | /30021 | [L1;1:2] [[251;054]
\Z [0,0,0] ! [0,0,0] [0,0,0]
SRR —3/"’/ _All 3
[2;0;1;0] [0/1;2;0]
l (0,00 /10,0,0]
‘*---»;_.-._.T"// 3

FIGURE 5: Output of the algorithm with the process of wave
operation.

Petri nets. Internal construction of the function Filler pre-
vents extension of each sequence in case of iteration. There-
fore, the possibility of constructing unbounded sequences is
zero. On the other hand, since the Petri nets are bounded and
algorithm has a performance similar to complete counting
process then the entire markings will be definitely counted.
This means that according to the principle of the bound-
edness of the net, there will be one iteration in any of the
sequences and all the sequences will be terminated at a level,
and the condition for termination condition will be satisfied.

4.3.3. Function Filler. This function is one of the main
operators in the main algorithm. This algorithm operates
on levels (columns of the matrix Info) and fires enabled
transitions in such a way that no iteration happens. It also
constructs next level in matrix Info gradually by a wave
shaped motion. Algorithm 2 presents this function.

This function returns a two-dimensional row matrix
called “a” and a one-dimensional row matrix, “b”. In fact, this
function operates on the considered level with triple steps
and gives the kinds and numbers of different markings in that
level in matrixes “a” and “b’, respectively.

Algorithm “Filler” has no termination condition and
operates according to the dimension of its input data. This
algorithm performs on the first row of each sequence and
then analyzes each sequence. In case of existence of enabled
transition in the last marking of the sequence, it generates
an experimental marking. If this new marking is not iterated
then the function adds this new marking to the end of the
sequence in the next level and also adds the enabled transi-
tions of the new marking to the next level. In Algorithm 2,
we have used a function called “Newmarking” which will be
discussed in detail in the coming sections.

4.3.4. Function Copier. This algorithm plays an important
role in generating different sequences, by operating on the
second row of each existing sequence. This row demonstrates
enabled transitions of its corresponding marking. According
to the number of enabled transitions in each marking,
function “Copier” firstly checks whether firing a transition
leads to a new sequence or not. If this is true then the relevant
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FILLER Algorithm

Ouput: Cons = []
Cons = Info;
[ab] = Finder(Info, level);

nxn

if Cons{i — 2, level} # 0 then
form=1 - k

forj=1—-T

end if

Update Info;
end for
for [ =1 — level

end if
end for
end for
end if
end for
end if

end for
return Cons

Input: Info, level, T, Internal, External, Status

for i =1 — 3 — Linefinder(Info) +1

if Info{i — 2, level} — a{l,m} = 0 then

if Cons{i — 1, level}(j) = 1 then
Cons{i — 1, level}(j) = 0; Cons{i, level} = j;

for z =2 — 3 — Linefinder(Info)

If Newmarking(Cons{i — 2, level}) is not iterated then
Add Newmarking and enabling matrices to the sequence;

\\a = [l b= ik

AvrGoriTHM 2: Function Filler of the proposed algorithm.

CopPIER Algorithm
Input: Info, row, level, T

if level = 1 then
fork=1—>dd-1
for [ =1 — level

end for
end for
else

end for
end for
end if
end if
return Info

Output: the same Info matrix which is modified
ifInfo{row—1, level} # 0 then
dd = number of ones in Info{row, level};

Copy the sequence to Info with one row spacing;

fork=1—>dd-1
for [ =1 —level
Copy the sequence to Info;

ALGORITHM 3: Function copier.

sequence will be added to the end of the evolutionary matrix
“Info”. Output of this function is constantly processed by
the function “Filler”. The corresponding algorithm of this
function is presented in Algorithm 3.

4.3.5. Function Newmarking. This algorithm is designed
based on dominating concepts in the field of Petri nets. This
function constructs and solves linear systems of the Petri net
using basic concepts of token transfer and so forth. For more
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NEWMARKING Algorithm
Input: Marking =[], Internal, External, Status, Tranum
Output: Outmarking (a new marking resulting from firing transition Tranum)
Difference = [0] p,1;
Fork=1—-T
fori=1 > P
if Status(i, k) = 1 then
Difference = External — Internal;
else
Difference = External;
end if
end for
end for
Outmarking = Marking + Difference x[0],, (with element 1 in rownumber Tranum);
return Outmarking
ALGorITHM 4: Function newmarking.
details, the reader is referred to [17]. The algorithm of this 01000000000
function is demonstrated in Algorithm 4. 10100100000
At the end of this section, the proposed method is entirely 00011000000
represented in Figure 6. external matrix= {0 0 0 0 0 01 0 0 0 O
000000O0O0OT1O0
00000000O0T1O0
5. An Illustrative Example (0000000000 1]
)

In this section we solve a sequential failure problem and
demonstrate the capabilities of the proposed method. This
example is adopted from [10]. We have coded the proposed
algorithms in MATLAB. Consider the Petri net of a machin-
ing cell in Figure 7. Input matrices of the proposed heuristic
algorithm are

-1
0
0
1
1
initial marking = [0 |,
0
1
1
0
L0
(1 000 00 07
010000O00O0
0010000
010000O00O0
0100000
internal matrix= [0 0 0 1 0 0 O,
0000O0O0T1
0000100
0000O0T1O0
0000O0O0T1
L1001 000 0

According to the proposed main algorithm represented in
Figure 6, the wavy procedure is applied to the manufacturing
cell represented in Figure 7. This manufacturing cell consists
of one robotic arm, and a single machine to process the
incoming parts. The robotic arm is responsible for loading
and unloading the parts to and from the machine. In cases
when the robotic arm drops a part then an operator should
enter the hazardous zone to solve the problem and load or
unload the machine manually. In such situation the operator
is in danger of having accident with the robotic arm. This
process is totally depicted in Figure 7.

Computational results of executing the heuristic algo-
rithm are presented in Table 1. As it can be seen from Figure 7,
the aim is to determine all the firing sequences of transitions
leading to firing of transition ¢,.

Here we will describe the solution procedure of this
problem step by step. According to the flowchart represented
in Figure 6 firstly the internal, external, and status matrices
should be determined according to Petri net model of the
system. Then in the next step the first two elements of the
matrix Info should be filled using the Enabling function.
Then for each firing level, enabled transition are discovered
and firing sequences for the entire enabled transitions are
performed until reaching a similar firing sequence which has
been obtained before.

The functions Linefinder, Filler, and Copier are inter-
mediate algorithms which are responsible for checking
uniqueness of a firing sequence, and implementing the wavy
procedure to fill the Info matrix. As noted before, the wavy
procedure tries to find the possible unique firing sequences
and find firing levels, simultaneously.
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Get Internal, External, Status

!

Set: Info{1, 1} = M(0); Info {2, 1} = Enabling(M(0), Internal, External);

!

Set: Stop = 0, Level = 1
I

2

Set: Info = Copier(Info, g, level, T); g = 2

g < Linefinder(Info)

Set: Info = Filler(Info, level, T, Internal, External, Status);

|

V s = 1: Linefinder(Info)

Level = level + 1 Info(s, level} = 0

| End

FIGURE 6: Flowchart of the main algorithm.
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FIGURE 7: Petri net model of a manufacturing cell.

Transition 7 plays the role of hitting an operator by
robotic manipulator. Since the number of firing sequences
leading to firing t, is large we present only some of firing
sequences leading to firing failure transition (t,).

The main body algorithm in this paper then term-
inates until the entire possible firing sequences for the
entire firing levels have been investigated and then they are

reported.
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TaBLE 1: Firing sequences leading to firing transition ¢, of Figure 4.

1 tst ottty

2 tst byt t,

3 tst bttt t,

4 t\totstyt,

5 titytstityt,

6 titot tatst,

7 titotatst,

8 titotat tst,

9 t ottt et

10 t\tot tytstot,

1 ti ot st ttst,
12 tet\Lotat tst,

13 tib bttt Estet,
14 titottst tytotst
15 tit bt tstttt,
16 tstitt ttt, L,
17 tst bttt stst Lt
18 byttt byttt bt

Our proposed algorithm is general and can handle dif-
ferent firing sequences in addition to failure analysis. Table 2
represents computational results of the technique presented
in [15]. According to Table 2, this method which is based
upon drawing reachability tree of the Petri nets can detect
only 8 failure sequences while the proposed method in this
paper has detected 18 failure sequences led to firing of ¢,.
This proves that the older technique can detect only 40%
of potential sequential failures but the proposed heuristic
algorithms in this paper are capable to approximately detect
the whole sequences. Hence, performance of the method [15]
cannot be trusted in complex systems.

By analyzing the results of the two tables above, it can be
concluded that the maximum number of transition firings
detected by the method [15] is 7 firings but according to
Table 1 maximum number of firings is 12 which is consider-
ably greater than of [15]. This is because the older method is
a graphical-based method and cannot handle complex nets.
On the other hand, the technique presented in this paper
represents a systematic approach and does not need to draw
reachability graphs of the net and has omitted some time
consuming parts of the older method.

Computational results of the above example shows that
the method used in [I5] just considers some of firing
sequences leading to failure while method adopted in this
paper is much stronger and can determine all the firing
sequences.

6. Conclusions

In this paper, some novel algorithms in order to determine
firing sequences leading to failures in systems were devel-
oped. The proposed method not only can present entire firing
sequences in a Petri net but also it can draw reachability tree
of that Petri net, simultaneously. We coded these algorithms
MATLAB programming language and compared the results

TABLE 2: Firing sequences leading to firing transition ¢, of Figure 4
by the method presented in [15].

tstitytyt;

tstitytytt;

titytstyty

titytsttyt;

tstytyt) tstytyty

ity tytst;

titatytst;
titytyt)tsty

O NN N Ul W

with one of the main existing methods in the literature.
This comparison demonstrated precision and accuracy of the
proposed method.
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