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We investigate the expansion of bosons and fermions in a homogeneous lattice after a sudden removal of the
trapping potential using exact numerical methods. As a main result, we show that in one dimension, both bosonic
and fermionic Mott insulators expand with the same velocity, irrespective of the interaction strength, provided
the expansion starts from the ground state of the trapped gas. Furthermore, their density profiles become identical
during the expansion; the asymptotic density dynamics is identical to that of initially localized, noninteracting
particles, and the asymptotic velocity distribution is flat. The expansion velocity for initial correlated Mott
insulating states is therefore independent of the interaction strength and particle statistics. Interestingly, this
nonequilibrium dynamics is sensitive to the interaction driven quantum phase transition in the Bose-Hubbard
model; while being constant in the Mott phase, the expansion velocity decreases in the superfluid phase and
vanishes for large systems in the noninteracting limit. These results are compared to the setup of a recent
experiment [Ronzheimer et al., Phys. Rev. Lett. 110, 205301 (2013)], where the trap opening was combined with
an interaction quench from infinitely strong interactions to finite values. In the latter case, the interaction quench
breaks the universal dynamics in the asymptotic regime and the expansion depends on the interaction strength. We
carry out an analogous analysis for a two-component Fermi gas, with similar observations. In addition, we study
the effect of breaking the integrability of hard-core bosons in different ways; while the fast ballistic expansion
from the ground state of Mott insulators in one dimension remains unchanged for finite interactions, we observe
strong deviations from this behavior on a two-leg ladder even in the hard-core case. This change in dynamics
bares similarities with the dynamics in the dimensional crossover from one to two dimensions observed in the
aformentioned experimental study.
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I. INTRODUCTION

The possibility of realizing various many-body Hamilto-
nians in the laboratory with ultracold atomic gases1 allows
one to address outstanding questions from condensed matter
theory in well-controlled experiments. In the context of
low-dimensional systems with strong correlations, two topics
currently receive a lot of attention, namely, nonequilibrium
dynamics2–6 and transport properties.7–13 In the former case,
theorists seek to understand, e.g., relaxation processes and the
conditions for thermalization,14,15 whereas in the latter case,
qualitative questions such as whether transport is ballistic or
rather diffusive in microscopic models of strongly interacting
systems remain actively debated (see Refs. 16–19 and refer-
ences therein).

While in higher dimensions almost all interacting models
show the same generic behavior, governed by local thermal-
ization and leading to diffusive transport and therefore finite
dc conductivities, many one-dimensional (1D) models such as
the Heisenberg model, the Fermi-Hubbard model or hard-core
bosons20,21 are believed to exhibit anomalous behavior. This
can include, for example, nonergodic dynamics,22 nonthermal
stationary states (see, e.g., Refs. 3 and 23–25), or ballistic
transport with divergent dc conductivities despite the pres-
ence of interactions.16,19 This is often traced back to the
integrability of these models.22 A number of examples, such
as dissipationless energy transport in Heisenberg chains,16,19

convincingly demonstrate that integrable systems are ideal
candidates in which to search for deviations from generic
behavior, precisely because of the existence of additional
conservation laws.16,18,19 An unambiguous test for ballistic
dynamics in condensed matter systems is difficult since one
needs to account for, e.g., impurities or phonons,26–28 which
can, in principle, break most nontrivial conservation laws.
Nonetheless, there are many intriguing experimental results, in
particular for low-dimensional quantum magnets,29–31 that are
speculated to be related to the existence of such conservation
laws for the underlying spin Hamiltonians. In contrast, many
nonintegrable 1D models seem to exhibit dynamics that are
compatible with diffusion,32–36 although several exceptions
have also been identified.37–39

In this work, we consider the sudden expansion of interact-
ing particles into a homogeneous lattice, sketched in Fig. 1.

FIG. 1. (Color online) Sketch of the setup. (a) Single chain with
hopping amplitude J and on-site repulsion U . (b) Two-leg ladder
with hopping amplitude J⊥ perpendicular to the chains.
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The expansion is induced by suddenly quenching the trapping
potential, typically present in all cold atomic gas experiments,
to zero. Our study is motivated by two recent experiments
that have realized the sudden expansion in optical lattices.10,11

For fermions in 2D, the experimental data and theoretical
modeling suggest that the dynamics in the high-density regime
is diffusive.10 In the case of bosons,11 significant differences
were observed between strongly interacting particles in 1D
versus 2D; in 1D, the expansion of hard-core bosons is ballistic
(and fast for initial states with one boson per site), whereas
in 2D, the atomic cloud barely expands at all, similar to
the diffusive dynamics observed for fermions. The reason
for the ballistic expansion of hard-core bosons in 1D is the
fact that this model is indeed integrable and can be mapped
to noninteracting fermions.40 Due to an interaction quench
performed simultaneously with the removal of the trap, this
latter experiment11 did not probe the low-energy dynamics at
small and intermediate interaction strengths. In another recent
experiment, the transverse expansion of bosons in a 3D array
of tunnel-coupled 1D tubes was studied.12,13

In the sudden expansion, there is always a regime in which
one expects ballistic dynamics, namely, the limit of long
expansion times where the gas becomes dilute and effectively
noninteracting. For this asymptotic regime, one may ask about
the properties of the effective noninteracting Hamiltonian. For
instance, for hard-core bosons on a lattice and the Tonks-
Girardeau gas, the dynamics is controlled by noninteracting
fermions.41–43 This extends to the Lieb-Liniger model with
repulsive interactions, whereas attractive interactions lead to
emergent bosons in the long-time limit.44,45 In the cases
with repulsive interactions, the existence of exact solutions
relies on a mapping from interacting bosons to noninteracting
spinless fermions. In this work, we clarify this question
for the expansion from ground states of the nonintegrable
Bose-Hubbard model with repulsive interactions at unit filling,
showing that the asymptotic expansion dynamics is also
controlled by noninteracting fermions. Moreover, we study
the asymptotic behavior of various measures of the expansion
velocity and of the quasimomentum distribution. Note that
similar questions have been addressed in the literature, mostly
for integrable models.44–57

The main goal of our study is to investigate three questions.
First, we disentangle the effects of the trap opening from the
interaction quench by studying the expansion dynamics from
the ground state of the trapped gas. Surprisingly, we find the
same ballistic expansion at sufficiently long times for all initial
Mott insulators, different from the case studied in Ref. 11:
provided the interaction strength exceeds the critical value that
separates the bosonic Mott insulators from the superfluid in 1D,
the asymptotic expansion velocity becomes independent of the
interaction strength, similar to the expansion from a fermionic
Mott insulator in 1D.58 It is noteworthy that the expansion
velocity approaches its asymptotic value quite fast. Second,
we argue that in the asymptotic limit of long expansion times,
the density dynamics of all Mott insulators—both bosonic
and fermionic—become identical and give rise to the same
density profiles. The dynamics is then characterized by a flat
velocity distribution and therefore a particle-hole symmetric
momentum distribution function. As a result, the asymptotic

dynamics is governed by noninteracting fermions. Third, we
investigate how breaking the integrability of hard-core bosons
in 1D affects the ballistic expansion dynamics. We find that
coupling chains to ladders results in a qualitatively different
behavior.

The paper is organized as follows. In Sec. II, we define the
model Hamiltonians and observables. In Sec. III, we provide
a qualitative discussion of the differences between ballistic
and diffusive expansion dynamics and clarify the notion of the
asymptotic regime. We then focus on the sudden expansion
on a single chain in Sec. IV. We distinguish between (i) hard-
core bosons that expand from the product of local Fock states
(Sec. IV A); (ii) bosons and fermions at finite interactions that
expand from the ground state (Sec. IV B); (iii) bosons and
fermions at finite interactions that expand from product states,
which are not eigenstates (Sec. IV C). In Sec. V, we study
the sudden expansion of hard-core bosons in the crossover
from uncoupled chains to a two-leg ladder, before concluding
in Sec. VI. In Appendix A, we describe details of numerical
calculations and the procedure to obtain expansion velocities.
While in the main part of the paper we study the expansion
from initial states with unity filling, we briefly discuss the
sudden expansion from states with lower particle densities in
Appendix B. The results presented in the main text are obtained
for the expansion from the box trap. In Appendix C, we show
that the main results of our study are also valid in the case of
initial harmonic confinement.

II. SETUP AND MODEL

A. Hamiltonians

We investigate the expansion dynamics for both bosons and
fermions. The Bose-Hubbard model (BHM) is defined as

HBHM = −J
∑
〈i,j〉‖

(b†i bj + H.c.) − J⊥
∑
〈i,j〉⊥

(b†i bj + H.c.)

+ U

2

∑
i

ni(ni − 1) + Vtrapθ (−t), (1)

where bi is the boson annihilation operator at site i, ni = b
†
i bi

represents the density, and U is the on-site interaction strength.
This Hamiltonian can describe both the single chain studied

in the first part of the paper [Fig. 1(a)], as well as the two-
leg ladder studied later [Fig. 1(b)]. To obtain a chain, we
set J⊥ = 0, while J⊥ > 0 corresponds to a two-leg ladder.
The summation index 〈i,j 〉‖(⊥) in Eq. (1) indicates nearest
neighbors along (perpendicular to) the chain. We set the lattice
spacing to unity.

We compare our results for the expansion of bosons with the
expansion of a two-component Fermi gas. The Fermi-Hubbard
model (FHM) on a chain with length L is defined as

HFHM = −J

L−1∑
i=1

∑
σ∈{↑,↓}

(c†i,σ ci+1,σ + H.c.)

+U

L∑
i=1

ni,↑ni,↓ + Vtrapθ (−t), (2)
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where ci,σ is the fermion annihilation operator for component
σ at site i, and ni,σ = c

†
i,σ ci,σ represents the on-site density of

a single fermionic component.
The confining potential Vtrap at t < 0 in Eqs. (1) and (2) is

represented by a box trap. A box trap for a chain is defined as

V
(b)

trap = Vb

⎛
⎝ ia∑

i=1

ni +
L∑

i=ib

ni

⎞
⎠ , (3)

where Vb = 103J and na < nb. In Appendix C, we also present
results for an expansion from the harmonic trap. For bosons
and fermions at finite interactions, we calculate the ground
state in the trap as well as the time evolution after a sudden
removal of the confining trap via the DMRG method59–63 using
the time step �tJ = 1/16 and a discarded weight η � 10−4.
For noninteracting fermions and hard-core bosons, we use
exact diagonalization.64,65 The time t is measured in units of
1/J , and we set h̄ ≡ 1 hereafter.

Since the main focus of our work is on the expansion from
Mott insulators, we fix the initial density to n = N/Lbox = 1
[where N represents the total number of particles and the box
size, see Eq. (3), is given by Lbox = ib − ia − 1]. We present
results for the expansion velocity for initial densities n < 1 in
Appendix B.

B. Radial, core, and average velocity

We investigate the expansion dynamics in both real and
momentum space using different observables. The time-
dependent radius of the density distribution is defined as

R2(t) = 1

N

∑
i

〈ni(t)〉(i − i0)2, (4)

where i0 represents the center of mass. For the Fermi-Hubbard
model, we define ni = ∑

σ ni,σ . The corresponding radial
velocity vr(t) is defined through the reduced radius R̃(t) =√

R2(t) − R2(0) as

vr(t) = ∂R̃(t)

∂t
. (5)

In recent experiments on optical lattices,10,11 the in situ
density profiles have been measured during the expansion.
In these experiments, the expanding clouds are characterized
by the core radius rc(t), which denotes the half width at half
maximum of the density distribution. In the case of several
local density maxima, rc(t) corresponds to half the distance
between the outermost points at half the maximal density.
Compared to R(t), the core radius rc(t) has the experimental
advantage of being far less sensitive to detection noise.10 Using
this core radius, the core velocity vc is defined as

vc(t) = ∂rc(t)

∂t
. (6)

We calculate both vr and vc in our study. In particular, we
quantify the expansion in terms of the core velocity vc in
the crossover from uncoupled chains to a two-leg ladder and
compare to experimental results for the 1D-2D crossover.

Another measure of the expansion velocity is related
to the momentum distribution function (MDF). For the

Bose-Hubbard model, the MDF is defined as

nk = 1

L

∑
l,m

e−ik(l−m)〈b†l bm〉, (7)

while for the Fermi-Hubbard model, it reads

nk = 1

L

∑
l,m,σ

e−ik(l−m)〈c†l,σ cm,σ 〉. (8)

We define the average velocity

v2
av(t) = 1

N

∑
k

nk(t)v2
k (9)

as the root mean square velocity, where vk = 2J sin k. For a
noninteracting system, expansion velocities defined through
the density distribution and the momentum distribution func-
tion are time-independent and identical, therefore,

vr(t) = vav(t) = vav(t = 0) (10)

are fully determined from the initial state.
In general, we use the same labels for the expectation values

for bosons and fermions. In the case when we quantitatively
compare bosons to fermions, we add an additional index to
fermionic quantities (e.g., Sec. IV A for hard-core bosons).

III. DISCUSSION: DIFFUSIVE VERSUS BALLISTIC
DYNAMICS AND ASYMPTOTIC DYNAMICS

In classical physics, two prototypical transport mechanisms
are ballistic and diffusive transport: ballistic transport is char-
acterized by nondecaying currents and the absence of friction.
The prototypical ballistic system consists of noninteracting
particles where the individual momenta of all particles, and
therefore also all particle currents are conserved due to the
absence of collisions. Diffusive systems, on the other hand,
are characterized by decaying currents and frequent diffrac-
tive collisions, which drive a local thermalization. Another
frequently used scenario of ballistic dynamics relevant in,
e.g., mesoscopic physics is that where mean free paths are
larger than device dimensions. This is not the type of ballistic
dynamics that we are interested in (see below).

While the aforementioned picture for ballistic dynamics in
terms of noninteracting particles carries over to free particles
in quantum mechanics, it misses the possibility of ballistic
finite temperature transport in interacting many-body systems,
where scattering processes are present but can be ineffective in
causing currents to decay. This is realized in certain integrable
one-dimensional models16,19,66 and can be traced back to
the existence of nontrivial local or quasilocal conservation
laws.16,17

A rigorous analysis and definition that encompasses all
these cases is usually based on current auto-correlation
functions within the framework of linear-response theory.
Ballistic dynamics is realized whenever C(t) = 〈j (t)j (0)〉
does not decay to zero for t → ∞, see Ref. 16. Expressed in
terms of the conductivity, ballistic transport is defined through
a diverging dc conductivity and is signaled by the presence of
a finite Drude weight D, defined through the real part of the
conductivity

Re σ (ω) = 2πD(T )δ(ω) + σreg(ω), (11)
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where T represents temperature. We call the dynamics ballistic
if D > 0, irrespective of whether finite-frequency contribu-
tions σreg(ω) exist or not. Diffusive transport is characterized
by a sufficiently fast decay of current-current correlations,
leading to a finite dc-conductivity and a vanishing Drude
weight. In the simplest version of diffusive transport, σreg(ω)
takes the Drude form with a single relaxation time.

Alternative to a steady-state transport experiment in the
presence of a gradient in chemical potential or a thermal
gradient, we can also probe the qualitative transport behavior
by monitoring the expansion of a density perturbation on top
of a uniform system. A ballistic expansion will manifest itself
in a linear asymptotic growth of the spatial variance of the
density perturbation, i.e., R(t) ∝ t , while a diffusive expansion
with a fixed diffusion constant will lead to the well-known
R(t) ∝ √

t behavior. This has been verified for spin and energy
dynamics in the spin-1/2 XXZ chain, both at zero67,68 and
finite temperatures.69

In an expansion into the vacuum (i.e., without a constant
background), commonly referred to as sudden expansion in the
context of quantum gas experiments, the distinction between
diffusive and ballistic dynamics becomes more complicated,
since the diffusion constant is typically density-dependent.
Therefore the diffusion equation becomes nonlinear (see the
discussion in Refs. 10 and 58) and can also allow for solutions
with R(t) ∝ t . Another phenomenon that can occur as a
consequence of interactions and large density gradients is
self-trapping. Recent work suggests that this is not relevant
for the expansion from states with not more than one boson
per site.70

Moreover, as the gas expands and thus becomes very
dilute, scattering processes will cease to occur, rendering
the gas effectively noninteracting. One way of visualizing
this is to think of the particles becoming velocity-ordered,
i.e., the fastest particles will be the ones already furthest
outside and no scattering events will occur anymore. This
picture is corroborated by a theoretical analysis of structures
in the wave front of expanding clouds.71 Neglecting the
existence of possible bound states (see the discussion in
Ref. 54), the expansion into the vacuum (in our case, an empty
lattice) can therefore, in the asymptotic long-time limit, be
described by a noninteracting Hamiltonian:

H∞ =
∑

k

εkn
∞
k , (12)

where n∞
k = nk(t → ∞) is the asymptotic momentum or

quasimomentum distribution of the particles. In this case,
all interaction energy is assumed to be fully converted into
kinetic energy. It will be one of the main goals of this work
to predict both the actual form of n∞

k and the statistics of
the emergent particles for the Bose-Hubbard model. To give
an example, from the fact that hard-core bosons map to
free fermions, whose quasimomentum distribution remains
constant, we know the asymptotic n∞

k in this case since the
physical nk of the hard-core bosons becomes identical to
the one of the underlying noninteracting fermions for t →
∞ through the so-called dynamical fermionization41,43 (see
Sec. IV A for details). Moreover, it is well-known that
1D bosons with repulsive contact interactions and in the
continuum (which is the Lieb-Liniger model), also map to

free fermions40 such that the asymptotic dynamics is also
controlled by noninteracting fermions, as was explicitly shown
in Ref. 44 (see also Refs. 46–52 and 54 for further studies
addressing the asymptotic form of nk and other quantities for
one-dimensional gases). Besides the form of nk at infinite
expansion times, it is also interesting to study the real-space
decay of one-body correlations (or other quantities) in the
asymptotic regime. For instance, for hard-core bosons, one-
body correlations still decay with a power law and ground-
state exponents even after infinitely long expansion times.41

To summarize, the asymptotic limit of a sudden expansion
experiment constitutes in many cases a trivial realization of
ballistic dynamics because of infinite diluteness. Here, the
interesting questions pertain to the form of n∞

k , the statistics
of emergent noninteracting particles, and the question whether
the asymptotic properties are controlled by very few generic
integrals of motion such as energy per particle, or a larger set of
conserved quantities, as is often the case in the thermalization
of integrable one-dimensional systems.23

An unambiguous example of ballistic dynamics in the sud-
den expansion at all times is the case of hard-core bosons in one
dimension. Here, the exact mapping to noninteracting fermions
leads to ineffectiveness of interactions in causing diffusion,
and the gas expands exactly like a gas of noninteracting
fermions as far as density profiles and expansion velocities
are concerned. This was experimentally observed in Ref. 11,
constituting a clean realization of ballistic dynamics protected
through nontrivial conservation laws in a strongly interacting
integrable model. This model has ballistic transport properties
according to the strict linear response definition, i.e.,

Re σ (ω) = 2πD(T )δ(ω). (13)

As a consequence, the diffusion constant D related to the dc
conductivity through the Einstein relationD = σdc/χ diverges
(χ is the static susceptibility). In the trivial case of hard-core
bosons at density n = 1, σ (ω) vanishes entirely, but in the
sudden expansion, the density will drop below one, such that
the transport coefficients for that regime will be probed [i.e.,
D = D(n) and D = D(n) for n < 1].

The Bose-Hubbard model, by contrast, is nonintegrable for
0 < U/J < ∞ and therefore should have diffusive transport
properties at finite temperatures in the sense of D = 0 and
σdc < ∞. The same applies to hard-core bosons on a ladder,
equivalent to an XX spin-1/2 model. In fact, existing studies
of spin transport for spin ladders indicate (i) the absence
of a ballistic contribution32 and (ii) diffusive spreading of
density perturbations with a finite background density67,69 (for
examples of ballistic dynamics on certain spin ladders, see the
recent work by Žnidarič in Ref. 38).

An interesting question is therefore whether diffusive
dynamics can be seen in the sudden expansion at intermediate
time scales, before the asymptotic ballistic regime is reached.
This then becomes not only a qualitative, but also a quantitative
question, since one expects a diffusive dynamics to become
visible only on length scales large compared to the mean-free
path between collisions. It is therefore entirely possible that
even for a nonintegrable model with finite diffusion constants,
one may still observe only a ballistic dynamics in the sudden
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expansion, if the diffusion constants are so large that the mean
free path becomes of the order of the cloud size.

Our numerical results in Sec. IV B indeed show no deviation
from ballistic dynamics for the expansion from the ground
state of bosonic Mott insulators in 1D. The picture described
in the previous paragraph provides a possible explanation,
consistent with the data. By contrast, for the expansion
from a product state of local Fock states, as realized in
Ronzheimer et al., Ref. 11, higher-energy scales are probed,
where presumably the diffusion constants of the Bose-Hubbard
model in the nonintegrable regime are much smaller than at
low temperatures and the observed dynamics at intermediate
U/J is different from the U/J = 0 and U/J = ∞ cases.

Our criteria for ballistic dynamics in the sudden expansion
are therefore (i) R(t) ∝ t as a necessary condition (excluding
short transient times) and (ii) identical density profiles and
expansion velocities when comparing the interacting gas to a
noninteracting reference system. In this work, we will compare
the density dynamics at finite U/J to the integrable U/J = ∞
case. Alternatively, one can construct fictitious noninteracting
reference systems that have the same energy per particle as
the interacting gas and ask whether both systems exhibit
identical density dynamics. This is the case for the expansion
of fermionic Mott insulators.58

Indications of the absence of strictly ballistic dynamics
at finite expansion times before the gas becomes infinitely
dilute are therefore the following: (i) significant deviations
from R(t) ∝ t , (ii) a slower expansion velocity (measured
through vr and vc), and (iii) the formation of a slowly
expanding high-density core. Point (iii) is motivated by two
results. First, a solution of the nonlinear diffusion equation
for the sudden expansion of fermions in 2D, which produces a
high-density core plus fast ballistic wings, is in agreement with
the experimental results from Ref. 10. Second, analytical and
numerical simulations for one-dimensional systems typically
find a splitting of the cloud into left- and right-moving portions
in the ballistic regime of Mott insulators,58,67,68,72 but slowly
expanding high-density cores in the diffusive case.69,72 All
these phenomena are present in the experimental data11 for
bosons in 1D at intermediate U/J in combination with the
interaction quench realized in that experiment, in agreement
with DMRG data for the same initial conditions.11 We shall
see here that this behavior also emerges for hard-core bosons
on two-leg ladders.

IV. EXPANSION ON A CHAIN

A. Expansion of hard-core bosons

In order to illustrate the rich phenomenology of this
nonequilibrium problem, we first discuss the expansion of
hard-core bosons. They are described by the Bose-Hubbard
model with infinitely strong on-site repulsion, i.e., U/J = ∞
in Eq. (1). Contributions from interaction energy are avoided
by opposing the condition (b†i )2 = 0, which defines hard-core
bosons, and this constitutes the only integrable point of the
1D Bose-Hubbard model besides U/J = 0. At unit filling, the
ground state of hard-core bosons in a box is a product of local
Fock states

|φFock〉 =
∏

i

b
†
i |∅〉, (14)

0 0.4 0.8 1.2 1.6
tJ/N

1.4

1.6

1.8

2

 v
av

 /J

HCB

-π/2 0 π/2

n k

U/J=10

-π/2 0 π/2

n k

U/J=4

-π/2 0 π/2

n k t → ∞

FIG. 2. (Color online) Single chain: average velocity of interact-
ing bosons and noninteracting spinless fermions. Circles: vav(t)/J
for hard-core bosons (HCB) with N = 50. Squares and diamonds:
vav(t)/J at U/J = 10 and 4 using DMRG with N = 10 particles.
Horizontal line: vf

av(t)/J = √
2 for noninteracting fermions. (Insets)

Corresponding nk(t) of hard-core bosons (HCB) with N = 50
particles.

where i runs over sites within the box. This state has been
realized in a recent experiment,11 which demonstrated that the
dynamics of hard-core bosons on a 1D lattice is ballistic.

The origin of ballistic dynamics of 1D hard-core bosons
(HCB) stems from the mapping onto noninteracting spinless
fermions,40

HHCB =
∑

k

εkn
f

k , (15)

where εk = −2J cos k. The occupations of fermionic mo-
menta n

f

k are conserved quantities and, as a consequence,
the particle current j = ∑

k vkn
f

k is conserved as well, which
indicates ballistic transport.

For noninteracting fermions, R̃(t) = v
f
r t , and expansion

velocities defined through the density distribution, v
f
r , and

through the MDF, i.e., v
f
av, are identical, v

f
r = v

f
av. Both

expansion velocities are therefore time-independent quantities
fully determined by the initial state. For the initial density
n = 1, nf

k is flat and v
f
r = v

f
av = √

2J . This value is plotted as
a horizontal line in Fig. 2. As a consequence of the mapping to
spinless fermions, the density operators for hard-core bosons
are identical to the ones of fermions,

ni = n
f

i . (16)

Hard-core bosons hence expand ballistically with

R̃(t) = vf
avt, (17)

as shown in Fig. 3 (circles).
In contrast to noninteracting spinless fermions, the MDF

of hard-core bosons is, however, not conserved.65 This is
illustrated in Fig. 2, where the nonmonotonic behavior of vav(t)
[main panel] is a direct consequence of the changes in nk(t)
[insets]. The initial increase of vav(t) reflects the dynamical
quasicondensation at finite momenta k = ±π/2, visible in the
middle inset.65,73–75 The dynamical quasicondensation can be
thought of as a quasicondensation at k = 0 in the co-moving
frame of the left/right moving hard-core bosons.76 At larger
times, however, vav(t) decreases again, since in the t → ∞
limit the MDF of hard-core bosons tends to n

f

k , the MDF
of noninteracting spinless fermions. This process is called
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FIG. 3. (Color online) Single chain: expansion dynamics of inter-
acting bosons from the ground state. Time dependence of the radius
R̃(t) for U/J = 1, 4 and hard-core bosons (HCB). The expansion of
hard-core bosons is described by Eq. (17), R̃(t) = √

2J t .

dynamical fermionization.41–43 The dynamical fermionization
results in vav(t → ∞) = √

2J for our initial conditions. To
summarize, the measurement of vav(t) for hard-core bosons is
sensitive to the emergence of both dynamical quasicondensa-
tion and fermionization.

B. Expansion from the ground state

Unlike for hard-core bosons, the ground state of interacting
bosons and fermions at U/J < ∞ is not a simple product state.
The ground state is therefore distinct from the product state,
Eq. (14), that was used in recent experiments. On the other
hand, we show in this work that universal features emerge in
the expansion when the system in the confining trap is prepared
in the ground state. We therefore organize the discussion along
these lines: In this section, we investigate the expansion from
the ground state, while the expansion from product states is
investigated in Sec. IV C.

1. Bosons

For density n = 1, there is a quantum phase transition in the
1D Bose-Hubbard model at Uc/J ∼ 3.4 from the superfluid
to the Mott insulator.77 At U/J = 0, bosons quasicondense at
k = 0, leading to R̃(t) = vr t with vr = vav = 0 for Lbox → ∞.
Our goal is to investigate the effect of moving away from the
integrable points U/J = 0 and U/J = ∞.

The radius R̃(t) of the expanding cloud of bosons for
different values of U/J is shown in Fig. 3. We see that
the radius can be approximated by R̃(t) ∝ t in a wide time-
window, including short times just after the sudden release
from the trap. Such a time dependence of R̃(t) is similar to
the case of the 1D Fermi-Hubbard model studied in Ref. 58.
Interestingly, Fig. 3 reveals that the time dependence of R̃(t)
for bosons at U/J = 4 is virtually identical to the one of
hard-core bosons, which expand as R̃(t) = √

2J t .
As a direct consequence of virtually identical radii, we

expect that the radial velocity vr should be identical for large
enough values of U/J . We estimate the radial velocities vr at
U/J < ∞ by using the linear fit R̃(t) = vrt . The procedure
of deducing vr from R̃(t) is described in more detail in
Appendix A. Circles in Fig. 4(a) show vr as a function of U/J

for the expansion from the ground state of the Bose-Hubbard
model. We observe that a specific value of the radial expansion
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Fermions
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FIG. 4. (Color online) Single chain: radial velocity of bosons and
fermions. (a) vr/J vs U/J for the Bose-Hubbard model. Initial states:
ground state (g.s.; circles) or |φFock〉 (squares, from Ref. 11). (b) vr/J

vs U/J for the Fermi-Hubbard model. Initial states: ground state
(triangles) or Néel state |φN〉 (diamonds). All data are extrapolated to
N → ∞ (see Appendix A 1 for details).

velocity, namely,

vr/J =
√

2, (18)

is characteristic for the entire 1D Mott insulating phase. This
behavior is in clear contrast to that in the superfluid phase,
where vr monotonically decreases to zero. It is remarkable
that a quantity measured in a nonequilibrium experiment,
namely vr, is sensitive to the interaction-driven quantum phase
transition in the initial state. This suggests that because of the
ballistic dynamics in the sudden expansion of bosons from
the ground state, information about the initial conditions is
preserved at asymptotically long times. It is also interesting to
study the dependence of vr on initial densities n �= 1. Similar
to fermions,58 we find R̃(t) ∝ t for all n � 1 and vr(n) depends
in a nonmonotonic way on the initial density. We study this
dependence in more detail in Appendix B.

Most importantly, it turns out that the identical radii
of expanding bosons at moderate and large U/J emerge
as a result of a more universal behavior; after sufficiently
long expansion times, the whole density profiles become
indistinguishable from the ones of hard-core bosons. In Fig. 5,
we plot density profiles of the Bose-Hubbard model at
U/J = 0, 4, 10 and hard-core bosons. For the expansion from
the Mott insulating phase, the density profiles look virtually
identical at all times, in sharp contrast to the density profile
of the superfluid phase. This indicates that, already for small
expansion times, the density dynamics of all expanding Mott
insulators is purely ballistic, since the entire density profiles
are identical to the ones of hard-core bosons and therefore to
noninteracting fermions.
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FIG. 5. (Color online) Single chain: density profiles of expanding bosons from the ground state. (a) Expansion from the superfluid phase of
the Bose-Hubbard model at U/J = 0. (b)–(d) Expansion from the Mott insulating phase at U/J = 4, 10 and hard-core bosons, respectively.
We used N = 10 particles.

To quantify this observation, we calculate the deviation
of the density profiles at a finite U/J < ∞ from those of
hard-core bosons (HCB) by defining

ξU/J (t) = 1

N

∑
i

|〈ni(t)〉U/J − 〈ni(t)〉HCB|. (19)

We find that for Mott insulators, ξU/J (t) asymptotically decays
to zero. We show ξU/J (t) in the inset of Fig. 6(a) for the
Bose-Hubbard model at U/J = 10. The small values of
ξU/J (t) are consistent with our observation in Fig. 5 that
the density profiles of bosonic Mott insulators are virtually
indistinguishable already at short time. The absence of strong
transient features in the density profiles of expanding Mott
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FIG. 6. (Color online) Single chain: density profiles for the
expansion of bosons and fermions from the ground state. Results
for N = 10 particles at different interaction strengths for the Bose-
Hubbard model (BHM), Fermi-Hubbard model (FHM) and hard-core
bosons (HCB). (Main) Density profiles 〈ni〉 at (a) tJ = 5 and
(b) tJ = 25. Solid curves in (b) are virtually indistinguishable. Curves
for the BHM at U/J = 0 are multiplied by a factor of 0.1 (in the
superfluid phase at U/J = 0, 〈ni〉 is not constant but drops to zero at
the open boundary, hence 〈ni〉 > 1 in the center). The initial trapping
potential, Eq. (3), was applied for ia = 55 and ib = 66. (Inset) ξ (t),
defined in Eq. (19), for the Bose-Hubbard model at U/J = 10.

insulators is consistent with an extremely weak time depen-
dence of vr(t), shown in Fig. 13(a) in Appendix A. ξU/J (t)
reaches its maximum at a time similar to when the maximal
dynamical quasicondensation is observed, i.e., tJ/N ≈ 0.3
(see Fig. 2). In the Mott insulating regime of the Bose-Hubbard
model, U > Uc, the largest deviation of ξU/J (t) is observed
in the vicinity of Uc, but even there, we find typically
ξU/J (t) ≈ 10−2 for U/J = 4 at tJ = 25. This result supports
our conjecture that the density dynamics of expanding bosonic
Mott insulators is governed by the dynamics of noninteracting
spinless fermions, i.e., it cannot be distinguished from that
case by measuring only densities or the radius.

Universal features in the expansion can also be detected
from observables in momentum space. Bosons at large but
finite U/J share some of the features of hard-core bosons,
such as the dynamical quasicondensation in the transient
regime.78 An indicator for this behavior is the initial increase
of vav(t), observed in Fig. 2. Furthermore, in the asymptotic
regime when vav(t) decreases again, our data show that even
for Uc/J < U/J < ∞, vav(t)/J → √

2 as t increases, very
similar to hard-core bosons. This implies that the MDF for
t → ∞ needs to be compatible with this particular value
of vav(t → ∞). We will further elaborate on this issue
in Sec. IV B3.

Recent exact results for the Lieb-Liniger model suggest
that a dynamical renormalization occurs during the sudden
expansion; the asymptotic dynamics of a repulsively inter-
acting Bose gas is, for any interaction strength, governed by
the behavior of noninteracting fermions.44,45 Considering that
the density decreases as the gas expands, it is conceivable
that the dynamics for the expansion from ground states of the
Bose-Hubbard model can be described by the Lieb-Liniger
model at long times. A formal proof of this interpretation is
left for future research.

2. Fermions

It is very instructive to compare the results for interacting
bosons to the Fermi-Hubbard model. The ground state of the
1D Fermi-Hubbard model is a Mott insulator for any U/J > 0.
Several aspects of the expansion dynamics of fermions have
been studied in Refs. 58,76, and 79–82. Here, we focus on
density profiles and the comparison to interacting bosons, with
a particular interest in the description of asymptotic properties.

We compare the radial velocity vr for the expansion from
the ground state of the Fermi-Hubbard model with the results
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for the Bose-Hubbard model. It has been shown in Ref. 58
that fermionic Mott insulators expand as R̃(t) = vrt with
vr/J = √

2, irrespective of U/J . These results are shown in
Fig. 4(b) (triangles). Remarkably, both fermionic and bosonic
Mott insulators therefore expand with the same expansion
velocity. Similar to the case of bosons, we show in the
following that this is a direct consequence of identical density
profiles.

In Fig. 6, we show density profiles 〈ni(t)〉 at different
interaction strengths for the Bose-Hubbard model, Fermi-
Hubbard model and hard-core bosons. While the density
profiles for spinless fermions and hard-core bosons must
be identical at all times, our results additionally unveal that
they are in fact virtually identical for all fermionic and
bosonic Mott insulators, and therefore cannot be distinguished
from noninteracting spinless fermions. Our calculations (not
shown) confirm that ξU/J (t), Eq. (19), asymptotically decays
to zero for fermionic Mott insulators, in analogy with bosonic
Mott insulators. In addition, density profiles of fermionic and
bosonic Mott insulators are very similar already at short time,
see Fig. 6(a) for tJ = 5.

3. Universal features in the asymptotic regime

As a main result of the previous investigation, we observed
that the density profiles of bosonic and fermionic Mott insu-
lators become virtually identical during the expansion, hence
they become indistinguishable from the one of noninteracting
spinless fermions. Here, we provide a general explanation
for this behavior in terms of the velocity and momentum
distribution functions.

We introduce the velocity distribution function nvk
as a

measure of the occupation of states with the group velocity
vk = 2J sin k (0 � |vk| � 2J ), normalized to the total-particle
number ∑

k

nk =
∑
vk

nvk
= N. (20)

Since the momentum distribution function of noninteracting
fermions does not change during the expansion, their velocity
distribution nvk

remains flat for all times for the initial
conditions considered here. For hard-core bosons, dynamical
fermionization occurs at asymptotically large times,41 hence
their velocity distribution nvk

becomes flat when tJ → ∞ (cf.
insets in Fig. 2).

For systems with finite U/J < ∞, it is not a priori clear
how the velocity distribution evolves during the expansion.
Since at long times the system becomes very dilute, the
majority of the energy will be converted into kinetic energy
and the system becomes effectively noninteracting. As a
consequence, the observation of identical density profiles in
this limit requires that in all cases the asymptotic velocity
distribution should equal that of noninteracting fermions,
which possess a flat nvk

. We therefore conclude that the
asymptotic velocity distribution nvk

is independent of vk and
identical for all Mott insulators in 1D,

nvk
(t → ∞) = const. (21)

We check this property with DMRG for a small number of
particles and very long times. Results for N = 4 and U/J =

0 0.5 1 1.5 2
|vk|/J
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n v k L
/(

2N
)
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-π/2 0 π/2

n k
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∞

FIG. 7. (Color online) Single chain: normalized velocity distribu-
tion function nvk

L/(2N ) for interacting bosons, expanding from the
ground state, for N = 4 and U/J = 10 at different times. Horizontal
solid line shows nvk

for noninteracting fermions at any time and hard-
core bosons at time tJ → ∞. The inset depicts possible momentum
distribution functions n∞

k , which are particle-hole symmetric and
produce a flat nvk

.

10 are shown in Fig. 7 for times up to tJ = 60. For increasing
expansion times, nvk

indeed converges to a flat function, and
thereby provides a numerical confirmation of Eq. (21).

A flat asymptotic velocity distribution nvk
implies that

the asymptotic momentum distribution function n∞
k is

particle-hole symmetric. A particle-hole symmetric MDF is
characterized by

n± π
2 +δk + n± π

2 −δk = const (22)

for all |δk| � π/2. In the inset of Fig. 7, we show possible
n∞

k , all of which are particle-hole symmetric. In addition,
any particle-hole symmetric MDF automatically results in the
observed universal asymptotic behavior of vav(t) in Fig. 2,
given by

vav(t → ∞)/J =
√

2 (23)

for all Mott insulators expanding from the ground state in 1D.
The observation of a particle-hole symmetric asymptotic

quasimomentum distribution function suggests a description
of this regime using a fermionic noninteracting Hamiltonian.
This can be further corroborated by asking whether the gas
at infinite expansion times can be described by a standard
equilibrium distribution function. Indeed, it turns out that this
is the case, following the approach of Ref. 58. By selecting
a temperature in order to match the energy per particle and
the chemical potential to account for the fact that the fictitious
gas should have originated from the same initial condition
of one particle per site, one realizes that nk(t), computed
numerically for few particles for as long times as possible,
can be very well approximated by a Fermi-Dirac distribution
(results not shown here). In order to match the energy per
particle of the interacting gas, one needs to choose the fictitious
noninteracting system to be a two-component Fermi gas. The
emergence of a typical equilibrium fermionic property in
the asymptotic momentum distribution, namely particle-hole
symmetry, can be viewed as a generalization of the dynamical
fermionization that was discussed for hard-core bosons and
the Tonks-Girardeau gas.41,43
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FIG. 8. (Color online) Single chain: excess energy δE/(JN ) for
the interaction quench from U/J = ∞ to a finite U/J in the Bose-
Hubbard model. We define δE = Eexp − E0, where Eexp is computed
in the initial state |φFock〉 and E0 in the ground state. We used N = 10
particles.

C. Expansion from product states

In the previous section, we investigated the sudden ex-
pansion of bosons and fermions from their ground state.
Here, we complement these results by investigating the
sudden expansion from initial product states of fully localized
particles, as studied in a recent experimental and numerical
study.11

1. Bosons

In the aforementioned experimental work, the initial state
was |φFock〉 defined in Eq. (14), and an additional quench from
infinite to finite U/J was performed simultaneously with the
removal of the external potential. Results taken from Ref. 11
are shown as squares in Fig. 4(a). In this case, vr/J = √

2 at
large U/J and at U/J = 0, with a minimum at U/J ∼ 3−4.
The expansion velocities for the two different initial states,
i.e., the ground state versus |φFock〉, exhibit strong differences
both in the vicinity of U ∼ Uc and at U/J = 0. In the case
of U/J = 0, the difference in expansion velocity is directly
related to the different initial nk through Eqs. (9) and (10).

One possible measure to quantify the difference between
|φFock〉 and the ground state of the trapped gas is the excess
energy compared to the ground state. We define the excess
energy as δE = Eexp − E0, where Eexp is the total energy
during the expansion and E0 is the ground-state energy for
the same U/J and N in the initial trap. The expansion from a
product of local Fock states |φFock〉 is characterized by Eexp =
0, hence δE = |E0|. In Fig. 8, we plot δE/(JN ), which is a
monotonic function of U/J . In the limit U/J = 0, δE/N →
2J as N → ∞, while in the opposite limit U/J → ∞, the
ground state approaches |φFock〉 and so δE → 0. Therefore,
in the latter limit, the ground state has a large overlap with
|φFock〉, hence the interaction quench has little effect on the
expansion dynamics.

The behavior at U ∼ Uc is counterintuitive: the gas with
higher energy per particle, i.e., the expansion from |φFock〉,
expands slower. This behavior can be understood by assuming
that in a hotter gas (δE > 0) scattering processes become more
efficient in slowing down the expansion. This is consistent with
the conjecture of Ref. 11 that for δE > 0 and U ∼ Uc, there
is diffusion in the Bose-Hubbard model, which, however, still
requires more theoretical analysis.

The experimental and numerical results of Ref. 11 further
showed that by preparing the gas at higher energies through
the interaction quench, noticeable deviations from ballistic
dynamics set in: R̃(t) �∝ t , vr <

√
2J (where vr represents

radial velocities extracted at long times), and density profiles
deviate noticeably from the one of noninteracting particles
originating from the same initial state. We suggest that these
differences between the sudden expansion from the ground
state versus product states are related to the quantitative values
of the diffusion constant, as a function of energy or temperature
(of course, one also has to account for the density dependence).
This is consistent with the qualitative picture discussed in
Sec. III. A quantitative calculation of diffusion constants for
the Bose-Hubbard model therefore seems important and is left
for future work.

2. Fermions

One may conjecture that the dynamics of the Fermi-
Hubbard model at intermediate U/J should differ from those
of the Bose-Hubbard model for the combination of interaction
quench and trap removal with δE > 0, since the former model
is integrable and the latter is not. However, this expectation is
not supported by our analysis of expansion velocities when we
calculate the expansion dynamics of an initial Néel state

|φN〉 =
∏
iodd

c
†
i↑c

†
i+1↓|∅〉 (24)

in the 1D Fermi-Hubbard model. This state corresponds to
|φFock〉 used in the case of the Bose-Hubbard model, and is a
ground state only for U/J = ∞. Interestingly, the dependence
of vr/J on the interaction strength [diamonds in Fig. 4(b)]
shares striking similarities with that of the 1D Bose-Hubbard
model. Since the 1D Fermi-Hubbard model is integrable for
any U/J , these results indicate that integrability per se does
not imply a ballistic and fast expansion. It is in fact known that
not all integrable models have ballistic transport properties at
T > 0 in linear response.69,83,84 In addition, the comparison
of expansion from ground states versus product states (both
for fermions and bosons) demonstrates that the universal
asymptotic features that emerge for the expansion from the
Mott insulating regime require δE to be close to zero.

The dynamics of fermions is much richer, since the Néel
state |φN〉 is only one of many possible degenerate ground
states of the Fermi-Hubbard model at U/J = ∞. For the
case of two-component fermions and the initial density n =
N/Lbox = 1, there are ( N

N↑ ) possible configurations of the local
Fock states with one particle per site, which are all degenerate.
We characterize these by the influence of the number W of
spin domain walls in the initial states. An arbitrary product of
local Fock states |φ(j )

W 〉 has W domain walls if

Lbox−1∑
i=1

∑
σ∈{↑,↓}

〈
φ

(j )
W

∣∣c†i,−σ ci,−σ c
†
i+1,σ ci+1,σ

∣∣φ(j )
W

〉 = W, (25)

where j runs over all states having W domain walls for a
fixed density, magnetization and value of Lbox. To decrease
boundary effects we average our results over all states having
the same number of domain walls. For Wmax = Lbox − 1, the
initial state is the Néel state |φN〉, while for Wmin = 1, the

235117-9



L. VIDMAR et al. PHYSICAL REVIEW B 88, 235117 (2013)

0 2 4 6 8 10
U/J

1.2

1.3

1.4

 v
r /J

W=1
W=3
W=5
W=9

0 2 4 6 8 10
U/J

0

0.1

0.2

n D

(a)

(b) tJ=1

FIG. 9. (Color online) Single chain: expansion dynamics of
interacting fermions from the states |φ(j )

W 〉, see Eq. (25). The initial
state |φ(j )

W 〉 contains W spin domain walls. We used N = 10 particles
and zero magnetization N↑ = N↓ = 5. Results are averaged over
all states having the same number of domain walls W . (a) Radial
velocities vr/J vs U/J . (b) Number of double occupancies nD(t) vs
U/J at time tJ = 1, see also Eq. (26).

initial state contains, e.g., a sequence of spin ups followed
by a sequence of spin downs. We investigate systems with a
fixed particle number N = 10 and magnetization zero (N↑ =
N↓ = 5).

Radial velocities vr for the different initial states described
above are shown in Fig. 9(a). There are two common limits
for all initial states: (i) for noninteracting fermions (U/J =
0) the radial and average expansion velocities are equal
and time-independent, vr = vav, see Eq. (10). Furthermore,
since the initial MDF of all these initial states is flat, it
follows that vr = √

2J . (ii) In the opposite limit U/J → ∞,
the density dynamics of the system become again identical for
any initial state |φ(j )

W 〉. Moreover, even states with N↑ �= N↓
yield the same density dynamics including, in particular,
the state with maximal magnetization, i.e., single-component
(spinless) fermions. Therefore the expansion is again ballistic
with vr = vav = √

2J . These two limits therefore behave
analogously to the 1D Bose-Hubbard model as discussed in
Sec. IV C1 and Ref. 11.

The regime of intermediate U/J exhibits the strongest W

dependence. If the initial wave function contains states with
large ferromagnetic domains, i.e., W � Lbox, their local con-
figuration resembles that of spinless fermions (characterized
by vr/J = √

2) for any U/J . Indeed, our results for small
W approach this limit. On the other hand, the minimum of
vr = vr(U/J ) is the lowest for the initial Néel state (Wmax =
Lbox − 1). Note that the energies of all the initial states |φ(j )

W 〉
are degenerate, Eexp = 0. For the initial states studied here,
the excess energy δE monotonically increases with decreasing
U/J . In the extreme limits, δE/(JN ) = 4/π at U/J = 0 (as
N → ∞), while δE = 0 at U/J = ∞. This effect influences

the expansion velocities at large U/J , where the deviation of
vr from

√
2J follows the trend of the excess energy given to the

system. In the opposite limit of U/J → 0, the noninteracting
point is approached, which again yields vr = √

2J . As a
consequence, vr has a minimum at intermediate U/J and the
dip becomes more pronounced for larger W . Note, though,
that the W dependence that is evident in our data shown in
Fig. 9 implies that the dynamics measured through vr does not
only depend on the excess energy δE since all the initial states
|φ(j )

W 〉 have the same δE.
Further insight into the expansion dynamics is provided by

the calculation of double occupancies during the expansion,

nD(t) = 1

N

∑
i

〈c†i,↑c
†
i,↓ci,↓ci,↑〉, (26)

which obey nD(t = 0) = 0 for an initial state |φ(j )
W 〉 used in

our study. In Fig. 9(b), we plot nD(t) at time tJ = 1 for
different U/J . Since the total energy is conserved during the
expansion, the formation of double occupancies is possible
only at the expense of reduced kinetic energy. At a fixed
time after opening the trap, nD decreases monotonously as
a function of U/J . Furthermore, the formation of double
occupancies can, on short time-scales, only occur at sites with
antiparallel neighboring spins, which in turn decreases the
expansion velocity at finite U/J . Hence, nD(t) increases as a
function of W, as observed in Fig. 9(b). Our results shown in
Fig. 9(a) suggest that vr can be used as a probe of the quality
of state preparation in experiments.

V. EXPANSION OF HARD-CORE BOSONS ON A
TWO-LEG LADDER

The main result of the previous Section was the observation
of asymptotic universality for bosons and fermions expanding
from their respective Mott insulating ground state on a single
chain. We showed that the density profiles of all Mott insulators
become virtually indistinguishable from hard-core bosons
(or equivalently noninteracting fermions) in the asymptotic
limit. Moreover, the breaking of integrability by going from
1D hard-core bosons to 1D bosons with finite interactions
U/J < ∞ does not influence the density dynamics for the
expansion from the ground state. In this section, we focus on
breaking the integrability of hard-core bosons in a different
way: while they are integrable on 1D chains, this is no
longer true for any higher-dimensional or coupled system.
We investigate the expansion on a two-leg ladder, sketched in
Fig. 1(b), as a function of the perpendicular hopping parameter
J⊥. Properties of interacting bosons in the crossover from 1D
to higher-dimensional lattice85 as well as the sudden expansion
in 2D and 3D systems70,86,87 represent a very timely topic.

A. Mapping to interacting spinless fermions

For 1D systems of hard-core bosons, the conservation of
fermionic n

f

k is the core reason for the fast ballistic dynamics
of strongly interacting particles. In contrast to 1D systems,
hard-core bosons on a ladder can only be mapped to interacting
spinless fermions, since the sign of the hopping matrix element
depends on the occupation number of other sites. In our
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FIG. 10. (Color online) Two-leg ladder: momentum distribution
function n

f

kx
(t), Eq. (28), for interacting spinless fermions (which

can be mapped to hard-core bosons), Eq. (27), at different times.
The inset shows the fermionic counting applied in calculations on a
two-leg ladder with L rungs and J⊥ = J . We used N = 4 and L = 16.

calculation, we follow the numbering indicated in Fig. 10.
The corresponding Hamiltonian reads

H = −J

2L−1∑
i=1

(c†i ci+1 + H.c.)

− J⊥
L∑

i=1

⎧⎨
⎩c

†
i

⎡
⎣ 2L−i∏

j=i+1

(1 − 2nj )

⎤
⎦ c2L+1−i + H.c.

⎫⎬
⎭ . (27)

We define the momentum distribution function n
f

k on a two-leg
ladder with L rungs as

n
f

kx
≡ 1

2

(
n

f

kx,ky=0 + n
f

kx,ky=π

)
, (28)

n
f

k = 1

2L

∑
r′,r

ei(r−r′)·k〈c†r′cr〉, (29)

where r and r′ represent vectors associated to sites on the
ladder. As the main difference in relation to the 1D system,
n

f

k are not conserved during the expansion, and the model is
nonintegrable as soon as J⊥/J > 0. As an example, we show
n

f

kx
for J⊥ = J at different times in Fig. 10.

B. Crossover: Coupling chains to a two-leg ladder

We now show that coupling chains to a two-leg ladder
has a dramatic effect for hard-core bosons expanding from
|φFock〉, Eq. (14). In Figs. 11(a)–11(d), we present density
profiles 〈ni(t)〉 for different values of J⊥/J . At J⊥/J � 1, the
expanding cloud develops two well-defined wings, as expected
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v r /J
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(a)

(b)

FIG. 12. (Color online) Two-leg ladder: expansion velocities as
a function of J⊥/J . (a) Core velocitiy vc/J . Squares: theoretical (T)
results for hard-core bosons on a two-leg ladder (N = 12). Diamonds:
experimental (E) results11 for the 1D-2D crossover at U/J = 20.
(b) Radial velocitiy vr/J . Circles: theoretical (T) results for hard-core
bosons on a two-leg ladder (N = 12).

for ballistic dynamics in 1D.67,68,72 At J⊥/J = 1, on the other
hand, there remains a stable core of particles in the center
of the lattice which barely delocalizes. This suggests that the
expansion is qualitatively different from the one observed for
strongly interacting particles in 1D, indicative of diffusion.10,72

In Fig. 12(a) (squares), we show the core expansion
velocity vc, Eq. (6). It is derived from the half width at half
maximum of the density distribution, rc(t), which is shown
in Fig. 14(a) of Appendix A 2. Remarkably, vc exhibits a
sharp drop at intermediate J⊥/J ≈ 0.5 from vc/J ≈ 2 to
a vanishing vc/J ≈ 0 at large J⊥/J . For sufficiently small
perpendicular hopping, J⊥/J � 0.4, vc detects the fast wings
observed in Fig. 11(a), which expand with vk/J ≈ 2. For larger
values of the perpendicular hopping, J⊥/J � 0.6, however, the
formation of a stable core in the density distribution dominates
vc and renders it small. We compare vc for different particle
numbers N in Fig. 15 of Appendix A 2. The result suggests
that a sharp drop persists around J⊥/J ≈ 0.5 as N increases. It

FIG. 11. (Color online) Two-leg ladder: density profiles of hard-core bosons. (a)–(d) Expansion from |φFock〉 for J⊥/J = 0.1, 0.4, 0.5, 1,
respectively. 〈ni(t)〉 is measured along one of the legs. We used N = 8 particles.
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indicates that at this particular value of J⊥/J the stable central
core becomes higher than the maxima in the wings.

We also calculated the radial velocity vr. Results in
Fig. 12(b) reveal that vr exhibits a smooth dependence on
J⊥/J . Since R̃(t) is a sum over the whole density profile, vr

measures how the relative density of the fast ballistic wings
decreases when J⊥/J increases. Due to the formation of the
high-density core for J⊥ � J/2, as shown in Fig. 11(d), vr

decreases by a factor of ∼2.5 with respect to the expansion
on uncoupled chains at J⊥ = 0. In notable contrast to 1D
hard-core bosons, on a ladder, R̃(t) is not linear in time but
undergoes transient dynamics, see Fig. 14(b). We measure vr as
a linear fit to R̃(t) at the longest times, see Appendix A 2. The
comparison between vc and vr makes transparent that the sharp
drop of vc at J⊥/J ≈ 0.5 is specific to vc, but not indicative
of a qualitative change in the dynamics (e.g., from ballistic to
diffusive) occurring at this particular value of J⊥/J .

The recent experiment Ref. 11 studied the sudden expansion
in the crossover from an array of uncoupled chains to a square
lattice. The experimental results for the core velocity vc are
included in Fig. 12(a) (diamonds) for comparison. Since a
two-leg ladder represents a quasi-1D system while a square
lattice is two-dimensional, there is no reason that the two
curves in Fig. 12(a) should be quantitatively similar. It is
nevertheless very intriguing that in both cases, a two-leg ladder
and a square lattice, a sufficiently large J⊥/J results in a very
slow expansion and a stable high-density core. Despite the
quantitative differences concerning the vc = vc(J⊥/J ) curves,
the conservation of the fermionic MDF n

f

k of strictly 1D
hard-core bosons is violated as soon as J⊥/J > 0 in both cases.
We argue that this gives rise to the changes of the expansion
dynamics compared to 1D hard-core bosons.

Our results identify hard-core bosons on a ladder as an
ideal testbed to study the effects of integrability breaking
in experiments. The required homogeneous ladder potentials
can be readily realized in the experiment by combining the
superlattice technique of Ref. 88 with the control of the exter-
nal confinement demonstrated in Refs. 10 and 11, provided
that the transverse potential created by the superlattice is
overall anticonfining. This can easily be fulfilled by using
a blue-detuned short period lattice and suitable beam waists.

VI. CONCLUSIONS

We studied the expansion dynamics of bosons and fermions
on a chain and of hard-core bosons on a two-leg ladder,
focusing on the initial density n = 1. Remarkably, we observe
that on a chain—starting from the correlated ground state—
both bosonic and fermionic Mott insulators expand with the
same fast expansion velocity and show virtually identical
density profiles, independent of the interaction strength U/J >

Uc/J . As a consequence, both systems share the same flat
velocity distribution in the asymptotic regime. This requires a
particle-hole symmetric MDF and implies that the asymptotic
dynamics is controlled by noninteracting fermions. In that
sense, the nonintegrable Bose-Hubbard model with repulsive
interactions therefore exhibits an asymptotic dynamics with
emergent free fermions. This is similar to integrable bosonic
models (hard-core bosons on a lattice, the Tonks-Girardeau
gas and the Lieb-Liniger model with repulsive interactions),

for which an exact mapping to free fermions exists, and our
results may be viewed as a generalization of the dynamical
fermionization of the bosonic quasimomentum distribution
function of hard-core bosons and the Tonks-Girardeau gas41,43

to the Bose-Hubbard model with repulsive interactions.
Our results show that the measurement of the radial expan-

sion velocity vr is sensitive to the interaction-driven quantum
phase transition in the initially confined system. A comparison
of the expansion from the box trap with the expansion from the
harmonic trap suggests that the main observations are robust
against the choice of the initial confining potential.

We further compare the expansion from ground states to
the expansion from a product of local Fock states with a
single boson per site, as realized in Ref. 11; if the system on a
chain is prepared in the product state with an energy above the
ground-state energy (i.e., at intermediate U/J ), the universal
expansion dynamics reported above is lost. While for the
expansion from ground states we observe ballistic dynamics,
the excess energy results in a slower and presumably diffusive
dynamics.11 In other words, the system with higher energy
per particle expands slower. Our work calls for future studies
of diffusion and transport coefficients of the Bose-Hubbard
model at finite temperatures. We carried out the analogous
calculation for fermions and arrived at similar conclusions: by
preparing the system in a noneigenstate with an excess energy,
e.g., in the product of local Fock states, the expansion is slowed
down for 0 < U/J < ∞.

Another notable result emerges in the crossover from
uncoupled chains to a two-leg ladder. While the fast and
ballistic dynamics of integrable 1D hard-core bosons persist
to the expansion from the ground state at finite values of
U/J < ∞, coupling chains to a ladder changes the behavior
qualitatively. The core reason for this behavior is the breaking
of the conservation of the fermionic MDF, which is conserved
only for hard-core bosons on a chain. Since a two-leg ladder
potential can be realized experimentally in optical lattices,
it would be interesting to observe this phenomenon with
ultracold atoms. Moreover, hard-core bosons on a ladder are
equivalent to XX spin-1/2 ladders, connecting our work to
studies of spin transport in 1D quantum magnets.19,32,38,39
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APPENDIX A: EXTRACTION OF RADIAL VELOCITIES

1. Interacting bosons on a single chain

In this appendix, we clarify how the radial velocities vr of
the 1D Bose-Hubbard model, presented in Fig. 4, are extracted
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FIG. 13. (Color online) Single chain: expansion dynamics of
interacting bosons from the ground state. (a) Time dependence of
the radial velocity vr(t) = ∂R̃(t)/∂t . At U/J = 1, we show results
for N = 6,8,10,12,14 particles with Nmax = 5. At U/J = 4, the four
nearly overlapping curves show results for N = 6,8,10,12 particles
with Nmax = 5,5,4,3, respectively. For the data shown in this figure,
a discarded weight η = 10−5 was used. Horizontal solid lines on
the right-hand side of the figure indicate the extrapolated values of
vr(t) at tJ � 1. These values (with the corresponding error bars)
are used in (b) where the finite-size scaling is performed. (b) vr(N )
for different number of particles N . Large symbols at 1/N = 0
denote the extrapolated values when N → ∞. These values (with
the corresponding error bars) are used in Fig. 4(a) (circles) of the
main text where vr vs U/J is plotted.

from real-time calculations using the DMRG method with a
discarded weight η � 10−4. In all our data, we used a time
step �tJ = 1/16 and different values of Nmax to verify that
the results are independent of Nmax (Nmax denotes the maximal
number of bosons per site used in DMRG calculations). We
limit the analysis to the expansion from the ground state, while
the analysis of the expansion from a product of local Fock
states was performed in Ref. 11.

We estimate vr by using the linear fit R̃(t) = vrt . Nev-
ertheless, to further increase the accuracy of our results by
clarifying the dependence of the expansion dynamics on the
initial number of particles N , we study the time dependence
of the radial velocity, vr(t) = ∂R̃(t)/∂t . Results are shown in
Fig. 13 for the same values of U/J as in Fig. 3. At large
U/J , vr(t) is almost time independent, while for smaller U/J ,
a transient time dependence becomes more pronounced. In
particular, the time before vr(t) becomes stationary increases
for smaller U/J . We define the radial velocity, presented
in Fig. 4(a) as the asymptotic value vr = vr(t → ∞) when
N → ∞.

We pursue the following two-step process to calculate vr:
(i) for a fixed number of particles N , we obtain vr(N ) =
vr(N ; t → ∞) by taking the value at the largest time available
from our simulations, provided that the change of vr(t) in the
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~
FIG. 14. (Color online) Two-leg ladder: expansion dynamics of

hard-core bosons from a local product of Fock states, |φFock〉. (a) Time
dependence of the half width at half maximum rc(t) for different
J⊥/J . The corresponding velocity vc is shown in Fig. 12(a). (b) Time
dependence of the radius R̃(t) for different J⊥/J . The corresponding
velocity vr vs J⊥/J is shown in Fig. 12(b). Both velocities are
extracted from a linear fit of rc(t) and R̃(t) in the time interval
2 � tJ < 5. We used N = 12 particles. We show vc vs J⊥/J for
different particle numbers N in Fig. 15.

last few time units (typically 5–10 time units) is below 1%.
This is shown in Fig. 13(a). In addition, Fig. 13(a) reveals
that vr(N ) is essentially N -independent for U/J = 4, while
this is no longer the case for U/J = 1. (ii) We perform a fit
vr(N ) = α 1

N
+ β, yielding the desired value vr = β. The fits

are shown in Fig. 13(b). Both steps produce an uncertainty that
is then assigned to vr. In case no error bar is indicated in the
figures, it implies that it is smaller than the size of the symbol.

2. Hard-core bosons on a two-leg ladder

For a two-leg ladder, we study two different expansion
velocities originating from complementary measures of the
expanding cloud of particles. Besides the radius R̃(t), we
also calculate rc(t), which is defined as the half width at half
maximum of the density distribution 〈ni(t)〉. In the case when
the half of the maximal local density is measured at more than
two sites, rc corresponds to the outermost site. This definition
follows Ref. 11.

Figure 14(a) shows rc(t) for different values of J⊥/J .
After some short transient dynamics, considerable differences
occur in the time dependence of rc. This can be understood
from the structure of the density profiles 〈ni(t)〉 shown in
Figs. 11(a)–11(d). We use the fitting function rc(t) = vct + γ

in the time interval 2 � tJ < 5 to avoid transient dynamics
and the kinks in rc(t). As a result, the core velocity vc, plotted
in Fig. 12(a), exhibits a strong dependence on J⊥/J , ranging
from vc/J ≈ 2 at J⊥/J = 0, to vc/J ≈ 0 at J⊥/J = 1.
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FIG. 15. (Color online) Two-leg ladder: expansion dynamics of
hard-core bosons from a local product of Fock states, |φFock〉. Core
expansion velocity vc as a function of J⊥/J for different particle
numbers N .

For comparison, we show R̃(t) in Fig. 14(b), which
essentially exhibits the same properties, however, with a less
dramatic drop of the expansion velocity as a function of J⊥/J .
In contrast to 1D hard-core bosons, R̃(t) is not linear in time but
undergoes transient dynamics. We obtain the radial velocity vr

from fitting R̃(t) = vrt + δ to the numerical data in the time
interval 2 � tJ < 5. The radial velocity is shown in Fig. 12(b).

In Fig. 15, we show the dependence of the core velocity vc

on the particle number N . Finite-size effects disappear as we
approach the integrable limit J⊥ = 0 and become very small
for J⊥ → J . For the available values of N , the drop of vc from
2J to zero occurs at J⊥/J ≈ 0.5.

APPENDIX B: EXPANSION FOR DENSITIES n < 1

We now discuss the influence of the initial density n on
the expansion dynamics from the ground state of the Bose-
Hubbard model on a chain for different interaction strengths
U/J . In the main part of the paper, we focused on n = 1, while
here we discuss in more detail results for n < 1.

Hard-core bosons can be mapped to noninteracting spinless
fermions. As a consequence, we argued in Sec. IV A that the
bosonic radial velocity is equal to the fermionic one,

vr = vf
r = vf

av. (B1)

This implies that vr/J is fully determined by the corresponding
initial Fermi momentum kF, which is in turn related to the
initial density n. The time evolution of noninteracting fermions
can be calculated analytically and yields58

vr/J =
√

2

[
1 − sin (nπ ) cos (nπ )

nπ

]
. (B2)

The result consistently describes the intuitive limits vr
n→0−−→ 0

and vr
n→1−−→ √

2J . However, vr(n) is not monotonic for hard-
core bosons since it has a maximum at an incommensurate
initial density n. The solid line in Fig. 16(a) presents vr versus
n as given by Eq. (B2). When the interaction strength U/J is
decreased to finite values, an overall decrease of vr is observed,
see Fig. 16(a). Moreover, vr becomes monotonic as a function
of n.
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FIG. 16. (Color online) Single chain: expansion dynamics of
interacting bosons from the initial ground state. (a) Box trap: radial
expansion velocity vr/J vs the initial boson density n = N/Lbox, for
two different interaction strengths U/J = 1 (squares) and U/J = 4
(circles). Solid line denotes results for hard-core bosons, Eq. (B2).
(b) Harmonic trap: vr/J vs ρ for two different interaction strengths
U/J = 1 and U/J = 8. The initial boson density is defined as
ρ = N

√
Vh. Circles, diamonds, and squares represent results for

Vh = 0.02J , 0.05J , and 0.10J , respectively. Solid line denotes results
for hard-core bosons calculated by exact diagonalization.64,65

APPENDIX C: EXPANSION FROM A HARMONIC TRAP

We briefly discuss the influence of the choice of the trapping
potential for t < 0. In the main part of the paper, we considered
the expansion from a box trap only. Here we focus on a
harmonic trap, since it models the situation commonly realized
in experiments on optical lattices.10,11 A harmonic trap for a
chain is defined as

V
(h)

trap = Vh

L∑
i=1

ni

(
i − L + 1

2

)2

. (C1)

The effective density of particles is defined as ρ = N
√

Vh.
In analogy to the studies for the box trap, we are interested
in values of ρ such that the initial ground state is either a
superfluid state with 〈ni〉 < 1 for any site i, or a Mott insulating
state with 〈ni〉 = 1 in the center of the trap and 〈ni〉 < 1 on
the edges.

In Fig. 17, we present the time dependence of the radius
R̃(t) for U/J = 8 and ρ = 3.16. For these parameter values,
the ground state is a Mott insulator with 〈ni〉 = 1 in the center
of the trap (the initial density profile is shown in the inset
of Fig. 17). The radius increases linearly in time, R̃(t) ∝ t ,
in quantitative agreement with expansion from the box trap
in Fig. 3. As a main result, we show that the characteristic
expansion velocity vr/J = √

2 of the Mott insulator emerges
both in the box trap as well as in the harmonic trap. In the main
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FIG. 17. (Color online) Single chain: expansion dynamics of
interacting bosons from the ground state in the harmonic trap. We
used U/J = 8, ρ = 3.16, Vh/J = 0.05102, and (N,Nmax) = (14,4).
(Main) Time dependence of the radius R̃(t) (squares). Solid line
represents a fit R̃(t) = √

2J t . (Inset) Density profile 〈ni〉 at time
t = 0. We rescale site units to i/a, where a = 1/

√
Vh.

panel of Fig. 17, squares represent the numerical data while
the solid line represents R̃(t) = √

2J t .
Our study reveals that the main observations, which we

made for the box trap, carry over to the expansion from
the harmonic trap. In particular, the Mott insulating phase
is characterized by vr/J = √

2. In fact, the Mott plateau with
vr/J = √

2 can be observed in the case when ρ is fixed and
U/J varied, as well as in the opposite case when U/J is
fixed and ρ varied. The latter case is presented in Fig. 16(b).
Even though any Mott insulating state within the harmonic
trap contains some superfluid fraction at the edge, this does

not break the universality in expansion dynamics observed in
terms of expansion velocity (see also Ref. 58).

Results for hard-core bosons [solid line in Fig. 16(b)] show
that the plateau at vr/J = √

2, characterizing the expansion
from a Mott insulator, emerges roughly at initial density ρ >

ρ∗ ∼ 3. In general, the lower bound for the density ρ∗ to
observe the Mott insulating plateau 〈ni〉 = 1 in the center of
the trap is a function of interaction strength U/J . However,
at large U/J , ρ∗ is almost independent of U/J and roughly
given by ρ∗ ∼ 2.7, see Refs. 89 and 90. Our results show
that an estimate for ρ∗ at fixed U/J can also be obtained by
measuring the deviation of vr(ρ)/J from

√
2. For hard-core

bosons, vr is a nonmonotonic function of ρ. This result is
consistent with the case of the box trap shown in Fig. 16(a) and
Eq. (B2). At finite U/J � 8, see Fig. 16(b), vr monotonically
decreases with decreasing ρ. In both cases, vr(ρ)/J = √

2 is
a rough measure of the presence of the Mott insulator in the
initial state.

The Mott-insulator-to-superfluid transition also leaves its
fingerprints on the expansion dynamics if U/J is varied at a
fixed ρ > ρ∗. In the Mott-insulating phase when U/J = 8,
Fig. 16(b) shows that vr(ρ)/J = √

2, while in the superfluid
phase when U/J = 1, we get vr(ρ)/J <

√
2. Even though the

differences in expansion velocities are not dramatic, our results
indicate that vr could be used as a measure of the presence
of Mott state within the harmonic trap, and complements
calculations of other quantities that also detect the Mott state
such as local density fluctuations and compressibility.90–92

Moreover, the density dependence of vr is similar to a two-
component Fermi gas.58
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