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#### Abstract

Fractional differential equations have been shown to be very useful in the study of models of many phenomena in various fields of science and engineering, such as physics, chemistry, biology, signal and image processing, biophysics, blood flow phenomena, control theory, economics, aerodynamics, and fitting of experimental data. Much of the work on the topic deals with the governing equations involving Riemann-Liouville- and Caputo-type fractional derivatives. Another kind of fractional derivative is the Hadamard type, which was introduced in 1892. This derivative differs from the aforementioned derivatives in the sense that the kernel of the integral in the definition of the Hadamard derivative contains a logarithmic function of arbitrary exponent. In the present paper we introduce a new class of boundary value problems for Langevin fractional differential systems. The Langevin equation is widely used to describe the evolution of physical phenomena in fluctuating environments. We combine Riemann-Liouville- and Hadamard-type Langevin fractional differential equations subject to Hadamard and Riemann-Liouville fractional integral boundary conditions, respectively. Some new existence and uniqueness results for coupled and uncoupled systems are obtained by using fixed point theorems. The existence and uniqueness of solutions is established by Banach's contraction mapping principle, while the existence of solutions is derived by using the Leray-Schauder's alternative. The obtained results are well illustrated with the aid of examples.
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## 1 Introduction

In this paper, we concentrate on the study of existence and uniqueness of solutions for a coupled systems of Riemann-Liouville and Hadamard fractional derivatives of Langevin equation with fractional integral conditions of the form

$$
\left\{\begin{array}{l}
{ }_{\mathrm{RL}} D^{q_{1}}\left({ }_{\mathrm{RL}} D^{p_{1}}+\lambda_{1}\right) x(t)=f(t, x(t), y(t)), \quad a \leq t \leq T,  \tag{1.1}\\
{ }_{\mathrm{H}} D^{q_{2}}\left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)=g(t, x(t), y(t)), \quad a \leq t \leq T, \\
x(a)=0, \quad \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{i}} y\left(\eta_{i}\right), \\
y(a)=0, \quad \sigma_{2} y\left(\tau_{2}\right)=\sum_{j=1}^{n} \beta_{j \mathrm{RL}} y^{\gamma_{j}} x\left(\xi_{j}\right),
\end{array}\right.
$$

where ${ }_{\mathrm{RL}} D^{q},{ }_{\mathrm{H}} D^{p}$ are the Riemann-Liouville and Hadamard fractional derivative of orders $q, p$, respectively, when $q \in\left\{q_{1}, p_{1}\right\}$, and $p \in\left\{q_{2}, p_{2}\right\}$ with $0<q_{k}, p_{k}<1,1<q_{k}+p_{k}<2$,
$\lambda_{k}$ are given constants, $k=1,2,{ }_{\mathrm{RL}} I^{\gamma_{j}},{ }_{\mathrm{H}} I^{\rho_{i}}$ are the Riemann-Liouville and Hadamard fractional integral of orders $\gamma_{j}, \rho_{i}>0$, respectively, $\eta_{i}, \xi_{j} \in(a, T)$ and $\alpha_{i}, \beta_{j}, \sigma_{1}, \sigma_{2} \in \mathbb{R}$ for all $i=1,2, \ldots, m, j=1,2, \ldots, n, \tau_{1}, \tau_{2} \in(a, T], f, g:[a, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions.

Fractional differential equations have been shown to be very useful in the study of models of many phenomena in various fields of science and engineering, such as physics, chemistry, biology, signal and image processing, biophysics, blood flow phenomena, control theory, economics, aerodynamics, and fitting of experimental data. For examples and recent development of the topic, see [1-4] and references cited therein. Ahmad et al. [5-8] have studied the existence and uniqueness of solutions of nonlinear fractional differential and integro-differential equations for a variety of boundary conditions using standard fixed point theorems. Agarwal et al. [9] discusses the existence of solutions of fractional neutral functional differential equations. Baleanu et al. [10] considered $L^{p}$-solutions for a class of sequential fractional differential equations. In [11], the nonlinear alternative and Vitali convergence theorem were used for studying Caputo fractional boundary value problems with singularities in space variables. In Zhang et al. [12], the fixed point theory and monotone iterative technique were used to prove the existence of a unique solution for a class of nonlinear fractional integro-differential equations on semi-infinite domains in a Banach space. Liu et al. [13] discussed the existence of at least three solutions of $p$-Laplacian model involving the Caputo fractional derivative with Dirichlet-Neumann boundary conditions. However, it has been observed that most of the work on the topic involves either the Riemann-Liouville- or the Caputo-type fractional derivative.
Besides these derivatives, the Hadamard fractional derivative is another kind of fractional derivatives that was introduced by Hadamard in 1892 [14]. This fractional derivative differs from the other ones in the sense that the kernel of the integral (in the definition of Hadamard derivative) contains logarithmic function of arbitrary exponent. For background material of Hadamard fractional derivative and integral, we refer to [3, 15-19].
It seems that the abstract fractional differential equations involving Hadamard fractional derivatives and Hilfer-Hadamard fractional derivatives have not been fully explored so far. The basic information on various classes of abstract fractional equations and abstract Volterra integro-differential equations the interested reader can be found in [20-24] and the references cited therein.
The Langevin equation (first formulated by Langevin in 1908) is found to be an effective tool to describe the evolution of physical phenomena in fluctuating environments [25]. For some new developments on the fractional Langevin equation in physics; see, for example, [26-30]. Lizana et al. [31] have studied a single-particle equation of motion starting with a microscopic description of a tracer particle in a one-dimensional many-particle system with a general two-body interaction potential and they have shown that the resulting dynamical equation belongs to the class of fractional Langevin equations using a harmonization technique. In [32], Gambo et al. discussed the Caputo modification of the Hadamard fractional derivative. Ahmad et al. [33, 34] considered solutions of nonlinear Langevin equation involving two fractional orders. In [35], Tariboon et al. studied the existence and uniqueness of solutions of the nonlinear Langevin equation of Hadamard-Caputo-type fractional derivatives with nonlocal fractional integral conditions using a variety of fixed point theorems.
In this paper we prove the existence and uniqueness of the solutions by using Banach's contraction principle, and existence of solutions via Leray-Schauder's alternative. Exam-
ples illustrating our results are also presented. The case of uncoupled systems is also discussed. We emphasize that in this paper we combine Riemann-Liouville- and Hadamardtype fractional differential equations subject to Hadamard and Riemann-Liouville fractional integral boundary conditions, respectively. To the best of the authors' knowledge this is the first paper dealing with systems with such combinations of equations and boundary conditions.

## 2 Preliminaries

In this section, we introduce some notations and definitions of fractional calculus and present preliminary results needed in our proofs later. To distinguish the different cases of derivatives and integrals we use the notations ${ }_{\mathrm{RL}} D,{ }_{\mathrm{RL}} I,{ }_{\mathrm{H}} D,_{\mathrm{H}} I$ to denote RiemannLiouville or Hadamard derivative or integral respectively.

Definition 2.1 [3] The Riemann-Liouville fractional derivative of order $q>0$ of a continuous function $f:(a, \infty) \rightarrow \mathbb{R}, a>0$, is defined by

$$
\mathrm{RL} D^{q} f(t)=\frac{1}{\Gamma(n-q)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-s)^{n-q-1} f(s) d s, \quad n-1<q<n
$$

where $n=[q]+1,[q]$ denotes the integer part of a real number $q$, provided the right-hand side is point-wise defined on $(a, \infty)$, where $\Gamma$ is the gamma function defined by $\Gamma(q)=$ $\int_{0}^{\infty} e^{-s} s^{q-1} d s$.

Definition 2.2 [3] The Riemann-Liouville fractional integral of order $q>0$ of a continuous function $f:(a, \infty) \rightarrow \mathbb{R}, a>0$, is defined by

$$
\mathrm{RL}^{q} I^{q} f(t)=\frac{1}{\Gamma(q)} \int_{a}^{t}(t-s)^{q-1} f(s) d s
$$

provided the right-hand side is point-wise defined on $(a, \infty)$.

Definition 2.3 [3] The Hadamard derivative of a measurable fractional order $q$ for a function $f:(a, \infty) \rightarrow \mathbb{R}, a>0$, is defined as

$$
{ }_{\mathrm{H}} D^{q} f(t)=\frac{1}{\Gamma(n-q)}\left(t \frac{d}{d t}\right)^{n} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{n-q-1} \frac{f(s)}{s} d s, \quad n-1<q<n, n=[q]+1,
$$

where $\log (\cdot)=\log _{e}(\cdot)$, provided the (Lebesgue) integral exists and the operator $(t d / d t)^{n}$ can be applied.

Definition 2.4 [3] The Hadamard fractional integral of order $q \in \mathbb{R}^{+}$of a function $f(t)$, for all $0<a<t<\infty$, is defined as

$$
{ }_{\mathrm{H}} I^{q} f(t)=\frac{1}{\Gamma(q)} \int_{a}^{t}\left(\log \frac{t}{s}\right)^{q-1} f(s) \frac{d s}{s}
$$

provided the integral exists.

Lemma 2.1 ([3], pp.71, 112, 114) Let $q>0, a>0$, and $\beta>0$. Then the following properties hold:

$$
\begin{aligned}
& \mathrm{RL} I^{q}(t-a)^{\beta-1}(x)=\frac{\Gamma(\beta)}{\Gamma(\beta+q)}(x-a)^{\beta+q-1}, \\
& { }_{H} I^{q}\left(\log \frac{t}{a}\right)^{\beta-1}(x)=\frac{\Gamma(\beta)}{\Gamma(\beta+q)}\left(\log \frac{x}{a}\right)^{\beta+q-1}, \\
& { }_{H} I^{q}{ }_{H} I^{\beta} f(x)={ }_{H} I^{q+\beta} f(x) \text { semigroup property. }
\end{aligned}
$$

Lemma 2.2 [36] Let $q>0$ and $x \in C(a, T) \cap L^{1}(a, T), a>0$. Then the fractional differential equation ${ }_{\text {RL }} D^{q} x(t)=0$ has the solutions

$$
x(t)=\sum_{i=1}^{n} c_{i}(t-a)^{q-i},
$$

and the following formula holds:

$$
\mathrm{RL} I_{\mathrm{RL}} D^{q} x(t)=x(t)+\sum_{i=1}^{n} c_{i}(t-a)^{q-i},
$$

where $c_{i} \in \mathbb{R}, i=1,2, \ldots, n$, and $n-1<q<n$.
Lemma $2.3[3,36]$ Let $q>0$ and $x \in C(a, T) \cap L^{1}(a, T), a>0$. Then the Hadamard fractional differential equation ${ }_{H} D^{q} x(t)=0$ has the solutions

$$
x(t)=\sum_{i=1}^{n} c_{i}\left(\log \frac{t}{a}\right)^{q-i},
$$

and the following formula holds:

$$
{ }_{\mathrm{H}} I^{q}{ }_{\mathrm{H}} D^{q} x(t)=x(t)+\sum_{i=1}^{n} c_{i}\left(\log \frac{t}{a}\right)^{q-i},
$$

where $c_{i} \in \mathbb{R}, i=1,2, \ldots, n$, and $n-1<q<n$.

In the following, for the sake of the convenience, we set

$$
\begin{array}{ll}
\Omega_{1}=\sum_{i=1}^{m} \frac{\alpha_{i}\left(\log \frac{\eta_{i}}{a}\right)^{q_{2}+p_{2}+\rho_{i}-1} \Gamma\left(q_{2}\right)}{\Gamma\left(q_{2}+p_{2}+\rho_{i}\right)}, & \Omega_{2}=\sum_{j=1}^{n} \frac{\beta_{j}\left(\xi_{j}-a\right)^{q_{1}+p_{1}+\gamma_{j}-1} \Gamma\left(q_{1}\right)}{\Gamma\left(q_{1}+p_{1}+\gamma_{j}\right)}, \\
\Omega_{3}=\frac{\sigma_{2} \Gamma\left(q_{2}\right)}{\Gamma\left(q_{2}+p_{2}\right)}\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}-1}, & \Omega_{4}=\frac{\sigma_{1} \Gamma\left(q_{1}\right)}{\Gamma\left(q_{1}+p_{1}\right)}\left(\tau_{1}-a\right)^{q_{1}+p_{1}-1}
\end{array}
$$

and

$$
\Omega=\Omega_{1} \Omega_{2}-\Omega_{3} \Omega_{4} .
$$

Lemma 2.4 Let $\Omega \neq 0,0<q_{k}, p_{k}<1,1<q_{k}+p_{k}<2, k=1,2, \rho_{i}, \gamma_{j}>0, \alpha_{i}, \beta_{j}, \sigma_{1}, \sigma_{2} \in \mathbb{R}$, $\eta_{i}, \xi_{j} \in(a, T), i=1,2, \ldots, m, j=1,2, \ldots, n, \tau_{1}, \tau_{2} \in(a, T]$, and $\phi, \psi \in C([a, T], \mathbb{R}), a>0$. Then
the problem

$$
\left\{\begin{array}{l}
\mathrm{RL} D^{q_{1}}\left({ }_{\mathrm{RL}} D^{p_{1}}+\lambda_{1}\right) x(t)=\phi(t), \quad a \leq t \leq T,  \tag{2.1}\\
{ }_{\mathrm{H}} D^{q_{2}}\left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)=\psi(t), \quad a \leq t \leq T, \\
x(a)=0, \quad \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{H}} \mathrm{I}^{\rho_{i}} y\left(\eta_{i}\right), \\
y(a)=0, \quad \sigma_{2} y\left(\tau_{2}\right)=\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{\gamma_{j}} x\left(\xi_{j}\right),
\end{array}\right.
$$

has a solution if and only if the system

$$
\begin{align*}
x(t)= & \mathrm{RL} I^{q_{1}+p_{1}} \phi(t)-\lambda_{1 \mathrm{RL}} I^{p_{1}} x(t)-\frac{(t-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{\Omega \Gamma\left(q_{1}+p_{1}\right)}\left[\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} \phi\left(\xi_{j}\right)\right.\right. \\
& \left.-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} \psi\left(\tau_{2}\right)\right) \Omega_{1} \\
& +\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} \psi\left(\eta_{i}\right)-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)\right. \\
& \left.\left.-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} \phi\left(\tau_{1}\right)\right) \Omega_{3}\right] \tag{2.2}
\end{align*}
$$

and

$$
\begin{align*}
y(t)= & { }_{\mathrm{H}} I^{q_{2}+p_{2}} \psi(t)-\lambda_{2 \mathrm{H}} I^{p_{2}} y(t)-\frac{\left(\log \frac{t}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{\Omega \Gamma\left(q_{2}+p_{2}\right)}\left[\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} \psi\left(\eta_{i}\right)\right.\right. \\
& \left.-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} \mathrm{I}^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} \phi\left(\tau_{1}\right)\right) \Omega_{2} \\
& +\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} \phi\left(\xi_{j}\right)-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)\right. \\
& \left.\left.-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} \psi\left(\tau_{2}\right)\right) \Omega_{4}\right] \tag{2.3}
\end{align*}
$$

has a solution.

Proof Using Lemmas 2.2 and 2.3 and the first two equations in (1.1) can be expressed as equivalent integral equations

$$
\begin{aligned}
& \left(\mathrm{RL} D^{p_{1}}+\lambda_{1}\right) x(t)={ }_{\mathrm{RL}} I^{q_{1}} \phi(t)-c_{1}(t-a)^{q_{1}-1} \\
& \left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)={ }_{\mathrm{H}} \mathrm{I}^{q_{2}} \psi(t)-d_{1}\left(\log \frac{t}{a}\right)^{q_{2}-1}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
x(t)=\left.{ }_{\mathrm{RL}}\right|^{q_{1}+p_{1}} \phi(t)-\lambda_{1 \mathrm{RL}} I^{p_{1}} x(t)-c_{1} \frac{\Gamma\left(q_{1}\right)(t-a)^{q_{1}+p_{1}-1}}{\Gamma\left(q_{1}+p_{1}\right)}-c_{2}(t-a)^{p_{1}-1} \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
y(t)={ }_{H} I^{q_{2}+p_{2}} \psi(t)-\lambda_{2 \mathrm{H}} I^{p_{2}} y(t)-d_{1} \frac{\Gamma\left(q_{2}\right)\left(\log \frac{t}{a}\right)^{q_{2}+p_{2}-1}}{\Gamma\left(q_{2}+p_{2}\right)}-d_{2}\left(\log \frac{t}{a}\right)^{p_{2}-1}, \tag{2.5}
\end{equation*}
$$

where $c_{1}, c_{2}, d_{1}, d_{2} \in \mathbb{R}$. The condition $x(a)=y(a)=0$ implies that $c_{2}=d_{2}=0$.
Taking the Riemann-Liouville and Hadamard fractional integrals of order $\gamma_{j}, \rho_{i}>0$ for (2.4) and (2.5), respectively, and using the property given in Lemma 2.1, we obtain

$$
\begin{aligned}
& \sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} \psi\left(\tau_{2}\right)-\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-d_{1} \Omega_{3} \\
& \quad=\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} \phi\left(\xi_{j}\right)-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)-c_{1} \Omega_{2}, \\
& \sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} \phi\left(\tau_{1}\right)-\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)-c_{1} \Omega_{4} \\
& \quad=\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} \psi\left(\eta_{i}\right)-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)-d_{1} \Omega_{1} .
\end{aligned}
$$

Solving the above system of linear equations for constants $c_{1}$ and $d_{1}$, we get

$$
\begin{aligned}
c_{1}= & \frac{\Omega_{1}}{\Omega}\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} \phi\left(\xi_{j}\right)-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)\right. \\
& \left.-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} \psi\left(\tau_{2}\right)\right)+\frac{\Omega_{3}}{\Omega}\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} \psi\left(\eta_{i}\right)-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)\right. \\
& \left.+\lambda_{1} \sigma_{1 \mathrm{RL}}{ }^{p_{1}} x\left(\tau_{1}\right)-\sigma_{1 \mathrm{RL}}{ }^{q_{1}+p_{1}} \phi\left(\tau_{1}\right)\right), \\
d_{1}= & \frac{\Omega_{2}}{\Omega}\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} \psi\left(\eta_{i}\right)-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}}{ }^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)+\lambda_{1} \sigma_{\mathrm{IRL}}{ }^{p_{1}} x\left(\tau_{1}\right)\right. \\
& \left.-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} \phi\left(\tau_{1}\right)\right)+\frac{\Omega_{4}}{\Omega}\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} \phi\left(\xi_{j}\right)-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)\right. \\
& \left.+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} \psi\left(\tau_{2}\right)\right) .
\end{aligned}
$$

Substituting the values of $c_{1}, c_{2}, d_{1}$, and $d_{2}$ in (2.4) and (2.5), we obtain the expressions (2.2) and (2.3).

## 3 Main results

Throughout this paper, for convenience, we use the following expressions:

$$
\mathrm{RL}^{w} I^{w} h(s, x(s), y(s))(v)=\frac{1}{\Gamma(w)} \int_{a}^{v}(v-s)^{w-1} h(s, x(s), y(s)) d s
$$

and

$$
{ }_{\mathrm{H}} I^{u} h(s, x(s), y(s))(v)=\frac{1}{\Gamma(u)} \int_{a}^{v}\left(\log \frac{v}{s}\right)^{u-1} \frac{h(s, x(s), y(s))}{s} d s,
$$

where $u \in\left\{q_{2}, p_{2}, \gamma_{j}\right\}, w \in\left\{q_{1}, p_{1}, \rho_{i}\right\}, v \in\left\{t, \tau_{1}, \tau_{2}, \eta_{i}, \xi_{j}\right\}$ and $h=\{f, g\}, i=1,2, \ldots, m, j=$ $1,2, \ldots, n$.

Let $\mathcal{C}=C([a, T], \mathbb{R})$ denote the Banach space of all continuous functions from $[a, T]$ to $\mathbb{R}$. Let us introduce the space $X=\{x(t) \mid x(t) \in C([a, T])\}$ endowed with the norm $\|x\|=$ $\sup \{|x(t)|, t \in[a, T]\}$. Obviously $(X,\|\cdot\|)$ is a Banach space. In addition the product space $(X \times X,\|(x, y)\|)$ is a Banach space with norm $\|(x, y)\|=\|x\|+\|y\|$.

Definition 3.1 $\mathrm{A}(x, y) \in X \times X$ is said to be a solution of the system (1.1) if $(x, y)$ satisfies the $\operatorname{system}_{\mathrm{RL}} D^{q_{1}}\left({ }_{\mathrm{RL}} D^{p_{1}}+\lambda_{1}\right) x(t)=f(t, x(t), y(t)),{ }_{\mathrm{H}} D^{q_{2}}\left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)=g(t, x(t), y(t))$, on $[a, T]$, and the conditions $x(a)=0, \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{\rho_{i}} y\left(\eta_{i}\right), y(a)=0, \sigma_{2} y\left(\tau_{2}\right)=\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{\gamma_{j}} x\left(\xi_{j}\right)$.

In view of Lemma 2.4, we define an operator $\mathcal{Q}: X \times X \rightarrow X \times X$ by

$$
\mathcal{Q}(x, y)(t)=\binom{\mathcal{Q}_{1}(x, y)(t)}{\mathcal{Q}_{2}(x, y)(t)}
$$

where

$$
\begin{aligned}
& \mathcal{Q}_{1}(x, y)(t) \\
& ={ }_{\mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))(t)-\lambda_{1 \mathrm{RL}} I^{p_{1}} x(t) \\
& \quad-\frac{(t-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{\Omega \Gamma\left(q_{1}+p_{1}\right)}\left[\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} f(s, x(s), y(s))\left(\xi_{j}\right)\right.\right. \\
& \left.\quad-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} g(s, x(s), y(s))\left(\tau_{2}\right)\right) \Omega_{1} \\
& \quad+\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} g(s, x(s), y(s))\left(\eta_{i}\right)-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)\right. \\
& \left.\left.\quad-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))\left(\tau_{1}\right)\right) \Omega_{3}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{Q}_{2}(x, y)(t) \\
& ={ }_{H} I^{q_{2}+p_{2}} g(s, x(s), y(s))(t)-\lambda_{2 \mathrm{H}} I^{p_{2}} y(t) \\
& \quad-\frac{\left(\log \frac{t}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{\Omega \Gamma\left(q_{2}+p_{2}\right)}\left[\left(\sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}} g(s, x(s), y(s))\left(\eta_{i}\right)\right.\right. \\
& \left.\quad-\lambda_{2} \sum_{i=1}^{m} \alpha_{i \mathrm{H}} I^{p_{2}+\rho_{i}} y\left(\eta_{i}\right)+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))\left(\tau_{1}\right)\right) \Omega_{2} \\
& \\
& \quad+\left(\sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}} f(s, x(s), y(s))\left(\xi_{j}\right)-\lambda_{1} \sum_{j=1}^{n} \beta_{j \mathrm{RL}} I^{p_{1}+\gamma_{j}} x\left(\xi_{j}\right)\right. \\
& \left.\left.\quad+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} g(s, x(s), y(s))\left(\tau_{2}\right)\right) \Omega_{4}\right] .
\end{aligned}
$$

For the sake of convenience, we set

$$
\begin{aligned}
& A_{1}=\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{\Gamma\left(q_{1}+p_{1}\right)}, \quad A_{2}=\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{\Gamma\left(q_{2}+p_{2}\right)}, \\
& A_{3}=\frac{(T-a)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}, \quad A_{4}=\frac{(T-a)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}, \\
& A_{5}=\frac{\left(\tau_{1}-a\right)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}, \quad A_{6}=\frac{\left(\tau_{1}-a\right)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}, \\
& A_{7}=\frac{\left(\log \frac{T}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}, \quad A_{8}=\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}, \\
& A_{9}=\frac{\left(\log \frac{\tau_{2}}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}, \quad A_{10}=\frac{\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}, \\
& A_{11}=\sum_{i=1}^{m} \frac{\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{p_{2}+\rho_{i}}}{\Gamma\left(p_{2}+\rho_{i}+1\right)}, \quad A_{12}=\sum_{i=1}^{m} \frac{\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{q_{2}+p_{2}+\rho_{i}}}{\Gamma\left(q_{2}+p_{2}+\rho_{i}+1\right)}, \\
& A_{13}=\sum_{j=1}^{n} \frac{\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{p_{1}+\gamma_{j}}}{\Gamma\left(p_{1}+\gamma_{j}+1\right)}, \quad A_{14}=\sum_{j=1}^{n} \frac{\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{q_{1}+p_{1}+\gamma_{j}}}{\Gamma\left(q_{1}+p_{1}+\gamma_{j}+1\right)} .
\end{aligned}
$$

The first result is concerned with the existence and uniqueness of solutions for the problem (1.1) and is based on Banach's fixed point theorem.

Theorem 3.1 Assume that $f, g:[a, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions and there exist constants $m_{i}, n_{i}, i=1,2$ such that for all $t \in[a, T], a>0$, and $x_{i}, y_{i} \in \mathbb{R}, i=1,2$,

$$
\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right| \leq m_{1}\left|x_{1}-x_{2}\right|+m_{2}\left|y_{1}-y_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, y_{1}\right)-g\left(t, x_{2}, y_{2}\right)\right| \leq n_{1}\left|x_{1}-x_{2}\right|+n_{2}\left|y_{1}-y_{2}\right|
$$

In addition, assume that

$$
B_{1}+C_{1}<1,
$$

where

$$
\begin{aligned}
& M_{1}=\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{6}+\left|\Omega_{1}\right| A_{14}+A_{4}\right), \\
& M_{2}=\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{10}+\left|\Omega_{3}\right| A_{12}\right), \\
& M_{3}=\frac{\left|\lambda_{1}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{5}+\left|\Omega_{1}\right| A_{13}\right)+\left|\lambda_{1}\right| A_{3} \\
& M_{4}=\frac{\left|\lambda_{2}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{9}+\left|\Omega_{3}\right| A_{11}\right), \\
& M_{5}=\frac{A_{2}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{10}+\left|\Omega_{2}\right| A_{12}+A_{8}\right),
\end{aligned}
$$

$$
\begin{aligned}
& M_{6}=\frac{A_{2}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{6}+\left|\Omega_{4}\right| A_{14}\right), \\
& M_{7}=\frac{\left|\lambda_{2}\right| A_{2}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{9}+\left|\Omega_{2}\right| A_{11}\right)+\left|\lambda_{2}\right| A_{7} \\
& M_{8}=\frac{\left|\lambda_{1}\right| A_{2}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{5}+\left|\Omega_{4}\right| A_{13}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& B_{1}=\left(m_{1}+m_{2}\right) M_{1}+\left(n_{1}+n_{2}\right) M_{2}+M_{3}+M_{4} \\
& C_{1}=\left(m_{1}+m_{2}\right) M_{6}+\left(n_{1}+n_{2}\right) M_{5}+M_{7}+M_{8}
\end{aligned}
$$

Then the boundary value problem (1.1) has a unique solution on $[a, T]$.

Proof Define $\sup _{t \in[a, T]} f(t, 0,0)=N_{1}<\infty$ and $\sup _{t \in[a, T]} g(t, 0,0)=N_{2}<\infty$ and choose a positive real number $r$, such that

$$
r \geq \max \left\{\frac{M_{1} N_{1}+M_{2} N_{2}}{1-B_{1}}, \frac{M_{6} N_{1}+M_{5} N_{2}}{1-C_{1}}\right\}
$$

First, we show that $\mathcal{Q} B_{r} \subset B_{r}$, where $B_{r}=\{(x, y) \in X \times X:\|(x, y)\| \leq r\}$. For $(x, y) \in B_{r}$, we have

$$
\begin{aligned}
&\left|\mathcal{Q}_{1}(x, y)(t)\right| \\
& \leq \sup _{t \in[a, T]}\left\{{ }_{\mathrm{RL}^{2}} I^{q_{1}+p_{1}}|f(s, x(s), y(s))|(t)+\left|\lambda_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|(t)+\frac{(t-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\right. \\
& \times\left(\left(\sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}|f(s, x(s), y(s))|\left(\xi_{j}\right)+\left.\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right|\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}|x(s)|\left(\xi_{j}\right)\right.\right. \\
&\left.+\left|\lambda_{2}\right|\left|\sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}|y(s)|\left(\tau_{2}\right)+\left|\sigma_{2}\right|_{\mathrm{H}} I^{q_{2}+p_{2}}|g(s, x(s), y(s))|\left(\tau_{2}\right)\right)\left|\Omega_{1}\right| \\
&+\left(\sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}|g(s, x(s), y(s))|\left(\eta_{i}\right)+\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}|y(s)|\left(\eta_{i}\right)\right. \\
&\left.\left.\left.+\left|\lambda_{1}\right|\left|\sigma_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|\left(\tau_{1}\right)+\left|\sigma_{1}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}}|f(s, x(s), y(s))|\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right)\right\} \\
& \leq \mathrm{RL}^{I_{1}+p_{1}}(|f(s, x(s), y(s))-f(s, 0,0)|+|f(s, 0,0)|)(T)+\left.\left|\lambda_{1}\right|\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|(T) \\
& \quad+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\left(\sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}(|f(s, x(s), y(s))-f(s, 0,0)|\right.\right. \\
&\quad+|f(s, 0,0)|)\left(\xi_{j}\right)+\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}|x(s)|\left(\xi_{j}\right)+\left|\lambda_{2}\right|\left|\sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}|y(s)|\left(\tau_{2}\right) \\
&\left.\quad+\left|\sigma_{2}\right|{ }_{\mathrm{H}} I^{q_{2}+p_{2}}(|g(s, x(s), y(s))-g(s, 0,0)|+|g(s, 0,0)|)\left(\tau_{2}\right)\right)\left|\Omega_{1}\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}(|g(s, x(s), y(s))-g(s, 0,0)|+|g(s, 0,0)|)\left(\eta_{i}\right)\right. \\
& +\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}|y(s)|\left(\eta_{i}\right)+\left|\lambda_{1}\right|\left|\sigma_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|\left(\tau_{1}\right) \\
& \left.\left.+\left|\sigma_{1}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}}(|f(s, x(s), y(s))-f(s, 0,0)|+|f(s, 0,0)|)\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right) \\
& \leq\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right)_{\mathrm{RL}} I^{q_{1}+p_{1}}(1)(T)+\left|\lambda_{1}\right|\|x\|_{\mathrm{RL}} I^{p_{1}}(1)(T) \\
& +\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\left(\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right) \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}(1)\left(\xi_{j}\right)\right.\right. \\
& +\left|\lambda_{1}\right|\|x\| \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}(1)\left(\xi_{j}\right)+\left|\lambda_{2}\right|\left|\sigma_{2}\right|\|y\|_{\mathrm{H}} I^{p_{2}}(1)\left(\tau_{2}\right) \\
& \left.+\left|\sigma_{2}\right|\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right)_{\mathrm{H}} I^{q_{2}+p_{2}}(1)\left(\tau_{2}\right)\right)\left|\Omega_{1}\right| \\
& +\left(\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right) \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)+\left|\lambda_{2}\right|\|y\| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)\right. \\
& \left.\left.+\left|\lambda_{1}\right|\left|\sigma_{1}\right|\|x\|_{\mathrm{RL}} I^{p_{1}}(1)\left(\tau_{1}\right)+\left|\sigma_{1}\right|\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right)_{\mathrm{RL}} I^{q_{1}+p_{1}}(1)\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right) \\
& =\left(\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\frac{\left|\Omega_{3}\right|\left|\sigma_{1}\right|\left(\tau_{1}-a\right)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}+\sum_{j=1}^{n} \frac{\left|\Omega_{1}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{q_{1}+p_{1}+\gamma_{j}}}{\Gamma\left(q_{1}+p_{1}+\gamma_{j}+1\right)}\right)\right. \\
& \left.+\frac{(T-a)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}\right)\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right)+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)} \\
& \times\left(\frac{\left|\sigma_{2}\right|\left|\Omega_{1}\right|\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}+\sum_{i=1}^{m} \frac{\left|\Omega_{3} \| \alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{q_{2}+p_{2}+\rho_{i}}}{\Gamma\left(q_{2}+p_{2}+\rho_{i}+1\right)}\right)\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right) \\
& +\left(\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\frac{\left|\lambda_{1}\right|\left|\Omega_{3}\right|\left|\sigma_{1}\right|\left(\tau_{1}-a\right)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}+\sum_{j=1}^{n} \frac{\left|\lambda_{1}\right|\left|\Omega_{1}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{p_{1}+\gamma_{j}}}{\Gamma\left(p_{1}+\gamma_{j}+1\right)}\right)\right. \\
& \left.+\frac{\left|\lambda_{1}\right|(T-a)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}\right)\|x\|+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\sum_{i=1}^{m} \frac{\left|\lambda_{2}\right|\left|\Omega_{3}\right|\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{p_{2}+\rho_{i}}}{\Gamma\left(p_{2}+\rho_{i}+1\right)}\right. \\
& \left.+\frac{\left|\lambda_{2}\right|\left|\Omega_{1}\right|\left|\sigma_{2}\right|\left(\log \frac{\tau_{2}}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}\right)\|y\| \\
& =\left(\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{6}+\left|\Omega_{1}\right| A_{14}\right)+A_{4}\right)\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right) \\
& +\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{10}+\left|\Omega_{3}\right| A_{12}\right)\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right) \\
& +\left(\frac{\left|\lambda_{1}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{5}+\left|\Omega_{1}\right| A_{13}\right)+\left|\lambda_{1}\right| A_{3}\right)\|x\| \\
& +\frac{\left|\lambda_{2}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{9}+\left|\Omega_{3}\right| A_{11}\right)\|y\|
\end{aligned}
$$

$$
\begin{aligned}
& =M_{1}\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right)+M_{2}\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right)+M_{3}\|x\|+M_{4}\|y\| \\
& =\left(m_{1} M_{1}+n_{1} M_{2}+M_{3}\right)\|x\|+\left(m_{2} M_{1}+n_{2} M_{2}+M_{4}\right)\|y\|+M_{1} N_{1}+M_{2} N_{2} \\
& \leq\left(\left(m_{1}+m_{2}\right) M_{1}+\left(n_{1}+n_{2}\right) M_{2}+M_{3}+M_{4}\right) r+M_{1} N_{1}+M_{2} N_{2} \\
& =B_{1} r+M_{1} N_{1}+M_{2} N_{2} \leq r .
\end{aligned}
$$

In the same way, we obtain

$$
\begin{aligned}
& \left|\mathcal{Q}_{2}(x, y)(t)\right| \\
& \leq\left(\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)}\left(\frac{\left|\Omega_{4}\right|\left|\sigma_{2}\right|\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}+\sum_{i=1}^{m} \frac{\left|\Omega_{2}\right|\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{q_{2}+p_{2}+p_{i}}}{\Gamma\left(q_{2}+p_{2}+\rho_{i}+1\right)}\right)\right. \\
& \left.+\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}\right)\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right)+\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)} \\
& \times\left(\frac{\left|\Omega_{2}\right|\left|\sigma_{1}\right|\left(\tau_{1}-a\right)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}+\sum_{j=1}^{n} \frac{\left|\Omega_{4}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{q_{1}+p_{1}+\gamma_{j}}}{\Gamma\left(q_{1}+p_{1}+\gamma_{j}+1\right)}\right)\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right) \\
& +\left(\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)}\left(\frac{\left|\lambda_{2}\right|\left|\Omega_{4}\right|\left|\sigma_{2}\right|\left(\log \frac{\tau_{2}}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}+\sum_{i=1}^{m} \frac{\left|\lambda_{2}\right|\left|\Omega_{2}\right|\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{p_{2}+\rho_{i}}}{\Gamma\left(p_{2}+\rho_{i}+1\right)}\right)\right. \\
& \left.+\frac{\left|\lambda_{2}\right|\left(\log \frac{T}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}\right)\|y\|+\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)}\left(\sum_{j=1}^{n} \frac{\left|\lambda_{1}\right|\left|\Omega_{4}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{p_{1}+\gamma_{j}}}{\Gamma\left(p_{1}+\gamma_{j}+1\right)}\right. \\
& \left.+\frac{\left|\lambda_{1}\right|\left|\Omega_{2}\right|\left|\sigma_{1}\right|\left(\tau_{1}-a\right)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}\right)\|x\| \\
& =\left(\frac{A_{2}}{|\Omega|}\left(\left|\Omega_{4}\right|\left|\sigma_{2}\right| A_{10}+\left|\Omega_{2}\right| A_{12}\right)+A_{8}\right)\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right) \\
& +\frac{A_{2}}{|\Omega|}\left(\left|\Omega_{2}\right|\left|\sigma_{1}\right| A_{6}+\left|\Omega_{4}\right| A_{14}\right)\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right) \\
& +\left(\left|\lambda_{2}\right| A_{7}+\frac{\left|\lambda_{2}\right| A_{2}}{|\Omega|}\left(\left|\Omega_{4}\right|\left|\sigma_{2}\right| A_{7}+\left|\Omega_{2}\right| A_{11}\right)\right)\|y\| \\
& +\frac{\left|\lambda_{1}\right| A_{2}}{|\Omega|}\left(\left|\Omega_{2}\right|\left|\sigma_{1}\right| A_{5}+\left|\Omega_{4}\right| A_{13}\right)\|x\| \\
& =M_{5}\left(n_{1}\|x\|+n_{2}\|y\|+N_{2}\right)+M_{6}\left(m_{1}\|x\|+m_{2}\|y\|+N_{1}\right)+M_{7}\|y\|+M_{8}\|x\| \\
& =\left(n_{1} M_{5}+m_{1} M_{6}+M_{8}\right)\|x\|+\left(n_{2} M_{5}+m_{2} M_{6}+M_{7}\right)\|y\|+M_{6} N_{1}+M_{5} N_{2} \\
& \leq\left(\left(m_{1}+m_{2}\right) M_{6}+\left(n_{1}+n_{2}\right) M_{5}+M_{7}+M_{8}\right) r+M_{6} N_{1}+M_{5} N_{2} \\
& =C_{1} r+M_{6} N_{1}+M_{5} N_{2} \leq r .
\end{aligned}
$$

Now for $\left(x_{2}, y_{2}\right),\left(x_{1}, y_{1}\right) \in X \times X$, and for any $t \in[a, T]$, we get

$$
\begin{aligned}
& \left|\mathcal{Q}_{1}\left(x_{2}, y_{2}\right)(t)-\mathcal{Q}_{1}\left(x_{1}, y_{1}\right)(t)\right| \\
& \quad \leq{ }_{{ }_{\mathrm{RL}}} I^{q_{1}+p_{1}}\left(\left|f\left(s, x_{2}(s), y_{2}(s)\right)-f\left(s, x_{1}(s), y_{1}(s)\right)\right|\right)(T)+\left|\lambda_{1}\right|_{\mathrm{RL}} I^{p_{1}}\left(\left|x_{2}(s)-x_{1}(s)\right|\right)(T) \\
& \quad+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\left(\sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}\left(\left|f\left(s, x_{2}(s), y_{2}(s)\right)-f\left(s, x_{1}(s), y_{1}(s)\right)\right|\right)\left(\xi_{j}\right)\right.\right. \\
& +\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right| \mathrm{RL}^{I^{p_{1}+\gamma_{j}}}\left(\left|x_{2}(s)-x_{1}(s)\right|\right)\left(\xi_{j}\right)+\left|\lambda_{2}\right|\left|\sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}\left(\left|y_{2}(s)-y_{1}(s)\right|\right)\left(\tau_{2}\right) \\
& \left.+\left|\sigma_{2}\right|_{H} I^{q_{2}+p_{2}}\left(\left|g\left(s, x_{2}(s), y_{2}(s)\right)-g\left(s, x_{1}(s), y_{1}(s)\right)\right|\right)\left(\tau_{2}\right)\right)\left|\Omega_{1}\right| \\
& +\left(\sum_{i=1}^{m}\left|\alpha_{i}\right| I I^{q_{2}+p_{2}+\rho_{i}}\left(\left|g\left(s, x_{2}(s), y_{2}(s)\right)-g\left(s, x_{1}(s), y_{1}(s)\right)\right|\right)\left(\eta_{i}\right)\right. \\
& +\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right| \mathrm{H}^{p_{2}+\rho_{i}}\left(\left|y_{2}(s)-y_{1}(s)\right|\right)\left(\eta_{i}\right)+\left|\lambda_{1}\right|\left|\sigma_{1}\right| \mathrm{RLL} I^{p_{1}}\left(\left|x_{2}(s)-x_{1}(s)\right|\right)\left(\tau_{1}\right) \\
& \left.\left.+\left|\sigma_{1}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}}\left(\left|f\left(s, x_{2}(s), y_{2}(s)\right)-f\left(s, x_{1}(s), y_{1}(s)\right)\right|\right)\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right) \\
& \leq\left(\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\sum_{j=1}^{n} \frac{\left|\Omega_{1}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{q_{1}+p_{1}+\gamma_{j}}}{\Gamma\left(q_{1}+p_{1}+\gamma_{j}+1\right)}+\frac{\left|\sigma_{1}\right|\left|\Omega_{3}\right|\left(\tau_{1}-a\right)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}\right)\right. \\
& \left.+\frac{(T-a)^{q_{1}+p_{1}}}{\Gamma\left(q_{1}+p_{1}+1\right)}\right)\left(m_{1}\left\|x_{2}-x_{1}\right\|+m_{2}\left\|y_{2}-y_{1}\right\|\right)+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)} \\
& \times\left(\frac{\left|\sigma_{2}\right|\left|\Omega_{1}\right|\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}}}{\Gamma\left(q_{2}+p_{2}+1\right)}+\sum_{i=1}^{m} \frac{\left|\Omega_{3}\right|\left|\alpha_{i}\right|\left(\log \frac{\eta_{i}}{a}\right)^{q_{2}+p_{2}+\rho_{i}}}{\Gamma\left(q_{2}+p_{2}+\rho_{i}+1\right)}\right) \\
& \times\left(n_{1}\left\|x_{2}-x_{1}\right\|+n_{2}\left\|y_{2}-y_{1}\right\|\right) \\
& +\left(\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\frac{\left|\lambda_{1}\right|\left|\sigma_{1}\right|\left|\Omega_{3}\right|\left(\tau_{1}-a\right)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}+\sum_{j=1}^{n} \frac{\left|\lambda_{1}\right|\left|\Omega_{1}\right|\left|\beta_{j}\right|\left(\xi_{j}-a\right)^{p_{1}+\gamma_{j}}}{\Gamma\left(p_{1}+\gamma_{j}+1\right)}\right)\right. \\
& \left.+\frac{\left|\lambda_{1}\right|(T-a)^{p_{1}}}{\Gamma\left(p_{1}+1\right)}\right)\left\|x_{2}-x_{1}\right\|+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\sum_{i=1}^{m} \frac{\left|\lambda_{2}\right|\left|\Omega_{3}\right|\left|\alpha_{i}\right|\left(\log \frac{n_{i}}{a}\right)^{p_{2}+\rho_{i}}}{\Gamma\left(p_{2}+\rho_{i}+1\right)}\right. \\
& \left.+\frac{\left|\lambda_{2}\right|\left|\sigma_{2}\right|\left|\Omega_{1}\right|\left(\log \frac{\tau_{2}}{a}\right)^{p_{2}}}{\Gamma\left(p_{2}+1\right)}\right)\left\|y_{2}-y_{1}\right\| \\
& =\left(\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{6}+\left|\Omega_{1}\right| A_{14}+A_{4}\right)\right)\left(m_{1}\left\|x_{2}-x_{1}\right\|+m_{2}\left\|y_{2}-y_{1}\right\|\right) \\
& +\left(\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{10}+\left|\Omega_{3}\right| A_{12}\right)\right)\left(n_{1}\left\|x_{2}-x_{1}\right\|+n_{2}\left\|y_{2}-y_{1}\right\|\right) \\
& +\left(\frac{\left|\lambda_{1}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{5}+\left|\Omega_{1}\right| A_{13}\right)+\left|\lambda_{1}\right| A_{3}\right)\left\|x_{2}-x_{1}\right\| \\
& +\left(\frac{\left|\lambda_{2}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{9}+\left|\Omega_{3}\right| A_{11}\right)\right)\left\|y_{2}-y_{1}\right\| \\
& =M_{1}\left(m_{1}\left\|x_{2}-x_{1}\right\|+m_{2}\left\|y_{2}-y_{1}\right\|\right)+M_{2}\left(n_{1}\left\|x_{2}-x_{1}\right\|+n_{2}\left\|y_{2}-y_{1}\right\|\right) \\
& +M_{3}\left\|x_{2}-x_{1}\right\|+M_{4}\left\|y_{2}-y_{1}\right\| \\
& =\left(m_{1} M_{1}+n_{1} M_{2}+M_{3}\right)\left\|x_{2}-x_{1}\right\|+\left(m_{2} M_{1}+n_{2} M_{2}+M_{4}\right)\left\|y_{2}-y_{1}\right\| \text {, }
\end{aligned}
$$

and consequently we obtain

$$
\begin{equation*}
\left\|\mathcal{Q}_{1}\left(x_{2}, y_{2}\right)(t)-\mathcal{Q}_{1}\left(x_{1}, y_{1}\right)\right\| \leq B_{1}\left(\left\|x_{2}-x_{1}\right\|+\left\|y_{2}-y_{1}\right\|\right) \tag{3.1}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\|\mathcal{Q}_{2}\left(x_{2}, y_{2}\right)(t)-\mathcal{Q}_{2}\left(x_{1}, y_{1}\right)\right\| \leq C_{1}\left(\left\|x_{2}-x_{1}\right\|+\left\|y_{2}-y_{1}\right\|\right) \tag{3.2}
\end{equation*}
$$

It follows from (3.1) and (3.2) that

$$
\left\|\mathcal{Q}\left(x_{2}, y_{2}\right)(t)-\mathcal{Q}\left(x_{1}, y_{1}\right)(t)\right\| \leq\left(B_{1}+C_{1}\right)\left(\left\|x_{2}-x_{1}\right\|+\left\|y_{2}-y_{1}\right\|\right) .
$$

Since $\left(B_{1}+C_{1}\right)<1$, therefore, $\mathcal{Q}$ is a contraction operator. So, by Banach's fixed point theorem, the operator $\mathcal{Q}$ has a unique fixed point, which is the unique solution of the problem (1.1). This completes the proof.

In the next result, we prove the existence of solutions for the problem (1.1) by applying the Leray-Schauder alternative.

Lemma 3.1 (Leray-Schauder alternative [37], p.4) Let G be a normed linear space and $F: G \rightarrow G$ be a completely continuous operator (i.e., a map that restricted to any bounded set in $G$ is compact). Let

$$
\mathcal{E}(F)=\{x \in G: x=\kappa F(x) \text { for some } 0<\kappa<1\} .
$$

Then either the set $\mathcal{E}(F)$ is unbounded, or $F$ has at least one fixed point.

For convenience, we set the constants

$$
\begin{aligned}
& E_{1}=\left(M_{1}+M_{6}\right) P_{1}+\left(M_{2}+M_{5}\right) R_{1}+M_{3}+M_{8}, \\
& E_{2}=\left(M_{1}+M_{6}\right) P_{2}+\left(M_{2}+M_{5}\right) R_{2}+M_{4}+M_{7}
\end{aligned}
$$

and

$$
\begin{equation*}
E^{*}=\min \left\{1-E_{1}, 1-E_{2}\right\} . \tag{3.3}
\end{equation*}
$$

Theorem 3.2 Assume that the functions $f, g:[a, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions and there exist real constants $P_{i}, R_{i} \geq 0(i=1,2)$ and $P_{0}>0, R_{0}>0$ such that $\forall x_{i} \in \mathbb{R}$ $(i=1,2)$ we have

$$
\begin{aligned}
& \left|f\left(t, x_{1}, x_{2}\right)\right| \leq P_{0}+P_{1}\left|x_{1}\right|+P_{2}\left|x_{2}\right|, \\
& \left|g\left(t, x_{1}, x_{2}\right)\right| \leq R_{0}+R_{1}\left|x_{1}\right|+R_{2}\left|x_{2}\right| .
\end{aligned}
$$

In addition it is assumed that

$$
E_{1}<1 \text { and } E_{2}<1
$$

Then there exists at least one solution for the boundary value problem (1.1).

Proof First we show that the operator $\mathcal{Q}: X \times X \rightarrow X \times X$ is completely continuous. Note that $Q$ is continuous, since the functions $f$ and $g$ are continuous.

Let $U \subset X \times X$ be bounded. Then there exist positive constants $L_{1}$ and $L_{2}$ such that

$$
|f(t, x(t), y(t))| \leq L_{1}, \quad|g(t, x(t), y(t))| \leq L_{2}, \quad \forall(x, y) \in U,
$$

and a positive real number $r^{\prime}$ such that

$$
r^{\prime} \geq \max \left\{\frac{M_{1} L_{1}+M_{2} L_{2}}{1-\left(M_{3}+M_{4}\right)}, \frac{M_{5} L_{1}+M_{6} L_{2}}{1-\left(M_{7}+M_{8}\right)}\right\} .
$$

Then, for any $(x, y) \in U$ where $B_{r^{\prime}}=\left\{(x, y) \in X \times X:\|(x, y)\| \leq r^{\prime}\right\}$ and using Lemma 2.4, we have

$$
\begin{aligned}
&\left\|\mathcal{Q}_{1}(x, y)(t)\right\| \\
& \leq \mathrm{RL} I^{q_{1}+p_{1}}|f(s, x(s), y(s))|(T)+\left|\lambda_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|(T)+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)} \\
& \times\left(\left(\sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}|f(s, x(s), y(s))|\left(\xi_{j}\right)+\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}|x(s)|\left(\xi_{j}\right)\right.\right. \\
&\left.+\left|\lambda_{2}\right|\left|\sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}|y(s)|\left(\tau_{2}\right)+\left|\sigma_{2}\right|_{\mathrm{H}} I^{q_{2}+p_{2}}|g(s, x(s), y(s))|\left(\tau_{2}\right)\right)\left|\Omega_{1}\right| \\
&+\left(\sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}|g(s, x(s), y(s))|\left(\eta_{i}\right)+\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}|y(s)|\left(\eta_{i}\right)\right. \\
&\left.\left.+\left|\lambda_{1}\right|\left|\sigma_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|\left(\tau_{1}\right)+\left|\sigma_{1}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}}|f(s, x(s), y(s))|\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right) \\
& \leq\left(\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{6}+\left|\Omega_{1}\right| A_{14}\right)+A_{4}\right) L_{1}+\left(\frac{A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{10}+\left|\Omega_{3}\right| A_{12}\right)\right) L_{2} \\
&+\left(\frac{\left|\lambda_{1}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{5}+\left|\Omega_{1}\right| A_{13}\right)+\left|\lambda_{1}\right| A_{3}+\frac{\left|\lambda_{2}\right| A_{1}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{9}+\left|\Omega_{3}\right| A_{11}\right)\right) r^{\prime} \\
&= M_{1} L_{1}+M_{2} L_{2}+\left(M_{3}+M_{4}\right) r^{\prime} .
\end{aligned}
$$

In the same way, we deduce that

$$
\begin{aligned}
&\left\|\mathcal{Q}_{2}(x, y)\right\| \\
& \leq\left(\frac{A_{2}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{10}+\left|\Omega_{2}\right| A_{12}\right)+A_{8}\right) L_{2}+\left(\frac{A_{2}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{6}+\left|\Omega_{4}\right| A_{14}\right)\right) L_{1} \\
&+\left(\frac{\left|\lambda_{2}\right| A_{2}}{|\Omega|}\left(\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{9}+\left|\Omega_{2}\right| A_{11}\right)+\left|\lambda_{2}\right| A_{7}+\frac{\left|\lambda_{1}\right| A_{2}}{|\Omega|}\left(\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{5}+\left|\Omega_{4}\right| A_{13}\right)\right) r^{\prime} \\
&= M_{6} L_{1}+M_{5} L_{2}+\left(M_{7}+M_{8}\right) r^{\prime} .
\end{aligned}
$$

Thus, it follows from the above inequalities that the operator $\mathcal{Q}$ is uniformly bounded.

Next, we show that $\mathcal{Q}$ is equicontinuous. Let $t_{1}, t_{2} \in[a, T]$ with $t_{1}<t_{2}$. Then we have

$$
\begin{aligned}
& \left|\mathcal{Q}_{1}(x, y)\left(t_{2}\right)-\mathcal{Q}_{1}(x, y)\left(t_{1}\right)\right| \\
& \leq\left|{ }_{\mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))\left(t_{2}\right)-{ }_{\mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))\left(t_{1}\right)\right| \\
& +\left.\left|\lambda_{1}\right|\right|_{\mathrm{RL}} I^{p_{1}} x\left(t_{2}\right)-{ }_{\mathrm{RL}} I^{p_{1}} x\left(t_{1}\right) \left\lvert\,+\frac{\left|\left(t_{2}-a\right)^{q_{1}+p_{1}-1}-\left(t_{1}-a\right)^{q_{1}+p_{1}-1}\right| \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\right. \\
& \times\left(\left(\sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}|f(s, x(s), y(s))|\left(\xi_{j}\right)+\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}|x(s)|\left(\xi_{j}\right)\right.\right. \\
& \left.+\left|\sigma_{2}\right|_{\mathrm{H}} I^{q_{2}+p_{2}}|g(s, x(s), y(s))|\left(\tau_{2}\right)+\left|\lambda_{2}\right|\left|\sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}|y(s)|\left(\tau_{2}\right)\right)\left|\Omega_{1}\right| \\
& +\left(\sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}|g(s, x(s), y(s))|\left(\eta_{i}\right)+\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}|y(s)|\left(\eta_{i}\right)\right. \\
& \left.\left.+\left.\left|\sigma_{1}\right|_{\mathrm{RL}}\right|^{q_{1}+p_{1}}|f(s, x(s), y(s))|\left(\tau_{1}\right)+\left|\lambda_{1}\right|\left|\sigma_{1}\right|_{\mathrm{RL}} I^{p_{1}}|x(s)|\left(\tau_{1}\right)\right)\left|\Omega_{3}\right|\right) \\
& \leq \frac{L_{1}}{\Gamma\left(q_{1}+p_{1}\right)}\left(\int_{a}^{t_{1}}\left[\left(t_{2}-a\right)^{q_{1}+p_{1}-1}-\left(t_{1}-a\right)^{q_{1}+p_{1}-1}\right] d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-a\right)^{q_{1}+p_{1}-1} d s\right) \\
& +\frac{\left|\lambda_{1}\right| r^{\prime}}{\Gamma\left(p_{1}\right)}\left(\int_{a}^{t_{1}}\left[\left(t_{2}-a\right)^{p_{1}-1}-\left(t_{1}-a\right)^{p_{1}-1}\right] d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-a\right)^{p_{1}-1} d s\right) \\
& +\frac{\left|\left(t_{2}-a\right)^{q_{1}+p_{1}-1}-\left(t_{1}-a\right)^{q_{1}+p_{1}-1}\right| \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\left(\left|\Omega_{1}\right| A_{14}+\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{6}\right) L_{1}\right. \\
& +\left(\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{10}+\left|\Omega_{3}\right| A_{12}\right) L_{2}+\left(\left|\lambda_{1}\right|\left|\Omega_{1}\right| A_{13}+\left|\lambda_{2}\right|\left|\sigma_{2}\right|\left|\Omega_{1}\right| A_{9}+\left|\lambda_{2}\right|\left|\Omega_{3}\right| A_{11}\right. \\
& \left.\left.+\left|\lambda_{1}\right|\left|\sigma_{1}\right|\left|\Omega_{3}\right| A_{5}\right) r^{\prime}\right) .
\end{aligned}
$$

Analogously, we can obtain

$$
\begin{aligned}
& \left.+\int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{a}\right)^{q_{2}+p_{2}-1} d s\right) \\
& +\frac{\left|\lambda_{2}\right| r^{\prime}}{\Gamma\left(p_{2}\right)}\left(\int_{a}^{t_{1}}\left(\left(\log \frac{t_{2}}{a}\right)^{q_{2}+p_{2}-1}-\left(\log \frac{t_{1}}{a}\right)^{q_{2}+p_{2}-1}\right) d s+\int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{a}\right)^{q_{2}+p_{2}-1} d s\right) \\
& +\frac{\left|\left(\log \frac{t_{2}}{a}\right)^{q_{2}+p_{2}-1}-\left(\log \frac{t_{1}}{a}\right)^{q_{2}+p_{2}-1}\right| \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)}\left(\left(\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{6}+\left|\Omega_{4}\right| A_{14}\right) L_{1}\right. \\
& +\left(\left|\Omega_{2}\right| A_{12}+\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{10}\right) L_{2}+\left(\left|\lambda_{1}\right|\left|\sigma_{1}\right|\left|\Omega_{2}\right| A_{5}+\left|\lambda_{1}\right|\left|\Omega_{4}\right| A_{13}+\left|\lambda_{2}\right|\left|\sigma_{2}\right|\left|\Omega_{4}\right| A_{9}\right. \\
& \left.\left.+\left|\lambda_{2}\right|\left|\Omega_{2}\right| A_{11}\right) r^{\prime}\right) .
\end{aligned}
$$

Therefore, the operator $\mathcal{Q}(x, y)$ is equicontinuous, and thus the operator $\mathcal{Q}(x, y)$ is completely continuous, by Arzelá-Ascoli theorem.

Finally, it will be verified that the set $\mathcal{E}=\{(x, y) \in X \times X \mid(x, y)=\kappa \mathcal{Q}(x, y), 0<\kappa<1\}$ is bounded. Let $(x, y) \in \mathcal{E}$, then $(x, y)=\kappa \mathcal{Q}(x, y)$. For any $t \in[a, T]$, we have

$$
x(t)=\kappa \mathcal{Q}_{1}(x, y)(t), \quad y(t)=\kappa \mathcal{Q}_{2}(x, y)(t) .
$$

Then

$$
\begin{aligned}
&|x(t)| \\
&=\left|\kappa \mathcal{Q}_{1}(x, y)(t)\right| \\
& \leq\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right)_{\mathrm{RL}} I^{q_{1}+p_{1}}(1)(T)+\|x\|\left|\lambda_{1}\right|_{\mathrm{RL}} I^{p_{1}}(1)(T) \\
&+\frac{(T-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{|\Omega| \Gamma\left(q_{1}+p_{1}\right)}\left(\left(\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}+\gamma_{j}}(1)\left(\xi_{j}\right)\right.\right. \\
&+\|x\|\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right|_{\mathrm{RL}} I^{p_{1}+\gamma_{j}}(1)\left(\xi_{j}\right)+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right)\left|\sigma_{2}\right|_{\mathrm{H}} I^{q_{2}+p_{2}}(1)\left(\tau_{2}\right) \\
&\left.+\left.\|y\|| | \lambda_{2}| | \sigma_{2}\right|_{\mathrm{H}} I^{p_{2}}(1)\left(\tau_{2}\right)\right)\left|\Omega_{1}\right|+\left(\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)\right. \\
&+\|y\|\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)+\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right)\left|\sigma_{1}\right|_{\mathrm{RL}} I^{q_{1}+p_{1}}(1)\left(\tau_{1}\right) \\
&=\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) M_{1}+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) M_{2}+\|x\| M_{3}+\|y\| M_{4}
\end{aligned}
$$

and

$$
\begin{aligned}
&|y(t)| \\
& \quad=\left|\kappa \mathcal{Q}_{2}(x, y)(t)\right| \\
& \leq\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right)_{\mathrm{H}} I^{q_{2}+p_{2}}(1)(T)+\|y\|\left|\lambda_{2}\right|_{\mathrm{H}} I^{p_{2}}(1)(T) \\
& \quad+\frac{\left(\log \frac{T}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{|\Omega| \Gamma\left(q_{2}+p_{2}\right)}\left(\left(\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) \sum_{i=1}^{m}\left|\alpha_{i}\right|_{\mathrm{H}} I^{q_{2}+p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\|y\|\left|\lambda_{2}\right| \sum_{i=1}^{m}\left|\alpha_{i}\right|{ }_{\mathrm{H}}{ }^{p_{2}+\rho_{i}}(1)\left(\eta_{i}\right)+\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right)\left|\sigma_{1}\right|_{\mathrm{RL}}{ }^{q_{1}+p_{1}}(1)\left(\tau_{1}\right) \\
& \left.+\|x\|\left|\lambda_{1}\right|\left|\sigma_{1}\right|{ }_{\mathrm{RL}} I^{p_{1}}(1)\left(\tau_{1}\right)\right)\left|\Omega_{2}\right|+\left(\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) \sum_{j=1}^{n}\left|\beta_{j}\right| \mathrm{kLL} I^{q_{1}+p_{1}+\gamma_{j}(1)\left(\xi_{j}\right)}\right. \\
& +\|x\|\left|\lambda_{1}\right| \sum_{j=1}^{n}\left|\beta_{j}\right| \mathrm{RLL} I^{p_{1}+\gamma_{j}}(1)\left(\xi_{j}\right)+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right)\left|\sigma_{2}\right|_{\mathrm{H}} I^{q_{2}+p_{2}}(1)\left(\tau_{2}\right) \\
& \left.\left.+\|y\|\left|\lambda_{2}\right|\left|\sigma_{2}\right| I_{\mathrm{H}} I^{p_{2}}(1)\left(\tau_{2}\right)\right)\left|\Omega_{4}\right|\right) \\
& =\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) M_{6}+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) M_{5}+\|x\| M_{8}+\|y\| M_{7} .
\end{aligned}
$$

Hence we have

$$
\|x\| \leq\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) M_{1}+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) M_{2}+\|x\| M_{3}+\|y\| M_{4}
$$

and

$$
\|y\| \leq\left(P_{0}+P_{1}\|x\|+P_{2}\|y\|\right) M_{6}+\left(R_{0}+R_{1}\|x\|+R_{2}\|y\|\right) M_{5}+\|x\| M_{8}+\|y\| M_{7},
$$

which implies

$$
\begin{aligned}
\|x\|+\|y\| \leq & \left(M_{1}+M_{6}\right) P_{0}+\left(M_{2}+M_{5}\right) R_{0} \\
& +\left(\left(M_{1}+M_{6}\right) P_{1}+\left(M_{2}+M_{5}\right) R_{1}+M_{3}+M_{8}\right)\|x\| \\
& +\left(\left(M_{1}+M_{6}\right) P_{2}+\left(M_{2}+M_{5}\right) R_{2}+M_{4}+M_{7}\right)\|y\| .
\end{aligned}
$$

Consequently,

$$
\|(x, y)\| \leq \frac{\left(M_{1}+M_{6}\right) P_{0}+\left(M_{2}+M_{5}\right) R_{0}}{E^{*}}
$$

for any $t \in[a, T]$, where $E^{*}$ is defined by (3.3), which proves that $\mathcal{E}$ is bounded. Thus, by Lemma 3.1, the operator $\mathcal{Q}$ has at least one fixed point. Hence the boundary value problem (1.1) has at least one solution on $[a, T]$. The proof is complete.

### 3.1 Examples

In this section we present examples to illustrate our results.
Example 3.1 Consider the system of Langevin equations via the Riemann-Liouville and Hadamard fractional derivatives and fractional integral conditions:

Here $q_{1}=2 / 5, q_{2}=5 / 6, p_{1}=3 / 4, p_{2}=3 / 7, \lambda_{1}=1 / 7, \lambda_{2}=-1 / 11, n=2, m=2, a=1 / 4$, $T=2, \sigma_{1}=\sqrt{2}, \sigma_{2}=1 / 2, \tau_{1}=1, \tau_{2}=3 / 2, \eta_{1}=1 / 3, \eta_{2}=3 / 2, \xi_{1}=2 / 5, \xi_{2}=5 / 3, \alpha_{1}=$ $1 / 2, \alpha_{2}=-1 / 3, \beta_{1}=1 / 6, \beta_{2}=1 / 8, \rho_{1}=\sqrt{3}, \rho_{2}=4 / 5, \gamma_{1}=\pi / 2, \gamma_{2}=\sqrt{5}$, and $f(t, x, y)=$ $\left(\left(\sin ^{2}(2 \pi t)\right) /\left((9-t)^{2}\right)\right)(|x| /(|x|+2)+1)|x|+\left(|y| /\left((10-t)^{2}\right)\right)-(1 / 2)$ and $g(t, x, y)=(|x| /((10+$ $\left.\left.t)^{2}\right)\right)+\left(\cos ^{2}(\pi t)\right) /\left((11-t)^{2}\right)(|y| /(|y|+3)+1)|y|+1$. Since

$$
\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right| \leq \frac{24}{1,225}\left|x_{1}-x_{2}\right|+\frac{16}{1,521}\left|y_{1}-y_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, y_{1}\right)-g\left(t, x_{2}, y_{2}\right)\right| \leq \frac{16}{1,681}\left|x_{1}-x_{2}\right|+\frac{64}{5,547}\left|y_{1}-y_{2}\right| .
$$

By using the Maple program, we can find that

$$
\Omega=\Omega_{1} \Omega_{2}-\Omega_{3} \Omega_{4} \simeq-2.490241444 \neq 0
$$

Then the assumptions of Theorem 3.1 are satisfied with $m_{1}=24 / 1,225, m_{2}=16 / 1,521, n_{1}=$ $16 / 1,681, n_{2}=64 / 5,547, M_{1} \simeq 2.584592457, M_{2} \simeq 1.020410144, M_{3} \simeq 0.3762005941$, $M_{4} \simeq 0.1378778032, M_{5} \simeq 3.202563776, M_{6} \simeq 0.2101813160, M_{7} \simeq 0.2770092726$, $M_{8} \simeq 0.026253698333$, and

$$
\begin{aligned}
& B_{1}=\left(m_{1}+m_{2}\right) M_{1}+\left(n_{1}+n_{2}\right) M_{2}+M_{3}+M_{4} \approx 0.6133893264 \\
& C_{1}=\left(m_{1}+m_{2}\right) M_{6}+\left(n_{1}+n_{2}\right) M_{5}+M_{7}+M_{8} \approx 0.3770246907 .
\end{aligned}
$$

Therefore, we get

$$
B_{1}+C_{1} \simeq 0.9904140171<1
$$

Hence, by Theorem 3.1, the problem (3.4) has a unique solution on [1/4, 2].

Example 3.2 Consider the system of Langevin equations via the Riemann-Liouville and Hadamard fractional derivatives and fractional integral conditions:

$$
\left\{\begin{array}{l}
{ }_{\mathrm{RL}} D^{2 / 3}\left({ }_{\mathrm{RL}} D^{8 / 9}-\frac{1}{9}\right) x(t)=\frac{\sqrt{2}}{2}+\frac{|x| \pi^{2} \cos ^{2}(2 \pi t)}{8(9 \pi-t)^{2}}+\frac{5 \pi^{2}|y|}{4(9 \pi-t)^{2}}\left(\frac{|y|}{|y|+4}+1\right),  \tag{3.5}\\
{ }_{\mathrm{H}} D^{7 / 8}\left({ }_{\mathrm{H}} D^{9 / 10}-\frac{1}{24}\right) y(t)=\frac{\sqrt{3}}{2}+\frac{\pi^{2}|x|}{9(5 \pi-t)^{2}}\left(\frac{|x|}{|x|+2}+1\right)+\frac{5 \pi^{2} \sin ^{2} y(t)}{2(8 \pi-t)^{2}}, \\
x\left(\frac{\pi}{2}\right)=0, \quad \frac{1}{5} x(\pi)=\sqrt{2} \mathrm{H}^{1 / 3} y(\pi)-\frac{1}{2} \mathrm{H}^{1 / 4} y\left(\frac{\pi}{2}\right)+\frac{4}{5} \mathrm{H}^{1 / 5} y(2 \pi), \\
y\left(\frac{\pi}{2}\right)=0, \quad \frac{\sqrt{2}}{2} y\left(\frac{3 \pi}{2}\right)=3_{\mathrm{RL}} I^{1 / 2} x\left(\frac{3 \pi}{2}\right)-\mathrm{RL}^{1 / 3} x(\pi), \quad \frac{\pi}{2} \leq t \leq 2 \pi
\end{array}\right.
$$

Here $q_{1}=2 / 3, q_{2}=7 / 8, p_{1}=8 / 9, p_{2}=9 / 10, \lambda_{1}=-1 / 9, \lambda_{2}=-1 / 24, n=2, m=3, a=\pi / 2$, $T=2 \pi, \sigma_{1}=1 / 5, \sigma_{2}=\sqrt{2} / 2, \tau_{1}=\pi, \tau_{2}=3 \pi / 2, \eta_{1}=\pi, \eta_{2}=\pi / 2, \eta_{3}=2 \pi, \xi_{1}=3 \pi / 2, \xi_{2}=\pi$, $\alpha_{1}=\sqrt{2}, \alpha_{2}=-1 / 2, \alpha_{3}=4 / 5, \beta_{1}=3, \beta_{2}=-1, \rho_{1}=1 / 3, \rho_{2}=1 / 4, \rho_{3}=1 / 5, \gamma_{1}=1 / 2, \gamma_{2}=1 / 3$, and $f(t, x, y)=(\sqrt{2} / 2)+\left(|x| \pi^{2} \cos ^{2}(2 \pi t)\right) /\left(8(9 \pi-t)^{2}\right)+\left(5 \pi^{2}|y| /\left(4(9 \pi-t)^{2}\right)\right)(|y| /(|y|+4)+1)$ and $g(t, x, y)=(\sqrt{3} / 2)+\left(\pi^{2}|x| /\left(9(5 \pi-t)^{2}\right)\right)(|x| /(|x|+2)+1)+\left(5 \pi^{2} \sin ^{2} y(t)\right) /\left(2(8 \pi-t)^{2}\right)$. We have

$$
\left|f\left(t, x_{1}, x_{2}\right)\right| \leq \frac{\sqrt{2}}{2}+\frac{1}{578}\left|x_{1}\right|+\frac{5}{289}\left|x_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, x_{2}\right)\right| \leq \frac{\sqrt{3}}{2}+\frac{4}{729}\left|x_{1}\right|+\frac{2}{45}\left|x_{2}\right| .
$$

By using the Maple program, we can find that

$$
\Omega=\Omega_{1} \Omega_{2}-\Omega_{3} \Omega_{4} \simeq 24.06826232 \neq 0
$$

Then the assumptions of Theorem 3.2 are satisfied with $P_{0}=\sqrt{2} / 2, P_{1}=1 / 578, P_{2}=$ $5 / 289, R_{0}=\sqrt{3} / 2, R_{1}=4 / 729, R_{2}=2 / 45, M_{1} \simeq 6.576589776, M_{2} \simeq 0.3108591355, M_{3} \simeq$ $0.9554741131, M_{4} \simeq 0.05738592491, M_{5} \simeq 0.8374143237, M_{6} \simeq 0.6069399031, M_{7} \simeq$ $0.1145557760, M_{8} \simeq 0.02300665416$, and

$$
\begin{aligned}
& E_{1}=\left(M_{1}+M_{6}\right) P_{1}+\left(M_{2}+M_{5}\right) R_{1}+M_{3}+M_{8} \simeq 0.9972095596<1, \\
& E_{2}=\left(M_{1}+M_{6}\right) P_{2}+\left(M_{2}+M_{5}\right) R_{2}+M_{4}+M_{7} \simeq 0.3472585973<1
\end{aligned}
$$

and

$$
E^{*}=\min \left\{1-E_{1}, 1-E_{2}\right\}=\min \{0.0027904404,0.6527414027\}=0.0027904404
$$

Thus all the conditions of Theorem 3.2 hold true and consequently as regards the conclusion of Theorem 3.2, for the problem (3.5) there exists at least one solution on $[\pi / 2,2 \pi]$.

## 4 Uncoupled integral boundary conditions case

In this section we consider the following system:

$$
\left\{\begin{array}{l}
\mathrm{RL}^{2} D^{q_{1}}\left({ }_{\mathrm{RL}} D^{p_{1}}+\lambda_{1}\right) x(t)=f(t, x(t), y(t)), \quad a \leq t \leq T,  \tag{4.1}\\
{ }_{\mathrm{H}} D^{q_{2}}\left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)=g(t, x(t), y(t)), \quad a \leq t \leq T, \\
x(a)=0, \quad \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{\rho_{i}} x\left(\eta_{i}\right), \\
y(a)=0, \quad \sigma_{2} y\left(\tau_{2}\right)=\sum_{j=1}^{n} \beta_{j \mathrm{H}} I^{\gamma_{j}} y\left(\xi_{j}\right) .
\end{array}\right.
$$

Definition 4.1 $\mathrm{A}(x, y) \in X \times X$ is said to be a solution of the system (4.1) if $(x, y)$ satisfies the system ${ }_{\mathrm{RL}} D^{q_{1}}\left({ }_{\mathrm{RL}} D^{p_{1}}+\lambda_{1}\right) x(t)=f(t, x(t), y(t)),{ }_{\mathrm{H}} D^{q_{2}}\left({ }_{\mathrm{H}} D^{p_{2}}+\lambda_{2}\right) y(t)=g(t, x(t), y(t))$, on $[a, T]$, and the conditions $x(a)=0, \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{\rho_{i}} x\left(\eta_{i}\right), y(a)=0, \sigma_{2} y\left(\tau_{2}\right)=$ $\sum_{j=1}^{n} \beta_{j \mathrm{H}} I^{\gamma_{j}} y\left(\xi_{j}\right)$.

Lemma 4.1 (Auxiliary lemma) For $h \in C([a, T], \mathbb{R})$, the problem

$$
\left\{\begin{array}{l}
{ }_{\mathrm{RL}} D^{q_{1}}\left(\mathrm{RL}^{\mathrm{RL}^{p_{1}}}+\lambda_{1}\right) x(t)=h(t), \quad 0<q_{1}, p_{1} \leq 1,1<q_{1}+p_{1} \leq 2,  \tag{4.2}\\
x(a)=0, \quad \sigma_{1} x\left(\tau_{1}\right)=\sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{\rho_{i}} x\left(\eta_{i}\right), \quad t \in[a, T]
\end{array}\right.
$$

has a solution if and only if the equation

$$
\begin{align*}
x(t)= & \mathrm{RL} I^{q_{1}+p_{1}} h(t)-\lambda_{1 \mathrm{RL}} I^{p_{1}} x(t)-\frac{(t-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{\Psi_{1} \Gamma\left(q_{1}+p_{1}\right)}\left(\sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{q_{1}+p_{1}+\rho_{i}} h\left(\eta_{i}\right)\right. \\
& \left.-\lambda_{1} \sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{p_{1}+\rho_{i}} x\left(\eta_{i}\right)+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} h\left(\tau_{1}\right)\right) \tag{4.3}
\end{align*}
$$

has a solution, where

$$
\begin{equation*}
\Psi_{1}:=\sum_{i=1}^{m} \frac{\alpha_{i}\left(\eta_{i}-a\right)^{q_{1}+p_{1}+\rho_{i}-1} \Gamma\left(q_{1}\right)}{\Gamma\left(q_{1}+p_{1}+\rho_{i}\right)}-\frac{\sigma_{1} \Gamma\left(q_{1}\right)\left(\tau_{1}-a\right)^{q_{1}+p_{1}-1}}{\Gamma\left(q_{1}+p_{1}\right)} \neq 0 . \tag{4.4}
\end{equation*}
$$

### 4.1 Existence results for uncoupled case

In view of Lemma 4.1, we define an operator $\mathcal{K}: X \times X \rightarrow X \times X$ by

$$
\mathcal{K}(x, y)(t)=\binom{\mathcal{K}_{1}(x, y)(t)}{\mathcal{K}_{2}(x, y)(t)},
$$

where

$$
\begin{aligned}
\mathcal{K}_{1}(x, y)(t)= & { }_{\mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))(t)-\lambda_{1 \mathrm{RL}} I^{p_{1}} x(t)-\frac{(t-a)^{q_{1}+p_{1}-1} \Gamma\left(q_{1}\right)}{\Psi_{1} \Gamma\left(q_{1}+p_{1}\right)} \\
& \times\left(\sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{q_{1}+p_{1}+\rho_{i}} f(s, x(s), y(s))\left(\eta_{i}\right)-\lambda_{1} \sum_{i=1}^{m} \alpha_{i \mathrm{RL}} I^{p_{1}+\rho_{i}} x\left(\eta_{i}\right)\right. \\
& \left.+\lambda_{1} \sigma_{1 \mathrm{RL}} I^{p_{1}} x\left(\tau_{1}\right)-\sigma_{1 \mathrm{RL}} I^{q_{1}+p_{1}} f(s, x(s), y(s))\left(\tau_{1}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{K}_{2}(x, y)(t)= & { }_{\mathrm{H}} I^{q_{2}+p_{2}} g(s, x(s), y(s))(t)-\lambda_{2 \mathrm{H}} I^{p_{2}} y(t)-\frac{\left(\log \frac{t}{a}\right)^{q_{2}+p_{2}-1} \Gamma\left(q_{2}\right)}{\Psi_{2} \Gamma\left(q_{2}+p_{2}\right)} \\
& \times\left(\sum_{j=1}^{n} \beta_{j \mathrm{H}} I^{q_{2}+p_{2}+\gamma_{j}} g(s, x(s), y(s))\left(\xi_{j}\right)-\lambda_{2} \sum_{j=1}^{n} \beta_{j \mathrm{H}} I^{p_{2}+\gamma_{j}} y\left(\xi_{j}\right)\right. \\
& \left.+\lambda_{2} \sigma_{2 \mathrm{H}} I^{p_{2}} y\left(\tau_{2}\right)-\sigma_{2 \mathrm{H}} I^{q_{2}+p_{2}} g(s, x(s), y(s))\left(\tau_{2}\right)\right)
\end{aligned}
$$

where

$$
\begin{equation*}
\Psi_{2}:=\sum_{j=1}^{n} \frac{\beta_{j}\left(\log \frac{\xi_{j}}{a}\right)^{q_{2}+p_{2}+\gamma_{j}-1} \Gamma\left(q_{2}\right)}{\Gamma\left(q_{2}+p_{2}+\gamma_{j}\right)}-\frac{\sigma_{2} \Gamma\left(q_{2}\right)\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}-1}}{\Gamma\left(q_{2}+p_{2}\right)} \neq 0 . \tag{4.5}
\end{equation*}
$$

For the sake of convenience, we set

$$
\begin{array}{ll}
A_{15}=\sum_{i=1}^{m} \frac{\left|\alpha_{i}\right|\left(\eta_{i}-a\right)^{p_{1}+\rho_{i}}}{\Gamma\left(p_{1}+\rho_{i}+1\right)}, & A_{16}=\sum_{i=1}^{m} \frac{\left|\alpha_{i}\right|\left(\eta_{i}-a\right)^{q_{1}+p_{1}+\rho_{i}}}{\Gamma\left(q_{1}+p_{1}+\rho_{i}+1\right)}, \\
A_{17}=\sum_{j=1}^{n} \frac{\left|\beta_{j}\right|\left(\log \frac{\xi_{j}}{a}\right)^{p_{2}+\gamma_{j}}}{\Gamma\left(p_{2}+\gamma_{j}+1\right)}, & A_{18}=\sum_{j=1}^{n} \frac{\left|\beta_{j}\right|\left(\log \frac{\xi_{j}}{a}\right)^{q_{2}+p_{2}+\gamma_{j}}}{\Gamma\left(q_{2}+p_{2}+\gamma_{j}+1\right)}
\end{array}
$$

and

$$
\begin{array}{ll}
M_{9}=\frac{A_{1}}{\left|\Psi_{1}\right|}\left(\left|\sigma_{1}\right| A_{6}+A_{16}\right)+A_{4}, & M_{10}=\frac{\left|\lambda_{1}\right| A_{1}}{\left|\Psi_{1}\right|}\left(\left|\sigma_{1}\right| A_{5}+A_{15}\right)+\left|\lambda_{1}\right| A_{3} \\
M_{11}=\frac{A_{2}}{\left|\Psi_{2}\right|}\left(\left|\sigma_{2}\right| A_{10}+A_{18}\right)+A_{8}, & M_{12}=\frac{\left|\lambda_{2}\right| A_{2}}{\left|\Psi_{2}\right|}\left(\left|\sigma_{2}\right| A_{9}+A_{17}\right)+\left|\lambda_{2}\right| A_{7}
\end{array}
$$

Now we state the existence and uniqueness result for the problem (4.1). We do not provide the proof of this result because it is similar to that of Theorem 3.1.

Theorem 4.1 Assume that $f, g:[0, T] \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are continuous functions and there exist constants $\bar{m}_{i}, \bar{n}_{i}, i=1,2$ such that for all $t \in[a, T]$ and $x_{i}, y_{i} \in \mathbb{R}, i=1,2$,

$$
\left|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right| \leq \bar{m}_{1}\left|x_{1}-x_{2}\right|+\bar{m}_{2}\left|y_{1}-y_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, y_{1}\right)-g\left(t, x_{2}, y_{2}\right)\right| \leq \bar{n}_{1}\left|x_{1}-x_{2}\right|+\bar{n}_{2}\left|y_{1}-y_{2}\right| .
$$

Assume, in addition

$$
\delta_{1}+\delta_{2}<1,
$$

where

$$
\begin{aligned}
& \delta_{1}=\bar{m}_{1} M_{9}+\bar{m}_{2} M_{9}+M_{10}, \\
& \delta_{2}=\bar{n}_{1} M_{11}+\bar{n}_{2} M_{11}+M_{12} .
\end{aligned}
$$

Then the boundary value problem (4.1) has a unique solution.

Example 4.1 Consider the system of Langevin equations via the Riemann-Liouville and Hadamard fractional derivatives and fractional integral conditions:

$$
\left\{\begin{array}{l}
\mathrm{RL}^{1 / 2}\left({ }_{\mathrm{RL}} D^{4 / 7}-\frac{1}{36}\right) x(t)=\frac{|x|}{5(t+1)^{2}}\left(\frac{|x|}{|x|+3}+1\right)+\frac{\sin y(t)}{4(t+3)^{2}}-2,  \tag{4.6}\\
{ }_{\mathrm{H}} D^{7 / 9}\left({ }_{\mathrm{H}} D^{1 / 3}+\frac{1}{25}\right) y(t)=\frac{|x| \sin 2(\pi t)}{(5+t)^{2}}+\frac{|y| \sin ^{2}(3 \pi t)}{8(2+t)^{2}}\left(\frac{|y|}{|y| \mid+3}+1\right)+\frac{1}{3}, \\
x\left(\frac{1}{10}\right)=0, \quad \frac{1}{5} x\left(\frac{1}{4}\right)=\frac{1}{2} \mathrm{RL} I^{1 / 4} x\left(\frac{1}{5}\right)-\frac{\sqrt{2}}{3} \mathrm{RL}^{1 / 2} y\left(\frac{1}{6}\right), \\
y\left(\frac{1}{10}\right)=0, \quad \frac{1}{3} y\left(\frac{1}{3}\right)=\frac{\sqrt{3}}{6}{ }_{\mathrm{H}} I^{\sqrt{2} / 5} y\left(\frac{1}{8}\right)-\frac{1}{3} \mathrm{H} I^{3 / 5} y\left(\frac{1}{9}\right), \quad \frac{1}{10} \leq t \leq \frac{1}{2} .
\end{array}\right.
$$

Here $q_{1}=1 / 2, q_{2}=7 / 9, p_{1}=4 / 7, p_{2}=1 / 3, \lambda_{1}=-1 / 36, \lambda_{2}=1 / 25, n=2, m=2, a=1 / 10$, $T=1 / 2, \sigma_{1}=1 / 5, \sigma_{2}=1 / 3, \tau_{1}=1 / 4, \tau_{2}=1 / 3, \eta_{1}=1 / 5, \eta_{2}=1 / 6, \xi_{1}=1 / 8, \xi_{2}=1 / 9, \alpha_{1}=1 / 2$, $\alpha_{2}=-\sqrt{2} / 3, \beta_{1}=\sqrt{3} / 6, \beta_{2}=-1 / 3, \rho_{1}=1 / 4, \rho_{2}=1 / 2, \gamma_{1}=\sqrt{2} / 5, \gamma_{2}=3 / 5$, and $f(t, x, y)=$ $\left(|x| / 5(t+1)^{2}\right)(|x| /(|x|+3)+1)+\left((\sin y(t)) / 4(t+3)^{2}\right)-2$ and $g(t, x, y)=\left(|x| \sin ^{2}(\pi t)\right) /((5+$ $\left.t)^{2}\right)+\left(|y| \sin ^{2}(3 \pi t)\right) /\left(8(2+t)^{2}\right)(|y| /(|y|+3)+1)+(1 / 3)$. We have

$$
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, y_{1}, y_{2}\right)\right| \leq \frac{16}{135}\left|x_{1}-x_{2}\right|+\frac{1}{49}\left|y_{1}-y_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, x_{2}\right)-g\left(t, y_{1}, y_{2}\right)\right| \leq \frac{4}{121}\left|x_{1}-x_{2}\right|+\frac{2}{75}\left|y_{1}-y_{2}\right| .
$$

Then the assumptions of Theorem 3.1 are satisfied with $\bar{m}_{1}=16 / 135, \bar{m}_{2}=1 / 49, \bar{n}_{1}=4 / 121$, and $\bar{n}_{2}=2 / 75$. By using the Maple program, we can find that

$$
\Psi_{1}=\sum_{i=1}^{m} \frac{\alpha_{i} \Gamma\left(q_{1}\right)\left(\eta_{i}-a\right)^{q_{1}+p_{1}+\rho_{i}-1}}{\Gamma\left(q_{1}+p_{1}+\rho_{i}\right)}-\frac{\sigma_{1} \Gamma\left(q_{1}\right)\left(\tau_{1}-a\right)^{q_{1}+p_{1}-1}}{\Gamma\left(q_{1}+p_{1}\right)} \simeq-0.0482501053 \neq 0
$$

and $M_{9} \simeq 2.160475289, M_{10} \simeq 0.1985361506, M_{11} \simeq 3.472362774, M_{12} \simeq 0.1522555714$ with

$$
\begin{aligned}
& \delta_{1}=\bar{m}_{1} M_{9}+\bar{m}_{2} M_{9}+M_{10} \simeq 0.4586442394, \\
& \delta_{2}=\bar{n}_{1} M_{11}+\bar{n}_{2} M_{11}+M_{12} \simeq 0.3596407640 .
\end{aligned}
$$

Therefore, we get

$$
\delta_{1}+\delta_{2} \simeq 0.8182850034<1 .
$$

Hence, by Theorem 4.1, the problem (4.6) has a unique solution on [1/10,1/2].

The second result, dealing with the existence of solutions for the problem (4.1), is analogous to Theorem 3.2 and is given below.

Theorem 4.2 Assume that there exist real constants $u_{i}, v_{i} \geq 0(i=1,2)$ and $u_{0}>0, v_{0}>0$ such that $\forall x_{i} \in \mathbb{R}(i=1,2)$ we have

$$
\begin{aligned}
& \left|f\left(t, x_{1}, x_{2}\right)\right| \leq u_{0}+u_{1}\left|x_{1}\right|+u_{2}\left|x_{2}\right|, \\
& \left|g\left(t, x_{1}, x_{2}\right)\right| \leq v_{0}+v_{1}\left|x_{1}\right|+v_{2}\left|x_{2}\right| .
\end{aligned}
$$

In addition it is assumed that

$$
l_{1}<1 \text { and } l_{2}<1,
$$

where

$$
l_{1}=u_{1} M_{9}+v_{1} M_{11}+M_{10} \quad \text { and } \quad l_{2}=u_{2} M_{9}+v_{2} M_{11}+M_{12}
$$

Then the boundary value problem (4.1) has at least one solution.

Proof Setting

$$
l_{0}=\min \left\{1-l_{1}, 1-l_{2}\right\}
$$

the proof is similar to that of Theorem 3.2. So we omit it.

Example 4.2 Consider the system of Langevin equations via the Riemann-Liouville and Hadamard fractional derivatives and fractional integral conditions:

$$
\left\{\begin{array}{l}
{ }_{\mathrm{RL}} D^{4 / 11}\left({ }_{\mathrm{RL}} D^{9 / 11}+\frac{1}{13}\right) x(t)=\frac{1}{2}+\frac{|x| \sin (\pi t)}{(1+t)^{2}}+\frac{|y|}{20(1+t)^{2}}\left(\frac{|y|}{|y|+4}+1\right),  \tag{4.7}\\
{ }_{\mathrm{H}} D^{5 / 8}\left({ }_{\mathrm{H}} D^{7 / 8}+\frac{1}{15}\right) y(t)=\frac{1}{3}+\frac{|x|}{(4+t)^{2}} \cdot\left(\frac{|x|}{|x|+5}+1\right)+\frac{\cos ^{2} y(t)}{9(2+t)^{2}} \\
x\left(\frac{\sqrt{2}}{10}\right)=0, \quad \frac{1}{\sqrt{5}} x\left(\frac{\sqrt{2}}{2}\right)=\frac{1}{5} \mathrm{RL} I^{\sqrt{3} / 2} x\left(\frac{\sqrt{2}}{9}\right)-\frac{1}{7} \mathrm{RL} I^{7 / 11} y\left(\frac{\sqrt{2}}{5}\right), \\
y\left(\frac{\sqrt{2}}{10}\right)=0, \quad \frac{1}{\sqrt{7}} y\left(\frac{\sqrt{2}}{3}\right)=\frac{2}{9} \mathrm{H}^{4 / 9} y\left(\frac{\sqrt{2}}{4}\right)-\frac{1}{6} \mathrm{H}^{1 / 9} I^{1 / 9}\left(\frac{\sqrt{2}}{7}\right), \quad \frac{\sqrt{2}}{10} \leq t \leq \sqrt{2} .
\end{array}\right.
$$

Here $q_{1}=4 / 11, q_{2}=5 / 8, p_{1}=9 / 11, p_{2}=7 / 8, \lambda_{1}=1 / 13, \lambda_{2}=1 / 15, n=2, m=2, a=\sqrt{2} / 10$, $T=\sqrt{2}, \sigma_{1}=1 / \sqrt{5}, \sigma_{2}=1 / \sqrt{7}, \tau_{1}=\sqrt{2} / 2, \tau_{2}=\sqrt{2} / 3, \eta_{1}=\sqrt{2} / 9, \eta_{2}=\sqrt{2} / 5, \xi_{1}=\sqrt{2} / 4$, $\xi_{2}=\sqrt{2} / 7, \alpha_{1}=1 / 5, \alpha_{2}=-1 / 7, \beta_{1}=2 / 9, \beta_{2}=-1 / 6, \rho_{1}=\sqrt{3} / 2, \rho_{2}=7 / 11, \gamma_{1}=4 / 9, \gamma_{2}=1 / 9$, and $(1 / 2)+(|x| \sin (\pi t)) /\left((1+t)^{2}\right)+\left(|y| /\left(20(1+t)^{2}\right)\right)(|y| /(|y|+4)+1)$ and $(1 / 3)+(|x| /((4+$ $\left.\left.t)^{2}\right)\right)(|x| /(|x|+5)+1)+\left(\cos ^{2} y(t)\right) /\left(9(2+t)^{2}\right)$. We have

$$
\left|f\left(t, x_{1}, x_{2}\right)\right| \leq \frac{1}{2}+\frac{100}{(30+\sqrt{2})^{2}}\left|x_{1}\right|+\frac{25}{(10+\sqrt{2})^{2}}\left|x_{2}\right|
$$

and

$$
\left|g\left(t, x_{1}, x_{2}\right)\right| \leq \frac{1}{3}+\frac{120}{(40+\sqrt{2})^{2}}\left|x_{1}\right|+\frac{100}{9(20+\sqrt{2})^{2}}\left|x_{2}\right| .
$$

By using the Maple program, we can find that

$$
\Psi_{2}=\sum_{j=1}^{n} \frac{\beta_{j} \Gamma\left(q_{2}\right)\left(\log \frac{\xi_{j}}{a}\right)^{q_{2}+p_{2}+\gamma_{j}-1}}{\Gamma\left(q_{2}+p_{2}+\gamma_{j}\right)}-\frac{\sigma_{2} \Gamma\left(q_{2}\right)\left(\log \frac{\tau_{2}}{a}\right)^{q_{2}+p_{2}-1}}{\Gamma\left(q_{2}+p_{2}\right)} \simeq-0.5134156525 \neq 0 .
$$

Then the assumptions of Theorem 3.2 are satisfied with $u_{0}=1 / 2, u_{1}=100 /(30+\sqrt{2})^{2}, u_{2}=$ $25 /(10+\sqrt{2})^{2}, v_{0}=1 / 3, v_{1}=120 /(40+\sqrt{2})^{2}, v_{2}=100 /\left(9(20+\sqrt{2})^{2}\right), M_{9} \simeq 1.733533545$, $M_{10} \simeq 0.1574090650, M_{11} \simeq 5.002175405, M_{12} \simeq 0.3666346318$, and

$$
\begin{aligned}
& l_{1}=u_{1} M_{9}+v_{1} M_{11}+M_{10} \simeq 0.6830503591<1, \\
& l_{2}=u_{2} M_{9}+v_{2} M_{11}+M_{12} \simeq 0.8204817323<1
\end{aligned}
$$

and

$$
l_{0}=\max \left\{1-l_{1}, 1-l_{2}\right\}=\max \{0.1795182677,0.3169496409\}=0.1795182677 .
$$

Thus all the conditions of Theorem 4.2 hold true and consequently by the conclusion of Theorem 4.2, the problem (4.7) has at least one solution on $[\sqrt{2} / 10, \sqrt{2}]$.
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