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Abstract

Background: Like many new fields, implementation science has become vulnerable to instrumentation issues that
potentially threaten the strength of the developing knowledge base. For instance, many implementation studies
report findings based on instruments that do not have established psychometric properties. This article aims to
review six pressing instrumentation issues, discuss the impact of these issues on the field, and provide practical
recommendations.

Discussion: This debate centers on the impact of the following instrumentation issues: use of frameworks, theories,
and models; role of psychometric properties; use of ‘home-grown’ and adapted instruments; choosing the most
appropriate evaluation method and approach; practicality; and need for decision-making tools. Practical
recommendations include: use of consensus definitions for key implementation constructs; reporting standards
(e.g., regarding psychometrics, instrument adaptation); when to use multiple forms of observation and mixed
methods; and accessing instrument repositories and decision aid tools.

Summary: This debate provides an overview of six key instrumentation issues and offers several courses of action
to limit the impact of these issues on the field. With careful attention to these issues, the field of implementation
science can potentially move forward at the rapid pace that is respectfully demanded by community
stakeholders.
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Background
For centuries it has been said that, ‘science is measure-
ment’ [1], which raises the question: Is measurement ne-
cessarily scientific? In the case of new fields such as
implementation science, the answer is often ‘no’ [2]. A
number of instrumentation issues could threaten the
strength of implementation science’s developing know-
ledge base. A paradox has emerged whereby researchers
appear to be investigating implementation initiatives
with instruments that may not be psychometrically
sound. However, in order to draw conclusions from data
and confidently generalize findings, instruments must
consistently measure what they are purported to meas-
ure—a test only strong psychometrics can affirm [3,4]. It
is possible that the demand for the implementation of
evidence-based practices (EBPs) may outpace the science
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if instrumentation issues are not addressed in a principled
manner [2,5]. One consequence of these instrumentation
issues is that implementation strategy effectiveness cannot
yet be easily understood [6]. Without careful attention to
these issues, implementation science faces the risk of con-
structing ‘a magnificent house without bothering to build
a solid foundation’ [7,8].
The purpose of this debate is to discuss the following

six critical instrumentation issues and to provide recom-
mendations for limiting their impact on implementation
science: use of frameworks, theories, and models; role of
instrument psychometric properties; use of ‘home-
grown’ and adapted instruments; choosing the most ap-
propriate evaluation method and approach; practicality;
and need for decision-making tools. Practical and meth-
odological recommendations are provided. Interested
readers may refer to Additional file 1 to learn behavioral
health-focused implementation researcher perspectives
on these issues.
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Discussion
Instrumentation issue #1: use of frameworks, theories,
and models
Issue
The growing number of models and diversity of con-
struct definitions may promote similar measurement of
disparate constructs or unique measurement of syn-
onymous constructs, making it difficult to report find-
ings in a common language [5,9-11] and/or compare
findings across studies [6,12].

Overview
Implementation research is best conducted when guided
by theory [10,12]. Theory and measurement are recipro-
cally related. Theory defines the content of a construct
and describes the relation among constructs. Measure-
ment of constructs can then help to revise and refine
theory development. Tabak and colleagues identified
over 60 relevant models that characterize the dissemin-
ation and implementation process [12]. The panoply of
models reflects a growing evidence base [13] and re-
quires careful operationalization of constructs. Each
model has a unique structure and varying foci, incorpo-
rates variable constructs, and delineates distinct con-
struct definitions [5,14]. Although many implementation
science models demonstrate considerable overlap, very
few articles aid researchers in demystifying the literature
landscape [12]. The Consolidated Framework for Imple-
mentation Research (CFIR) is a meta-theoretical frame-
work generated to address the lack of uniformity in the
implementation science theory landscape, minimize
overlap and redundancies, separates ideas that had been
formerly seen as inextricable, and create a uniform lan-
guage for domains and constructs [15]. However, neither
the CFIR nor other existing resources explicitly state
how construct definitions diverge between frameworks,
models, and theories. This may lead to confusion when
determining which model and which instruments to use.
This issue is also highlighted because the use of diver-

gent models can directly impact measurement. Two
likely consequences are: models define different con-
structs the same way (i.e., different terms, same content;
synonymy), which yields the same items for measuring
‘different things,’ or models define the same construct in
different ways (i.e., same term, different content; hom-
onymy), which gives rise to the use of different items for
measuring the ‘same thing.’ These problems reflect lin-
guistic ambiguity, conceptual ambiguity, or both.
Without a consensus language or careful construct

operationalization, the instrument’s construct validity
and cross-study comparisons of results may be com-
promised [3,9,16]. For example, the construct of appro-
priateness is used synonymously with perceived fit,
relevance, compatibility, suitability, usefulness, and
practicability [17]. These constructs may be conceptu-
alized as the ‘same’ across research teams. However,
results from Chaudoir et al.’s recent systematic review
of implementation instruments at the item level indi-
cate that unique items (i.e., different content) are used
to measure these different constructs [18]. Therefore,
these constructs may actually represent nuanced, unique
factors.
Recommendations
To build the implementation science knowledge base,
identification of key constructs associated with succinct,
theoretically informed definitions is critical. Researchers
are encouraged to embed investigations in a theoretical
framework that will allow a test of predictors, modera-
tors, and mediators of the implementation process and
outcomes. Despite the rapid growth of implementation
science, it remains unclear which factors are critical for
successful implementation, in part because of inadequate
and inconsistent use of theory, terminology, and meas-
urement. Tabak et al.’s [12] review has importantly posi-
tioned researchers to critically engage theory and
determine which implementation strategies work when,
for whom, and under what conditions.
Consensus terms and definitions may eliminate redun-

dancies in instrument development (issue #6) and build
cumulative knowledge [11]. The CFIR wiki (i.e., ‘a site
that can be modified or contributed to by users’ [19]) is
a coordinated effort that encourages researchers (‘users’)
to establish and refine implementation-specific terms
and definitions, including specific examples of how con-
structs are operationalized in the extant literature [20].
The CFIR Wiki presents numerous advantages, as it al-
lows for ongoing communication among researchers,
which is critical to the field’s rapid development. Clear
definitions, such as those available on the CFIR Wiki,
may facilitate researchers’ selection of appropriate in-
struments for constructs under investigation.
Although the CFIR is relatively comprehensive, the

framework does not include implementation outcomes.
Moreover, the CFIR is not a theory (i.e., it does not
hypothesize interrelations among constructs). For a
comprehensive theory of implementation, readers may
wish to consider the general theory of implementation
proposed by May [21]. Although there may be benefit to
endorsing a single conceptual model for use in imple-
mentation science, there are also inherent disadvantages
to settling on a unifying theory early in a field’s develop-
ment (e.g., limits discovery, overlooks understudied con-
structs). At a minimum, researchers are encouraged to
include construct definitions to promote transparency of
their work and generalizability of their findings.
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Instrumentation issue #2: need to establish instrument
psychometric properties
Issue
Unless instruments’ psychometric properties are evalu-
ated, confidence cannot be placed in study findings and/
or interpretations.

Overview
Psychometric validation of instruments is arguably among
one of the most important aspects of developing a strong
empirical foundation for any field [3,22]. Despite this, psy-
chometrics are frequently absent from implementation sci-
ence articles [3,23]. Chaudoir et al.’s review revealed that
only 48.4% of the identified instruments reported on the
criterion-related validity of the instruments; their review
did not assess whether instruments had established reliabil-
ity or construct validity [18]. Chor et al.’s review of mea-
sures purported to predict adoption revealed that only
52.5% exhibited any established psychometrics [24]. There
are several probable reasons for this de-emphasis on psy-
chometrics, including the field’s nascent state and the chal-
lenging nature of the ‘real world’ setting placing demands
on researchers. Although practicality of instrumentation is
inherently important in implementation science where
studies are conducted in the field (issue #5), we argue that
these factors should not take priority if it leads to com-
promising psychometrics. Simply put, the quality of the
study depends on the quality of the instrumentation.

Recommendations for reliability reporting
Reliability can be defined broadly as the consistency of
scores obtained from an administered instrument [25].
Reliability assessment is most often focused on measures
of internal consistency [26], which demonstrates the ex-
tent to which items that propose to measure the same
general construct produce similar scores in a particular
sample. However, internal consistency is not always the
most appropriate or important measure of reliability.
Test-retest reliability is critical to evaluate when a con-
struct is not expected to change over time, whereas
inter-rater reliability is relevant for instruments by which
multiple observers rate a target behavior. Researchers
should report on the most appropriate assessment of an
instrument’s reliability.

Recommendations for validity reporting
Although there are many kinds of validity (e.g., construct,
content, concurrent, divergent, criterion-referenced), val-
idity can loosely be defined as an instrument’s ability to
obtain responses representative of the constructs that the
developers intended it to measure [3,4,25]. Validity assess-
ment determines how appropriate and useful an instru-
ment is for use in a given setting or interpretation [4].
Validity assessment is touted as ‘the most important con-
sideration in test evaluation’ [4].
The first step to establishing construct validity is care-

fully defining the construct. Researchers might then engage
experts in the initial identification of instrument items, as-
sess face validity with the target population, and pilot the
instrument with a sample large enough for assessing valid-
ity statistically (e.g., through a factor analysis). Whenever
possible, structural validity should be assessed and reported
to determine whether the assumption of unidimensionality
is met or whether multifactorial latent constructs underlie
the data. For additional details on how to maximize validity
from the beginning stages of instrument development,
readers are referred to published resources [4,27-29].
Finally, criterion-related validity is especially important

to report in implementation science given the reciprocal
relation between instrument validity and theoretical
frameworks. Theoretical frameworks specify hypothe-
sized relations among constructs, and information on
concurrent and predictive validity can be used to evalu-
ate and inform theorized relations to refine the theories
that guide implementation science [2]. Unfortunately,
there remains a dearth of literature delineating the pre-
dictive validity of instruments [18]. Building in oppor-
tunities to evaluate the impact of factors on the success
of an implementation is perhaps one of the most critical
understudied areas in implementation science.

General reporting standards
Reliability and validity are viewed as the most basic and ne-
cessary psychometric properties that allow for accurate
interpretation of data [3,4,29]. Implementation studies
employing instruments without establishing these two
forms of psychometrics should alert readers to interpret
findings with caution. We are not discouraging the use of
instruments that do not have robust psychometrics; indeed,
this is a necessary step toward establishing an instrument’s
psychometric quality for a given use. A bottom-up process,
referred to as epistemic iteration or knowledge acquisition,
is important [30]. Through repeated measurement, wherein
researchers utilize developing instruments and report psy-
chometric properties obtained from different samples in
different settings, the field can discontinue use of unreliable,
invalid instruments and confidently administer psychomet-
rically sound instruments. Finally, journals that publish em-
pirical implementation science articles may wish to follow
the lead of psychology, which has established reporting
standards for instrument psychometric properties [25].

Instrumentation issue #3: use of ‘home-grown’ and
adapted instruments
Issue
Use of ‘home-grown’ and/or adapted instruments without
carefully attending to appropriate steps of instrument
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development or assessing and reporting psychometrics
may compromise the portability of implementation out-
comes to real-world settings [17].

Overview
The development of new instruments for implementation
science is essential, and when done properly allows for re-
liable and valid interpretations of data [27]. However, in
the fast-paced, high-demand field of implementation sci-
ence there are numerous constraints (e.g., time, lack of ex-
pertise) that force investigators to create ‘home-grown’
instruments, defined as instruments created quickly ‘in
house’ to assess a construct in a particular study sample,
but without engaging proper test development procedures
[17]. Home-grown instruments tend to be appropriate
only for one-time use, thereby limiting the capacity for
cross-study comparisons.
It can be resource-intensive and challenging to conduct

a thorough literature review for relevant, accessible, and
practical instruments. Given the interdisciplinary nature
of implementation science, the literature landscape is
broadly dispersed with relevant instruments emerging
from disciplines including sociology, engineering, psych-
ology, etc. [13]. This issue is exacerbated by the fact that,
until recently, there has been no systematic effort to iden-
tify or evaluate instruments to promote ease of access
(issue #6). Further still, systematic reviews demonstrate
that few instruments are available to assess structural- and
patient-level constructs [18]. An additional challenge that
researchers face is the lack of sharing of instruments in
developmental stages. Moreover, it appears that some of
the strongest instruments with demonstrated predictive
validity (e.g., the Organizational Social Context; [31]), are
proprietary.
Finally, although the dissemination of generic instru-

mentation would promote ease of use across studies and
cross-study comparisons of findings, dissemination of spe-
cific instrumentation may be necessary to accurately
predict implementation outcomes. Unfortunately, the lat-
ter (specific instrumentation) requires researchers working
in other areas to adapt instruments by shortening their
length or modifying wording. Ultimately, instrument
modification may continue to be necessary, but in many
instances authors do not report on how instruments are
adapted or how adaptations affect the instrument’s psy-
chometric properties [32].

Recommendations
To decrease resources allocated to the development of re-
dundant instruments and reduce the dissemination of in-
struments that are not validated for use in a particular
setting, we recommend the following. First, researchers
may wish to consider relevant models (e.g., [12,21]) to guide
the identification of salient constructs. Second, researchers
may consider accessing instrument repositories (e.g., SIRC
IRP; GEM; issue #6) or published reviews e.g., [18,24] to
identify available instruments or to determine whether in-
strument development is necessary. If a relevant instrument
is identified but needs modification, authors should report
exactly how the instrument was adapted (to promote repli-
cation and transparency), and report the effect of the adap-
tation on the instrument’s psychometrics properties. Should
relevant instruments not be available, the following steps
may serve to guide instrument development [27,33,34].

Step one: defining the construct
The first step of instrument construction should include
carefully defining what the construct is and is not, ideally
based on existing theory or available definitions.

Step two: initial item development
After the construct has been defined, relevant items need
to be generated. It is important to leverage the expertise of
colleagues when identifying the initial pool of items. Until
comparisons of generic and specific instruments reveal in-
cremental predictive validity, we argue for researchers to
focus on the development of generically worded items that
could be used beyond the study for which it is being
developed.

Step three: initial item administration
Items from the initial pool should be administered to a
small, representative sample of respondents to assess
face validity, identify missing items, and assess whether
the language is appropriate, potentially through a think-
aloud technique [35].

Step four: initial item analysis
Once a response set has been obtained, researchers should
remove irrelevant or difficult to understand items.

Step five: administration with a larger sample
A second administration is critical to assess the psycho-
metric properties of the instrument (issue #2). This sam-
ple could be the target sample, could occur in the
context of the study, and would be ideally powered to
assess reliability and validity of the instrument.

Step six: creating a report
It is essential that instrument developers create a report
detailing the methods by which the instrument was con-
structed, including information on: normative data
(i.e., data that characterizes what is usual in a defined
population at a specific time point) and evidence of val-
idity (e.g., construct, criterion, etc.; see issue #2) and re-
liability (e.g., α values for internal consistency, κ values
for inter-rater reliability, etc.; see issue #2). This infor-
mation will encourage appropriate subsequent use of the
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instrument [27] and will contribute to a cycle of meth-
odological rigor not consistently seen in implementation
science.

Instrumentation issue #4: choosing the most appropriate
evaluation method and approach
Issue
Use of one method (e.g., self-report) or one approach (e.g.,
qualitative, quantitative inquiry) may not be appropriate
for the study questions, can lead to method bias, and/or
limit the strength and contribution of research.

Overview
There are numerous methods (e.g., self-report, observation,
administrative data) by which investigators can assess out-
comes and other constructs in an implementation initiative.
Self-report allows researchers to learn participant percep-
tions (i.e., thoughts and feelings). Observation is a means
for collecting observable data. Administrative data can pro-
vide low-burden accounts of an organization’s functioning.
Three main evaluation approaches exist: qualitative, quanti-
tative, and mixed methods. Quantitative approaches are
typically used when theory exists and has led to the devel-
opment of an instrument (self-report) or method (adminis-
trative data) suitable for assessing the construct of interest
[36]. Qualitative research is often utilized to develop theory,
explore themes, and obtain rich information not captured
by the constrained response options of self-report [36].
Mixed methods serve multi-faceted functions (see below in
recommendations). In sum, each method or approach is
used to address different aims and so should be carefully
selected.
Self-report is perhaps the most commonly used method

for obtaining data in an implementation initiative. Use of
self-report makes good sense given that many salient con-
structs pertain to perceptions of individuals involved (e.g.,
barriers, facilitators). Moreover, the advantages of self-
report are numerous, namely that they appear to be rela-
tively pragmatic in the absence of existing observational
infrastructures [37], and self-report instruments have re-
vealed significant predictors of implementation outcomes
such as adoption and fidelity [18]. Unfortunately, the dis-
advantages of self-report methodology are often over-
looked. Self-report is prone to biases such as social
desirability, leniency bias, and even an individual’s mood
[37,38]. For instance, a meta-analysis suggests that while
self-report measures and implicit measures of attitudes
are related, factors such as social desirability, degree of
introspection from the individual, and spontaneity of re-
sponses to the instrument affect the degree of the relation
[39]. According to Greenwald et al. implicit attitude in-
struments, such as those utilized in social cognition re-
search (e.g., Harvard Implicit Association Test), appear to
capture a unique perspective (i.e., different from self-
report), and demonstrate strong predictive validity [40].
Thus, even when perceptions are the focus, self-report in-
struments may not be the optimal method. Finally, studies
have shown that for some key implementation outcomes,
such as fidelity to the innovation, self-report tends to pro-
vide an overestimate of actual use of the EBP when com-
pared with observation [41]. In sum, we argue for the
careful consideration of when to use self-report versus in-
dependent observation, administrative data, etc.
Similar to the need to carefully select the instrumenta-

tion method, implementation science researchers are
charged with the difficult task of selecting between quanti-
tative, qualitative, and mixed methods approaches. Be-
cause the field of implementation science is still relatively
new, the use of mixed-methods approaches (i.e., combin-
ation of both qualitative and quantitative) is encouraged
[36,42-44]. Utilizing mixed-methods can provide critical,
comprehensive insight into barriers and facilitators of the
implementation process [36]. Additionally, use of mixed-
methods eliminates shared method variance, a problem at-
tributable to the use of a single measurement approach
resulting in skewed results [38]. While mixed-methods
can be comprehensive, there are inherent weaknesses, par-
ticularly that analyzing qualitative data requires significant
time and resources.

Recommendations
When designing an implementation study, investigators
should carefully select a method and approach to data col-
lection that is driven by specific aims, extant literature,
quality of existing instruments, and the feasibility of
employing the ideal methods and approaches. Self-report
measures are appropriate when perceptions are the target,
but even so (as in the case of attitudes), observation may be
optimal. Certain implementation outcomes (e.g., adoption,
penetration, fidelity, sustainability; [17]) may require inde-
pendent observation for accurate assessment. Researchers
should consider their options for diversifying assessment
methods, including: multi-informant approaches [45], dir-
ect observation [46], as well as administrative [47] and
existing data such as those captured within the soon to be
ubiquitous electronic health records [48]. To aid in the de-
cision of whether and when to use mixed methods, Palinkas
et al. [36] provide a useful overview of the structure,
function, and process of mixed-methods and document five
reasons for their use based on a review of the implementa-
tion science literature: to understand the implementation
process; to engage in both exploratory and confirmatory
research; to examine both the content and context of the
implementation; to assess consumer perspectives; and, to
offset or compensate for one particular method.
In sum, we argue that no evaluation method or ap-

proach is inherently better or worse; rather, researchers
should be intentional when deciding how to proceed
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based on their research questions and the extant litera-
ture. For instance, if researchers wish to report on the
effectiveness of an intervention they may choose quanti-
tative evaluation strategies that allow for sophisticated
statistical analyses. Researchers that intend to perform
exploratory research on the barriers to implementing an
EBP in a novel setting may utilize qualitative inquiry to
gather detail-rich data. Researchers that plan to investigate
observable outcomes as well as understand a nuanced as-
pect of their implementation process may choose to utilize
mixed-methods. Although multiple (self-report and obser-
vation) and mixed-methods (quantitative and qualitative)
may present additional challenges to the evaluation
process (e.g., cost, personnel resources, time), careful de-
sign may ultimately provide critical insights into the im-
plementation process and remove the disadvantages
presented by a single evaluation approach.

Instrumentation issue #5: practicality
Issue
Given that implementation science takes place in real
world settings, identifying practical or pragmatic [49]
instruments is critical.

Overview
Both researchers and stakeholders require practical (e.g.,
accessible) or pragmatic (e.g., actionable) instruments
[49]. Unfortunately, practical or pragmatic qualities may
not be a top priority in the initial stages of ‘proper’ in-
strument development [27]. This means that implemen-
tation researchers have to carefully construct the
instrument battery prioritizing only those constructs and
items considered to be critical to evaluate the impact of
the implementation. This process often results in a di-
lemma wherein researchers must choose between instru-
ments that are practical versus those with validated
psychometrics.

Recommendations
Given the need for ongoing instrument development in
implementation science, instrument developers might wish
to consider the following four categories of practicality.

Cost
It is sometimes the case that developers create proprietary
instruments. While it is understood and appreciated that a
great deal of work goes into the creation and psychomet-
ric validation of these instruments, it may be important
for instrument developers to avoid commercialization to
move implementation science forward.

Accessibility
Although researchers creating ‘home-grown’ instruments
(issue #4) might not have had an adequate sample size to
establish the instrument’s psychometric properties
(issue #2), researchers might still share their instrument
in an existing repository (issue #6) or in the publication
summarizing their work to enable others to contribute
to the evidence base.

Length
Developers should be conscious of the instrument length
to promote use in resource-demanding settings. Several
validated instruments tapping pertinent implementation
science constructs include hundreds of items (per con-
struct). Thus, even though it is desirable to assess more
than one construct in an implementation evaluation, it
is typically impractical for researchers or stakeholders to
administer such time-consuming instruments. An add-
itional advantage to creating shorter instruments is that
of minimizing respondent errors due to ‘fatigue and
carelessness’ [38].

Language
The use of common or easy-to-understand language is
key to instrument practicality. Complex language or am-
biguity of items can cause respondent error, potentially
leading to skewed results [38]. Developers should follow
guidelines set forth by Walsh and Betz [27], including
piloting instruments with a representative group.
Finally, Glasgow and Riley recently put forth criteria

for ‘pragmatic’ behavioral health measures [49]. Specif-
ically, Glasgow and Riley [49] state that instruments
(measures) should be important to stakeholders, low
burden, actionable, and sensitive to change. We argue
that these pragmatic qualities may also be important
for implementation-specific instruments. Stakeholders
may wish to use implementation instruments to prospect-
ively assess organizational needs and contexts (to select
implementation strategies), monitor implementation strat-
egy impacts, and refine implementation processes to
optimize outcomes. Attending to these qualities through-
out the development and testing process could increase
the utility of instruments to advance the science and prac-
tice of implementation.

Instrumentation issue #6: need for decision-making tools
Issue
Despite the relatively young state of implementation sci-
ence, there are many instruments available, making the
need for decision tools and repositories a priority.

Overview
As a result of the issues discussed above, decision-
making tools are needed to elucidate the quality and
array of implementation science instruments available.
It is clear that the expansive interdisciplinary literature
landscape, though more easily navigable given recent
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systematic reviews [18,24], remains somewhat elusive
and overwhelming for researchers. To aid researchers
in building the foundation of implementation science
based on robust instrumentation, repositories equipped
with decision tools are critical.
Recommendations
Largely in response to the issues raised throughout this
debate, teams from the NIMH-funded SIRC IRP [50] and
the National Cancer Institute (NCI)-funded Grid-Enabled
Measures project (GEM) [51] have attempted to identify
and categorize implementation science instruments. These
teams endeavor to disseminate valid, reliable, and prag-
matic instruments.
The SIRC IRP, supported in kind by National Institutes of

Mental Health (NIMH), employs a multi-faceted, collabora-
tive rigorous methodology that attempts to compile,
organize, and empirically rate instruments tapping the CFIR
[15] and implementation outcomes constructs [17]. The
SIRC IRP will be available to SIRC membersa and aims to
assist researchers in identifying relevant, psychometrically
validated, and practical instruments. The SIRC IRP meth-
odology produces head-to-head graphical comparisons of
Table 1 Overview of instrumentation issues and recommenda
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Summary
A number of instrumentation issues have been raised
that potentially threaten the methodological rigor of a
promising field. This debate presented specific issues in
hopes of promoting careful consideration of how to limit
the effect of these issues on the field. Recommendations
included reporting standards, a succinct guide to instru-
ment development, and decision aids for researchers to en-
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issues and recommendations. Ultimately, through this art-
icle, implementation researchers might be more equipped
to think critically about instrument development and
administration, the factors influencing the quality of in-
strumentation, the limitations and strengths of different
instrumentation methods and evaluation approaches,
and which instruments possess adequate psychometric
properties. The fact remains that without psychomet-
rically validated instruments, investigators cannot be
confident that instruments measure the purported con-
structs consistently. It is hoped that the recommendations
provided will lead to improvements in implementation
science evaluation.
Endnote
aInterested readers can register for SIRC membership

at the following webpage: http://www.societyforimple-
mentationresearchcollaboration.org/.
Additional file

Additional file 1: This file contains a survey regarding
instrumentation issues that was distributed to the Society for
Implementation Research Collaboration (SIRC) Network of Expertise
and the Association of Behavioral and Cognitive Therapies
Dissemination and Implementation Science Special Interest Group
(ABCT DISSIG) listservs. Additionally, information on the creation of the
instrument, demographic information of the respondents, and a
summary of the results are provided [2,12,15,53-68].
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