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1 Introduction
After the pioneering work of Berryman [1] in 1992, the dynamic relationship between
predators and their preys has become one of the dominant themes in both ecology and
mathematical ecology due to its universal existence and importance. Dynamic nature (in-
cluding the local and global stability of the equilibrium, the persistence, permanence and
extinction of species, the existence of periodic solutions and positive almost periodic so-
lutions, bifurcation and chaos and so on) of predator-prey models has been investigated
in a number of notable studies [2—26]. In many applications, the nature of permanence
is of great interest. For example, Fan and Li [27] made a theoretical discussion on the
permanence of a delayed ratio-dependent predator-prey model with Holling-type func-
tional response. Chen [28] addressed the permanence of a discrete n-species delayed food-
chain system. Zhao and Jiang [29] focused on the permanence and extinction for a non-
autonomous Lotka-Volterra system. Chen [30] analyzed the permanence and global at-
tractivity of a Lotka-Volterra competition system with feedback control. Zhao and Teng et
al. [31] established the permanence criteria for delayed discrete non-autonomous-species
Kolmogorov systems. For more research on the permanence behavior of predator-prey
models, one can see [32—44].

In 2010, Lv et al. [45] investigated the existence and global attractivity of a periodic

solution to the following Lotka-Volterra predator-prey system:
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d’;ft) = x1()[r1(£) — an(@©)x1 (t — t11(2)) — a1z (O)x2 (¢ — 112(2))

—ai3()xs3(t - 113(2))],

dx;t(t) = %2 (t)[=r2(2) + an1 (E)x1 (¢ — T21(2)) — @22 ()2 (£ — T22(2))
— a3 ()xs(t — 123(2))],

dxjt(t) = x3(t)[-73(2) + az1 (E)x1 (¢ — T31(2)) — az2(£)x2(t — 732(2))
—az(t)x3(t — t33(2)],

(1.1)

where x;(¢) denotes the density of prey species at time £, x,(£) and x3(¢) stand for the den-
sity of predator species at time ¢, 7;,a; € C(R,[0,00)) and 7;(t) > 0 (i,j = 1,2,3). Using
Krasnoselskii’s fixed point theorem and constructing the Lyapunov function, Lv et al. ob-
tained a set of easily verifiable sufficient conditions which guarantee the permanence and
global attractivity of system (1.1).

Many authors have argued that discrete time models governed by difference equations
are more appropriate to describe the dynamics relationship among populations than con-
tinuous ones when the populations have non-overlapping generations. Moreover, discrete
time models can also provide efficient models of continuous ones for numerical simula-
tions [4, 16, 46]. Thus it is reasonable and interesting to investigate discrete time systems
governed by difference equations. The principal object of this article is to propose a dis-
crete analogue system (1.1) and explore its dynamics.

Following the ideas of [4, 11], we will discretize system (1.1). Assume that the average
growth rates in system (1.1) change at regular intervals of time, then we can obtain the

following modified system:

% = r1([t]) — an([eD)x1([£] = T ([2])) — a2 ([E])xa([£] — T1a([£]))
— a3 ([¢])x3([¢] - T3([2])),

% = —1o([¢]) + aa ([e]Dx1 ([£] = 721 ([£]) — @22 ([E])x2([£] — T22([2]))
— a3 ([t])x3([£] — T23([2])),

2—8 = —r3([¢]) + azi ([e])x1([2] = Ta1([2])) — asa([E])x2([2] — T32([£]))
—az([t]x3([t] - T33([¢]),

(1.2)

where [£] denotes the integer part of ¢, ¢ € (0, +00) and £ #0,1,2,.... We integrate (1.2) on
any interval of the form [k, k +1), k= 0,1,2,..., and obtain

x1(2) = x1(k) exp{[r1(k) — an (k)xy (k — 111(k)) — a2 (k)xa (k — 712(k))
— a3 (k)xz(k — T13(k)] (¢ - k)},

%2(2) = x2(k) exp{[—=r2(k) + a1 (k)1 (k — T21(k)) — @22 (K)x2 (k — T22(k))
— a3 (k)xs(k — T3 (k) 1(£ - K)},

x3(t) = x3(k) exp{[-r3(k) + az1(k)x1 (k — 731 (k)) — a3z (k)xa (k — 32(K))
— a3 (k)xs(k — T33(k))] (¢~ k)},

where fork<t<k+1,k=0,1,2,....
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Let t — k + 1, then (1.3) takes the following form:

x1(k + 1) = x1 (k) exp{r1(k) — an (k)x1(k — t11(k)) — a1z (k)xa (k — 712(k))
— a3 (k)xz(k — 113(k))},

X2 (k + 1) = 2y (k) exp{—r2(k) + az (k)x1(k — 121(k)) — @z (k)x2 (k — T22(k))
— a3 (k)x3(k — 123 (k))},

x3(k + 1) = x3(k) exp{—r3(k) + az1(k)xy (k — 731(k)) — @32 (k) (k — T32(K))
— az3(k)x3(k — t33(k))},

which is a discrete time analogue of system (1.1), where k =0,1,2,....

For the point of view of biology, we shall consider (1.4) together with the initial condi-
tions x;(0) > 0 (i = 1,2, 3). The principal object of this article is to explore the dynamics
of system (1.4) applying the differential inequality theory to study the permanence of sys-
tem (1.4). Using the method of Lyapunov function, we investigate the global asymptotic
stability of system (1.4).

We assume that the coefficients of system (1.4) satisfy the following:

(H1) r;, ay, T with i,j = 1,2,3 are non-negative sequences bounded above and below by

positive constants.

Lett = 5“P151,/53,kez{ft’1’(k)}~ We consider (1.4) together with the following initial condi-
tions:

x;(0) =¢;(0) >0, 06eN[-1,0]={-1,-T+1,...,0},9:(0) > 0. (1.5)

It is not difficult to see that the solutions of (1.4) and (1.5) are well defined for all X > 0 and
satisfy

x;(k)>0 forkeZ,i=1,2,3.

The remainder of the paper is organized as follows. In Section 2, basic definitions and
lemmas are given, some sufficient conditions for the permanence of system (1.4) are es-
tablished. In Section 3, a series of sufficient conditions for the global stability of system
(1.4) are included. The existence and stability of system (1.4) are analyzed in Section 4. In
Section 5, we give an example which shows the feasibility of the main results. Conclusions
are presented in Section 6.

2 Permanence
For convenience, in the following discussion, we always use the notations:

I _ u
= inf f(k), =supf(k),
A A
where f(k) is a non-negative sequence bounded above and below by positive constants. In
order to obtain the main result of this paper, we shall first state the definition of perma-
nence and several lemmas which will be useful in the proof of the main result.

Definition 2.1 [47] We say that system (1.4) is permanent if there are positive constants
M and m such that each positive solution (x;(k), x2(k), x3(k)) of system (1.4) satisfies

m < lim infx;(k) < lim supx;(k) <M (i=1,2,3).

k—+00 k— +00
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Lemma 2.1 [47] Assume that {x(k)} satisfies x(k) > 0 and
x(k +1) < x(k) exp{a(k) - b(k)x(k)}

for k € N, where a(k) and b(k) are non-negative sequences bounded above and below by
positive constants. Then

. 1
kll)l}loo supx(k) < 5 P (a" -1).
Lemma 2.2 [47] Assume that {x(k)} satisfies
x(k +1) > x(k) exp{a(k) - b(k)x(k)}, k > N,

limg_, 100 supx(k) < x* and x(Ny) > 0, where a(k) and b(k) are non-negative sequences
bounded above and below by positive constants and Ny € N. Then

a at
lim infx(k) > min{ e exp{al - b"x*} — }

k— +00 ’ b
Now we state our permanence result for system (1.4).

Theorem 2.1 Let My, My, M3 and m, be defined by (2.4), (2.10), (2.15) and (2.20), respec-
tively. In addition to condition (H1), assume that the following conditions:

(H2) a¥ M, >rh, as, My > v, a¥ My > rh
and

(H3) #l>alyM +aMs, ry > aysMs, ab,my >t + a, M,
hold, then system (1.4) is permanent, that is, there exist positive constants m;, M; (i = 1,2,3)
which are independent of the solution of system (1.4), such that for any positive solution
(201(k), %2(k), x3(k)) of system (1.4) with the initial condition x;,(0) > 0 (i =1,2,3), one has

m; < lim infx;(k) < lim supx;(k) < M;.

k—+00 k—+00

Proof Let (x1(k), x2(k),x3(k)) be any positive solution of system (1.4) with the initial con-
dition (x;(0),x7(0),x3(0)). It follows from the first equation of system (1.4) that

x(k +1) = 21 (k) exp{[r1(k) — an (k)x; (k - 711 (k))
— app(k)xy (k - le(k)) — a3 (k)xs (k - Tls(k))]}
< x1(k) exp{rl(k)}§x1(1<) exp{r{‘}. (2.1)

It follows from (2.1) that

X1 (k - ru(k)) > x1(k) exp{—r{’r”}, (2.2)
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Substituting (2.2) into the first equation of system (1.4), we get
xik+1) < xl(k)[r{‘ - ail exp{—r{‘r”}xl (k)]. (2.3)
It follows from (2.3) and Lemma 2.1 that

1
lim supx;(k) < — exp{r{‘r” +rf - 1} = M. (2.4)
k—+00 ap,

For any positive constant ¢ > 0, it follows from (2.4) that there exists N7 > 0 such that for
all k > Ny,

x1(k) < M +e. (2.5)
For k > N; + t*, from (2.5) and the second equation of system (1.4), we have

xa(k +1) = xy(k) exp{ [~r2 (k) + az (k)1 (k — 21 (K))
— an(K)x2 (k - T2 (K)) — a3 ()3 (k - 123(K)) ]}
< 2y (k) exp{[~r2(k) + an ()21 (k — w1 (K)) ]}
< %1 (k) exp{[~rh + aly (My + )]}, (2.6)

which leads to
X (k - rzz(k)) > x5 (k) exp{ [ré —ay, (M + 8)]r”}. (2.7)
Substituting (2.7) into the second equation of system (1.4), we have

xak +1) = x3(K) exp{[~ra(k) + am (K)er (k - 721 (K)
— an (K)xz (k — T22(k)) — az3(k)xs (k — T23(k)) |}
< x5 (k) exp{[~ra (k) + an (K)xy (k = 721 (K))
— 5 (k)% (k = T22(K)) ]}
<R[ + a (M + ) —ahyexp{[r ~ a0 + O] Jm )] 28)

Thus it follows from Lemma 2.1 and (2.8) that

exp{-r} + al, (M, + &) -1}

lim supxy(k) < . 2.9
roine SUP 2(k) = ab, exp{[rh — a¥ (M, + &)]t4} @9)
Setting ¢ — 0, we obtain
) u
exp{-r; + ab,M
lim supay(k) < — P t=ry + an My} M. (2.10)

koo = abyexp{(r} - a M4}
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For k > N; + t*, from (2.5) and the third equation of system (1.4), we have

x3(k +1) = x3(k)[—r3 (k) + az (k)ay (k — 31 (k)
— azy(k)x; (k - Tsz(k)) — azz(k)x3 (k - Tss(k))]
< x3(k)[-r3(k) + az (k)x1 (k — T31(k)) ] < x3(k)[- Lt aly (M + e)l, (2.11)

which leads to

X3 (k - ‘ng(k)) > x3(k) exp{ [ré —ag (M + e)]t”}. (2.12)
Substituting (2.12) into the third equation of system (1.4) leads to

x3(k+1) < xg(k){—ré +ag (M +¢) - uég exp{ [ré —ag (M + 8)]t“}x3(k)}. (2.13)
In view of Lemma 2.1 and (2.13), one has

exp{—ré +ay (M +¢) -1}

lim supaxs(k) < (2.14)

k—+00 = abyexp{[rh — al, (M + )]t#}
Setting ¢ — 0, we get

! u
—rs + af, M
lim supxs(k) < —— 25 —L = M. (2.15)
k—+o0 as, expf{(ry — ay M) T*}

For k > N; + t%, it follows from the first equation of system (1.4) that

x1(k +1) = x1(k)[r1(k) — @ (k) (k — 11(k))
— arp(k)xz (k - flz(k)) - aiz(k)x3 (k - Tls(k))]
> xl(k)[r{ —a}y(My + &) —aly(My + &) — ajs(Ms + e)], (2.16)

which leads to
X1 (k - 1:11(k)) <ux1(k) exp{—[r{ —aj (M + &) —aly(My + &) — ajs(Ms + 8)]1”}. (2.17)
Substituting (2.17) into the first equation of system (1.4), we obtain

x1(k+1) > xl(k){r{ —ajy (M + &) —als(Ms + €)
— alexp|~[r} — aly (M + &) — aly(M; + &)

- afy(Ms + &) |7 }xi (k) }. (2.18)
According to Lemma 2.2, it follows from (2.18) that

lim infx;(k) > min{A,, Az}, (2.19)

k—+00
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where

B rt—a,(My + &) — als(Ms + &)

e ay, exp{—[r{ —ai (M + &) — aly (M + &) — aty(Ms + €)]t#}

X exp{r{ —ajy (M + &) —ajs(Ms + ) —al exp{—[r{ —afy(M +¢)
—aly (M, + &) — aly(Ms + &) |t} } My,

rh—a,(My + &) — als(Ms + &)
A2£ =

a, exp{=[rl — @l (M, + &) — @’y (M + &) — aly (M3 + &)]T#}

Setting ¢ — 0 in (2.19), we can get

1
klim infuxy (k) > 3 min{A;, Ay} := my, (2.20)
where

) u u
B 1 —aiyMy — ajsM3

1=
ay exp{—[r{ —atyM, - at, My — ais Ms]t#}

x exp{r — alyMy — alsMs — af exp{~[r} — afiM;
— LZEMZ - d?SMg]Tu} }Ml,

) u u
A, = r = ﬂlez — d13M3

2= .
ayy exp{—[r{ —a¥yM, - at, My — als Ms]t#}

For k > N; + t*, from the second equation of system (1.4), we have

xa(k +1) = xp (k) [—ra (k) + an (k)i (k — 721 (K))
— an(k)x, (k - Tzz(k)) — a3 (k)xs (k - Tzs(k))]

> xz(t)[—ré‘ + aél(ml —8) —dy, (M + &) —als(Ms + 8)], (2.21)
which leads to
X (k - rzz(k)) < xy(k) exp{ [rg - alzl(ml —&) +an,(My +¢) +an(Ms + 8)]t”}. (2.22)
Substituting (2.22) into the second equation of system (1.4) leads to

xp(k +1) > xg(k){rg —aj, exp{[rg - alm(ml — &)+ an,(My +¢e) +ay,(Ms + 8)]1”}x2(k)

—dlyy(Ms +¢)}. (2.23)
By Lemma 2.2 and (2.23), we can get

lim infxy(k) > min{By, By}, (2.24)

k—+00
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where

rt—a,(My + &) — als(Ms + €)

e T ay| exp{—[rf —aty (M + &) — aly(My + &) — aty(Ms + &)]t#}
X exp{r{ —ajy (M + &) —als(Ms + €)
—ay exp{—[r{ —ay (M + &) —ap (Mo + €) —ajs(Ms + 8)]Tu} }Ml’

B, - ry — a4, (Ms + ¢€)
o ay, exp{[ry — alzl(ml — &)+ as,(My +¢€) + ah; (Ms + e)]z*}

Setting ¢ — 0 in the above inequality, we have that

1
lim infax,(k) > 3 min{Bi, By} := m,, (2.25)

k—+00
where

l u u
r —ajyMo — aisM3

L=
ayy exp{—[r{ —aiM; - atyMy — aisMs]t#}

x exp{r — aly,My — al M
—ay exp{—[r{ —afy M —alyM, - af3M3]r”}}M1,

U u
ry —assMs

2= .
as, exp{[ry — almml +ay,My + ay,Ms]t#}

For k > N; + 7%, it follows from the third equation of system (1.4) that

x3(k +1) = x3(k)[-rs(k) + azi (k)i (k — 31(k))
— azy(k)x; (k - T32(k)) — azz(k)x3 (k - Tss(k))]

> w3(8)[ -7y + aly (my — &) — aly (M + &) — aliy (M + €) . (2.26)
Hence
x3(k — T33(k)) < w3 (k) exp{[rs — ab; (m — ) + aliy (M + €) + als (M + e) |t} (2.27)
Substituting (2.27) into the third equation of system (1.4), we derive

x3(k +1) > x3(k) {14 + aby (my — &) — az (M, + &)

—as3 exp{ [rg‘ - aél(ml — &)+ ag,(My + &) + ags(Ms + 8)]1”}x3(k)}. (2.28)
In view of Lemma 2.2 and (2.28), one has

Klim infx3(k) > min{Cy,, Cy}, (2.29)
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where

r—al, (M, + &) — aly(Ms + &)

e T ayy exp{—[r{ —aty (M + €) — aly(My + &) — als(Ms + €)]t#}
x exp{—r4 + ak; (my — &) — aly(My + €)
—aszexp{[rh — ak (my — &) + aly (M + &) + als (M + &) |t} } My,

Co - —r% + al (my — ) — alky (M + &)
> s exp{[r¥ — ak,(my — &) + a, (M + &) + als (M3 + €)]T4}

Setting ¢ — 0 in (2.29) leads to

1
lim infxz(k) > 5 min{Cy, Cy} := m3, (2.30)

k—+00
where

! u u
1 —ajyMs — a3 M3

| =
a exp{-[rl — a, M, — a¥,M, — al, M3]t*}
x exp{-r§ + ab,my —ay,Ms
_ u _ Il UM UM uVI AL
ass exp{[ry — aym + apMs + azzMs |t} My,

u ! u
C, = —r3 + ag mm — as, Mo
= ; .
asz exp{[r§ — a5 mm + aj, My + al; M3t}

In view of (2.4), (2.10), (2.15), (2.20), (2.25) and (2.30), we can conclude that system (1.4)
is permanent. The proof of Theorem 2.1 is complete. 0

Remark 2.1 Under the assumption of Theorem 2.1, the set [m11, M;] X [m1, My] X [m3, M3]

is an invariant set of system (1.4).

3 Global stability
In this section, we formulate the stability property of positive solutions of system (1.4)

when all the time delays are zero.

Theorem 3.1 Let 7 =0 (i,j = 1,2,3). In addition to (H1)-(H3), assume further that (H4)

’

81 = max{ |1 - af, M,

I
1-ajym |} +al,My + alsMs < 1,

8 = max{|1 - a4, M|, |1 - abyms|} + ay My + a M < 1,

’

83 = max{ |l — ags M3

l u u
1- ﬂggl’l’lg‘} +ag My + azoMy < 1.

Then, for any positive solution (x1(k), x5 (k),x3(k)) and (x}(k),x5(k), x5(k)) of system (1.4),
we have

klirgo [%] (k) —x:(k)] =0 (i=1,2,3).
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Proof Let

xi(k) =« (k) exp(ui(k)), i=1,2,3.

Then

Then

where 6;;(k) € [0,1] (i,j = 1,2, 3). To complete the proof, it suffices to show that

system (1.4) is equivalent to

ur(k +1) = uy (k) — ax1 (k)x7 (k) (exp(u (k) — 1)
— app (k)5 (k) (exp(ua (k) — 1)
— a3 (k)3 (k) (exp(uz (k) - 1),
ty(k +1) = uy (k) + ax (k)xf (k) (exp(u (k) — 1)
— az (k)x; (k) (exp(uz (k) — 1)
— ax(k)x3 (k) (exp(uz (k) - 1),
uz(k +1) = uz (k) — az (k)xf (k) (exp(u (k) — 1)
— azy (k) (k) (exp(uz (k) — 1)

— a3 (k)x3 (k) (exp(us (k) - 1).

ur(k +1) = uy (k) — aqy (k)x7 (k) (exp(Or1 (k) (k) s (k)
— app (k) (k) (exp(6ra (k) uy (k) uy (k)
— anz(k)x3 (k) (exp(6hs (k) us (k))us (k),
u (k +1) = up (k) + an (k)xq (k) (exp(6ar (k)ur (k) us (k)
— a (k)5 (k) (exp (62 (k)ua (k) ua (k)
— a3 (k)x3 (k) (exp(6a3 (k)us (k))us (k),
uz(k +1) = uz (k) + az1 (k)x7 (k) (exp(O31 (k) ur (k) (k)
= az (k) (k) (exp (B2 (K)ua (k)2 (k)

— az3(k)x3 (k) (exp(Bs3 (k)us (k))us (k),

lim u;(k)=0 (i=1,2,3).

k—+00

In view of (H4), we can choose ¢ > 0 small enough such that

87 = max{|1-al,(M; +¢)
85 = max{|1 - ay,(M, +¢)

85 = max{|1 - ali;(M; + )

For above ¢ > 0, in view of Theorem 2.1 in Section 2, there exists k* € N such that

’

)

m; —e<x; (k),x;(k) <M;+¢ (i=1,2,3)

for all k > k*.

1—ayy(m —e)|} + aly(My + 8) + af(M; +€) < 1,
1 —ﬂéz(l’ﬂg - 8)|} +ay (M +e)+as(Ms +¢) <1,

|1 abs(ms - )|} +al (M +e) +aly(My +e) <1.

Page 10 of 15

(3.2)

(3.3)

(3.4)

(3.5)
(3.6)

(3.7)
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Noticing that 6;(k) € [0,1] (i,j = 1,2,3) implies that x; (k) exp(6;;(k)u;(k)) lies between
x} (k) and x;(k). From (3.3), we have

ui(k +1) < max{|1-a}; (M + )

|1 - aty (my = )| i (K)|
+aiy (M + &)|ua (k)| + aly (M + &)|uz (k)| (3.8)

’

ur(k+1) < max{ |1 —ay, (M +¢€)

1 - aby(m3 — )| Hua (k)|

+ay (M + e)yul(k)| +ag,(Ms + 8)|u3(k)

ustk +1) < max{ |1 — a3 (M3 + &)

1= aby(ms — )| Hus (k)|

+ag (M + 8)|M1(k)| +ag, (M, + s)‘uz(k)’. (3.10)

Let p = max{8y, 85,85}, then p < 1. By (3.8)-(3.10), for k > k*, we have

max{ |uy(k + 1), [ua(k +1)|, |us(k + D]} < p max{|mK)|, |u2(K) |, |us(K)|}
which implies
max{ |1 (K)|, [ua ()|, [us(k)|} < p**" max||uur (k*)], |u2 (K*) |, |z (k) |}
Thus (3.4) holds true and the proof is complete. O

4 Existence and stability of a periodic solution
In this section, we further assume that 7;; = 0 (i,j = 1,2, 3) and the coefficients of system
(1.4) satisfy the following condition:
(H5) There exists a positive integer w such that for k € N, 0 < ri(k + ®) = r;(k),
0 < aji(k + w) = a;(k) (i,j =1,2,3).

Theorem 4.1 Assume that (H1)-(H5) are satisfied, then system (1.4) with all the delays
7 = 0 (i,j = 1,2,3) admits at least one positive w-periodic solution which we denote by

(o (K), 25 (k) x5 (K)).

Proof As pointed out in Remark 2.1 of Section 2,
D* € [y, My] x [1m2, M) x [m3, M)

is an invariant set of system (1.4). Then we define a mapping F on D? by
F(x1(0),22(0),23(0)) = (%1 (), %2(), x3()),  for (x1(0),%2(0),%3(0)) € D°.

Clearly, F depends continuously on (x;(0),x(0),x3(0)). Thus F is continuous and maps
the compact set D? into itself. Therefore, F has a fixed point. It is not difficult to see that
the solution (x] (k), x5 (k), x5 (k)) passing through this fixed point is an w-periodic solution
of system (1.4). The proof of Theorem 4.1 is complete. O

Theorem 4.2 Assume that (H1)-(H5) are satisfied, then system (1.4) with all the delays
7;; =0 (i,j = 1,2,3) has a globally stable positive w-periodic solution.
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Proof Under assumptions (H1)-(H5), it follows from Theorem 4.1 that system (1.4) with all

the delays 7;; = 0 (i,j = 1,2, 3) admits at least one positive w-periodic solution. In addition,

Theorem 3.1 ensures that the positive solution is globally stable. Hence the proof. O

5 Numerical example

In this section, we will give an example which shows the feasibility of the main results

(Theorem 2.1) of this paper. Let us consider the following discrete system:

x1(k +1) = x1 (k) exp{(0.5 + 0.03 sin %”) —(0.4 +0.025sin %”)xl(k -1)
—(0.04 +0.02 cos &% )xy (k — 1) — (0.03 + 0.02 cos “X x5 (k — 1)},
x5 (k + 1) = x5 (k) exp{—(0.085 + 0.05 cos %”) + (0.5 + 0.3 sin %”)xl(k -1)
- (0.26 +0.02 sin & )x, (k — 1) — (0.5 + 0.04 cos *Z )3 (k — 1)},
x3(k + 1) = x3(k) exp{—(0.075 + 0.03 sin %”) + (0.5 +0.02 cos %”)xl(k -1)
—(0.24 + 0.04sin & )x (k — 1) - (0.4 + 0.06 cos &Z )3 (k — 1)}.

(5.1)

Here

. km krm
ri(k) = 0.5 + 0.03 sin DR ro(t) = 0.085 + 0.05 cos DR
. km
r3() = 0.075 + 0.03 sin DR
. kw km
ai1(k) = 0.4 + 0.02sin DR aip(k) =0.03 +0.02 cos DR
k
ans(k) = 0.03 + 0.02 cos 7”
k k
az (k) = 0.5 + 0.3sin 7” (k) = 0.26 + 0.02sin 7”
k
a»3(k) = 0.5+ 0.04 cos 771,

krm krm
az (k) = 0.5+ 0.02 cos DR asy (k) = 0.24 + 0.04sin DR

k
azs(k) = 0.4 + 0.06cos %,

T,'j(k) =1

(i,j=1,2,3).

All the coefficients r;(k) (i = 1,2, 3), a;;(k) (i,j = 1,2, 3), 7;;(k) (i,j = 1,2, 3) are functions with
respect to k, and it is not difficult to obtain that

g

=053, =047, %=0135  r,=0.035

% =0.105  r,=0.045,

at =0.402, al,=0038,  a%=005  al,=001,
a¥, =0.05  al;=0.01,

a4 =08, a =03 a% =028 a), =024,

a¥; =054,  aby=0.46,

a4 =052, ab =048,  a% =028, a, =020,
a% =046,  ab, =0.34,

T# = ré =1 (i,j=1,2,3).
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Figure 1 The dynamic behavior of the first 0.53
component of the solution (x; (k), x2(k), x3(k)) of

system (5.1). 0525}

0.515f

0]

0.51

0.505

0'50 5;0 160 150 260 250 300

Figure 2 The dynamic behavior of the second 1.025
component of the solution (x1 (k), x2(k), x3 (k)) of
system (5.1). 1.02},

1.015

x,K)

1.01

1.005

Figure 3 The dynamic behavior of the third 07,
component of the solution (x; (k), x2(k), x3(k)) of 0.68
system (5.1). 0.66
0.64
0.62
0.58]
056/
0.54

0.52F

0.5
0

50 160 150 260 250 300

It is easy to examine that the coefficients of system (5.1) satisfy all the conditions of The-

orem 2.1. Thus system (5.1) is permanent which is shown in Figures 1-3.

6 Conclusions

In this paper, we have investigated the dynamic behavior of a discrete Lotka-Volterra
predator-prey model with time-varying delays. Sufficient conditions which ensure the per-
manence of the system are established. Moreover, we also analyze the global stability of the
system with all the delays 7;;(k) = 0 (i,j = 1,2, 3) and deal with the existence and stability of
the system. We have shown that delay has important influence on the permanence of the
system. Therefore, delay is an important factor to decide the permanence of the system.
When all the delays are zero, we obtain some sufficient conditions which guarantee the
global stability of the system. Computer simulations are carried out to explain our main

theoretical results.
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