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Abstract

Wireless mesh networks

We study the problem of achieving maximum network throughput with fairness among the flows at the
nodes in a wireless mesh network, given their location and the number of their half-duplex radio interfaces.
Our goal is to find the minimum number of non-overlapping frequency channels required to achieve
interference-free communication. We use our existing Select x for less than x topology control algorithm (TCA)
to build the connectivity graph (CG), which enhances spatial channel reuse to help minimize the number of
channels required. We show that the TCA-based CG approach requires fewer channels than the classical
approach of building the CG based on the maximum power. We use multi-path routing to achieve the
maximum network throughput and show that it provides better network throughput than the classical
minimum power-based shortest path routing. We also develop an effective heuristic method to determine the
minimum number of channels required for interference-free channel assignment.
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1. Introduction

In the classical approach to channel assignment in
multi-radio multi-channel (MRMC) wireless mesh net-
works (WMNs) [1-7], the number of available non-
overlapping frequency channels is assumed to be fixed.
In such schemes, two links that are within the interfer-
ence range of each other could be assigned the same fre-
quency, causing co-channel interference which degrades
the network throughput.

We study the channel assignment problem in
MRMC WMNs from a different perspective. First,
we ensure interference-free communication among
the mesh nodes by ensuring that links within the
interference range of each other are assigned differ-
ent channels. Second, instead of working with a
fixed number of orthogonal frequency channels, we
search for the minimum number of channels that
provides an interference-free channel assignment
which allows the mesh network to achieve the max-
imum throughput.
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We assume a single mesh gateway (GW). All mesh
nodes, except the GW, are sources of flow. The GW
is the sink for all flows. We formulate the MRMC
WMN routing problem as a mixed integer linear pro-
gram (MILP) whose objective is to maximize the net-
work throughput while maintaining fairness among
the multiple flows subject to flow conservation, half-
duplex, and node-degree constraints. The problem of
assigning channels to the links involved in routing so
that communication among mesh nodes is interfer-
ence free is similar to the minimum coloring problem
for the conflict graph, which is known to be NP-hard
for general graphs [8]. This amounts to finding the
smallest number of maximal independent sets (MalSs),
where the number of channels required is equal to the
number of MalSs. To minimize the number of channels
required, we use our existing Select x for less than x top-
ology control algorithm (TCA) [2] to build the connectiv-
ity graph (CG). By controlling network connectivity, it
lowers the transmitted power as much as possible without
sacrificing network throughput and so tends to reduce
transmitted power throughout the network, which sup-
ports green networking for WMNSs.
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Specifically, the contributions of our work are as
follows.

e We develop a method to determine the minimum
number of non-overlapping frequency channels
required for interference-free channel assignment
given the locations of the mesh nodes and the
number of their half-duplex radio interfaces. This is
also the number of channels required to achieve the
maximum network throughput®.

e We show that our TCA-based approach for building
the CG outperforms the classical maximum power-
based CG approach for all node-degree constraints
in terms of the number of channels required as well
as the links-to-channels ratio.

e We show that the multi-path routing approach
significantly outperforms the minimum power-based
shortest path (MPSP) routing approach in terms of
network throughput at higher node-degree
constraints.

e We develop and compare two effective new
heuristics for interference-free channel assignment

(CA).

The rest of the paper is organized as follows. Section 2
presents related work. Our model for the network
architecture is given in Section 3. Section 4 explains
the creation of the connectivity graph using the two
different approaches. The problem formulation for
multi-path routing and MPSP routing are also presented.
The creation of the conflict graph using the protocol-
based interference model is given in Section 5, which
also presents two heuristic approaches for the solu-
tion of the channel assignment problem. Performance
evaluation with results is given in Section 6. Conclu-
sions and some directions for future work are given in
Section 7.

2. Related work

There is a great deal of literature on improving the
performance of MRMC WMNs by maximizing the net-
work throughput [1-7]. In all of these studies, the number
of available non-overlapping frequency channels is
assumed to be fixed, so links within the interference
range of each other could be assigned the same
channel, causing co-channel interference that degrades
network throughput. We provide interference-free com-
munication among the mesh nodes by ensuring that links
that fall within the interference range of each other are
assigned different non-overlapping frequency channels.
We then determine the minimum number of channels
required to realize such interference-free channel as-
signment in order to achieve the maximum network
throughput.
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In addition to channel assignment, the schemes in
[1-7] also deal with routing in MRMC WMN:s. In the
previous work [1,2], we employed minimum power-
based minimum spanning trees and minimum power-
based shortest path trees for degree constrained routing.
In [3], traffic is routed using either minimum-hop path
routing or randomized multi-path routing. In [4], rout-
ing heuristics incorporate the impact of interface
switching cost and a possible implementation using the
dynamic source routing protocol is discussed. The opti-
mized link state routing protocol is used in [5] for route
selection. The scheme in [6] uses a flow rate computa-
tion method for routing, which aims to maximize the
network throughput. For the performance evaluation of
the channel assignment scheme in [7], the routes are
computed statically using the smallest number of hops.
In this paper, we formulate the routing problem as a
MILP with the objective of maximizing the network
throughput under fairness, flow conservation, half-
duplex, and node-degree constraints.

The schemes in [2-7] focus on improving the through-
put in MRMC WMNs without considering fairness. In
[1], we proposed channel assignment algorithms to im-
prove throughput as well as fairness. The scheme in [9]
achieves a good trade-off between throughput and fairness
even though it does not find an absolutely even distribu-
tion. The authors have shown in [10] that the network
throughput as well as fairness increases as the number of
available radio interfaces per router or the number of
available orthogonal frequency channels increases. The
approach in [11] deals with congestion control and chan-
nel assignment and achieves significant gains in terms of
network utilization and establishing fairness. In [12], the
authors deal with the problem of joint channel assign-
ment, link scheduling, and routing for throughput
optimization, and show that the fairness and throughput
achieved by their method is within a constant factor of the
optimum value.

An algorithm is proposed in [13] for joint channel,
capacity, and flow assignment in MRMC WMN:s. It first
tries to maximize the fairness and then uses the
remaining unused network resources to maximize the
overall network throughput. The divide-and-conquer ap-
proach in [14] splits the joint routing and channel as-
signment problem into separate sub-problems. This
significantly improves fairness among the traffic flows.
Throughput and fairness do not normally go hand in
hand, and increasing one generally decreases the other.
Our proposed approach, however, achieves maximum
network throughput for MRMC WMNs and at the same
time ensures fairness among the network flows.

Algorithms for solving the maximum independent set
(MIS) problem have been widely used for resource allo-
cation in multi-hop wireless networks. The scheduling
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scheme in [15] uses independent sets for feasible link
scheduling in TDMA-based WMNs. The method in [9]
uses maximal independent sets for link scheduling in
multi-channel WMNs. In [16], the authors propose a
polynomial time approximation scheme for computing an
independent set from the link interference graph, as large
as (1 - €) times the cardinality of the MIS. Given the num-
ber of channels among other inputs, the method is then
used to develop a channel assignment for MRMC WMNs
such that the number of links in the communications
graph that can be active simultaneously is maximized. In
[17], maximal weighted independent set solutions are used
to develop an algorithm for link scheduling in multi-radio
multi-channel multi-hop wireless networks. A polynomial
computing method in [18] searches for the critical max-
imal independent set that needs to be scheduled for opti-
mal resource allocation. In [19], the authors use solutions
for the maximum weighted independent set problem to
develop approximation algorithms for link scheduling,
and compute a maximum (concurrent) multi-flow in
multi-radio multi-channel multi-hop wireless networks.
We solve the minimum coloring problem heuristically
by repeatedly solving the MalS sub-problem to deter-
mine the minimum number of channels required for
interference-free CA in MRMC WMN .

3. Network architecture

We assume that each mesh node is equipped with mul-
tiple radio interfaces. One of these radios is used for
control traffic, while the others are used for data traffic.
We define the node-degree of a mesh node as the num-
ber of neighbors with which it can communicate data
traffic simultaneously. For example, a node-degree of 2
means that each mesh node is equipped with two radio
interfaces for data traffic and can communicate with at
most two of its neighbors simultaneously.

The radio interfaces are assumed to be half-duplex;
hence, a mesh node cannot send and receive at the same
time using the same radio interface. It is assumed that
each radio interface of a multi-radio mesh node is
equipped with an omni-directional antenna and that the
radio interfaces of nodes can be tuned to different non-
overlapping frequency channels. The control radios of
all nodes are tuned to a common frequency channel for
communication of the control traffic.

4. Routing problem

4.1. Connectivity graph

We compare two different approaches for building the
CG C(V;E), where vertices V correspond to the wireless
nodes and the edges E correspond to the wireless links
between the nodes. The first approach is the classical
way based on maximum transmission power, while the
second approach uses our Select x for less than x TCA.
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The Select x for less than x TCA builds a CG using
topology control to mitigate the co-channel interfer-
ence and enhance spatial channel reuse while preserv-
ing network connectivity. Each mesh router (MR)
broadcasts a Hello message containing its node ID and
position over the control channel using the control
radio at maximum power. From the information in the
received Hello messages, each MR arranges its neigh-
boring nodes in ascending order of their distance. The
result is the maximum power neighbor table (MPNT).
Then, each MR sends its MPNT along with its position
and node ID to the GW over the control channel. For
each MR in the network, the GW builds a direct neigh-
bor table (DNT) by selecting at least x nearest nodes
for that MR. If required, the GW then converts some
uni-directional links in the DNT of a mesh node into
bi-directional links, which results in the final neighbor
table (FNT) [2]. Bi-directional links are required for
link-level acknowledgments and to ensure the existence
of reverse paths.

We build the CG for the maximum power (MP) based
approach using the MPNT and the CG for the TCA-
based approach using the FNT. Node locations are
assumed to be known. In order to achieve a strongly
connected topology, we assume a maximum transmis-
sion range of 164 m for all mesh nodes.

4.2. Problem formulation for multi-path routing

We formulate the multi-path routing problem in multi-
radio WMNs as a MILP. We call the index p € P a com-
modity. Let

e P be the commodities, i.e., source-destination pairs

(S]r tl)l ~~~~~ ’ (SB tP);

[ be a variable denoting the amount of flow of

commodity p on link /;;

fs¥ be a variable denoting the amount of inflow of

commodity p from the source of p;

f £ be avariable denoting the amount of outflow of

commodity p from the sink of p;

e c; be an input parameter denoting the capacity of
link /; where [; € E;

e z; be a binary variable such that z; € {0, 1} is 1
when the link /;; is used for routing and 0 otherwise;

e dc be an input parameter denoting the constraint on
the node-degree of the mesh routers, such that dc €
{2,3,4,5,6};

e costl; be an input parameter containing a cost of
0.0001 for each link /;;

e demand,, be an input parameter representing flow
demands between the source-sink pairs and is equal
to 1 for all commodities; and

e y be a variable denoting the multiplier on the unit
flow demand of the commodities.
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4.2.1. Objective

Given the connectivity graph and unit flow demand be-
tween the source-sink pairs, the objective is to maximize
9, which is the multiplier on the unit flow demand of the
commodities, so as to achieve the maximum total flow
in the network using multiple paths between a source-
sink pair:

max y—Z(zlj X costly) (1)
1

The small value of costl; in (1) prevents redundant
flow-loops and does not affect the result.

4.2.2. Constraints

The following are the flow balance constraints for the
source nodes, sink (GW) node, and the intermediate
nodes, respectively:

Zfsf —Zfif -f? =0 forall s andforall p 2)
] l

where s, i, j € V;

» p B
fa +Zi:fid_;fd/ =0 foralld andforallp

where d, i, j € V;

Z ;’-fo,: =0 forall i and forall p (4)
7 3

where i € V'\ {s,, d,} and p € P.

The following represent the constraints on the node-
degree of the mesh routers in the WMN. At any mesh
node in the network, there is a limit on the number of
radio interfaces and hence on the number of incoming
plus outgoing links. If the limit is 4, i.e., if dc = 4, then at
each mesh node #;:

szi+2zijs4 for all i (5)
k j

where i € V.

Varying x in the Select x for less than x TCA for differ-
ent node-degree constraints ensures that the total
amount of flow in the network increases equally for the
TCA-based and MP-based CG approaches with an in-
crease in the node-degree constraint. It creates a certain
amount of connectivity in the CG for a certain node-
degree constraint and hence a certain number of links
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for the GW. For example, for node-degree constraints of
2 and 3, we use the Select 3 for less than 3 TCA to en-
sure at least three links for the GW in the CG; for the
node-degree constraint of 4, we use the Select 4 for less
than 4 TCA to ensure at least four links for the GW in
the CG, and so on. Since the Select 2 for less than 2
TCA mostly leads to a disconnected network in the case
of random and controlled random topologies, we use
the Select 3 for less than 3 TCA for the node-degree
constraint of 2. The amount of total flow in the network
depends on the number of links for the GW (sink) node
for a given node-degree constraint. For example, if the
capacity of each link is 24, then the maximum possible
total network flow, i.e.,, the maximum network through-
put, is 48 for a node-degree constraint of 2.

The following constraints introduce fairness among
the flows of multiple commodities and ensure that they
are maximized equally:

ff >y xdemand,; forall s and d andforallp (6)

where s € {sources}, d € {sinks}, and p € P.

The following constraints represent the half-duplex
nature of the radio interfaces of the mesh routers, which
means that a link can be used for either transmission or
reception but not for both:

zj+z;<1 forall i and j (7)

The link capacity constraints ensure that the sum of
flows of commodities on a link does not exceed the link

capacity:

Zf; <c; x z; forall i and j and forall p (8)
P

All link capacities are assumed to be 24 based on the
fact that the maximum goodput of an IEEE 802.11a link
operating at a maximum data rate of 54 Mbps is ap-
proximately 24 Mbps.

¢j=0 forall i andj 9)

The flow of a commodity p on a link is non-negative
but is not required to be an integer.

f’; >0 forall i andj and for all p (10)

We use the AMPL language [20] to model the multi-

path routing problem and IBM CPLEX 12.2 [21] to solve
the resulting problem.
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4.3. Problem formulation for MPSP routing

We formulate the MPSP routing problem in two stages.
In the first stage, shortest paths are determined between
the source-sink pairs. The metric for path selection is
minimum power. For the two CG approaches, the gate-
way calculates the minimum power required to reach
each of the nodes in the FNT or the MPNT of a node
by using the appropriate propagation model. The free
space model is used for short distances, and the two-ray
ground reflection model is used for longer distances,
depending on the value of the Euclidean distance in rela-
tion to the cross-over distance [22]. If the distance be-
tween two nodes u# and v is less than or equal to the
cross-over distance, i.e., d(u,v) < cross_over_dist, the free
space model is used, whereas if d(u,v) > cross_over_dist,
the two-ray model is used. In the second stage, the flows
of individual commodities are maximized equally so as
to achieve the maximum total flow in the network, using
the shortest paths determined in the first stage.

4.3.1. First stage
We formulate this stage as the following MILP. Let

o cost2; be an input parameter containing the cost of
each link /;; which is minimum power;

e supply; be an input parameter which is 1 for
sources; and

e demand; be an input parameter which is -1 for the
sink (gateway).

4.3.1.1. Objective Shortest paths are determined between
the source-sink pairs using the following objective:

minz Z( fAS cost2i,)
v

Iy

(11)

4.3.1.2 Constraints The following are the flow balance
constraints for this stage:

fo = supply, + Zfﬁ for all i and for all p
7 I

(12)

where i € V' is the source of p;

Z i/'.’ = demand,; + ;fﬁ for all i and for all p
j

(13)

where i € Vis the sink of p;
P _ P ;
Z L= ; fl forall i and forall p (14)

where i € V'\ {5, d,}.
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The node-degree, half-duplex, and capacity constraints
are exactly the same as in (5), (7), and (8), respectively.
Note that because of the integer demand and supply
flows and the unimodularity property of the network
matrix, the continuous flows fi#’ will have binary values
in the solution.

4.3.2. Second stage
We formulate this stage as the following linear program:

4.3.2.1 Objective The multiplier on the unit flow de-
mand of the individual commodities is maximized to
achieve the maximum total flow in the network, using
the shortest paths determined in the first stage:

max y (15)

The additional term in (1) is not required in (15) since
there is no possibility of flow-loops due to pre-established
shortest paths.

4.3.2.2. Constraints The constraints for this stage are
exactly the same as in (2), (3), (4), and (6). In addition,
this stage requires the following capacity constraint:

Zfif <c; forall i and j and forall p (16)
P

As in the case of multi-path routing, we use the
AMPL language to model the MPSP routing problem
and IBM CPLEX 12.2 to solve the resulting problem.

5. Channel assignment problem

5.1. Conflict graph

We use the protocol-based interference model [23] to
build the conflict graph, which is widely used for model-
ing interference in wireless networks [11,12,18,19]. The
input to the conflict graph consists of the links involved
in routing, i.e., the output of the routing problem, and
the node locations.

Let d; denote the distance between nodes #; and #;,
R; be the transmission range of node 7, and R; be
the interference range of node n;. In the conflict
graph F, the vertices correspond to the links in the connect-
ivity graph C. An edge between the vertices /; and /,, in F
indicates that the links /; and /,, in C cannot be active sim-
ultaneously. Note that links /; and /,,, which are involved
in routing, are bi-directional links at the MAC and physical
layer levels. So, a link /; which is involved in routing is
checked eight times with every other link that is involved
in routing while building the conflict graph. An edge is
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drawn between the vertices /;; and /,, if any of the follow-
ing is true:
< R/ ord;; < R or dj, < R or dj; < R/ or
; SR, ord, <R, ordy, <R,/ ordy<R,.

While building the conflict graph, we assume that the
interference range is twice the transmission range.

5.2. Maximum independent set problem and the
minimum coloring problem

An independent set of a graph G is a subset of vertices
of G such that none of the vertices in the subset share
an edge. In the conflict graph F, an independent set of
vertices indicates a set of links in C which can be active
simultaneously. An independent set is said to be max-
imal if it is not a subset of any larger independent set or
maximum if there is no larger independent set in the
graph (ie., it is an independent set with maximum car-
dinality). The MIS problem consists of finding the lar-
gest subset of vertices of a graph such that none of these
vertices are connected by an edge.

A coloring of the conflict graph F is an assignment of
colors (channels) to vertices such that adjacent vertices
receive different colors. The minimum coloring problem
is the problem of computing a coloring of the vertices in
the conflict graph F using as few distinct colors as pos-
sible; this is the same as the problem of finding the
minimum number of channels to use such that there is
no interference. The minimum coloring problem is well
known to be NP-hard for general graphs [8]. A greedy
heuristic for its solution consists of these steps: (1) find
a maximal independent set of vertices and assign the
members of this set to the same channel, (2) remove
these vertices from the conflict graph, and (3) repeat
until all vertices are colored (assigned a channel). The
number of channels required to achieve interference-
free communication among the mesh nodes is equal to
the number of MalSs.

Since finding a maximum independent set is itself NP-
hard [24], we also use heuristic algorithms for this step
of the solution to the interference-free channel assign-
ment problem.

5.3. MalS-based heuristics for CA

We use three greedy heuristic algorithms to find
MalSs. Algorithm 1 Maximum node-degree start se-
lects a vertex from the conflict graph with the max-
imum node-degree and introduces that vertex into
the maximal independent set under construction. The
algorithm then checks the other vertices of the con-
flict graph and puts them in the set if they do not
have an edge with the vertices already in the set. The
worst-case computational complexity of Algorithm 1
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to find a MalS is O(m°) where m is the number of
nodes in the conflict graph.

Algorithm 1 Maximum node-degree start

Inputs:

e [L:setof links involved in routing

e F(Vg Ep): conflict graph

Outputs:

o Vyus: MalS of vertices

e Lyus: Set of links in C corresponding to vertices in MalS
e  ¢: number of MalSs

BEGIN
c«0
m <« |L| =V
While m > 1:
If F is fully connected or m=1:
For d=1to m:
Initialize an empty Vs and Lygs
Add vertex d to Vs and the
corresponding link to Lys
Output VMaIS and LMu[S
c<«c+l
end For
Output ¢ and exit
end If
Initialize an empty Vi and Lyqrs
Add vertex of F with the max. node-degree to Vs
and the corresponding link to Lj,s
For i=1 to m:
If vertex i does not have an edge with
vertices in Vs
Add vertex i to Vs and the
corresponding link to Lyy,s
end If
end For
Output VMalS and LMalS
c<«ctl
V<= Vi Vigas
m <« |L|
end While
Output ¢
END

Algorithm 1 Minimum node-degree start starts by
selecting a vertex from the conflict graph with the mini-
mum node-degree. Note that if the conflict graph has mul-
tiple vertices with the maximum node-degree (Algorithm 1
Maximum node-degree start) or with the minimum
node-degree (Algorithm 1 Minimum node-degree start),
then the starting vertex is selected randomly from
among them. After removing a MalS from the conflict
graph, ties for the starting vertex in the revised conflict
graph are again broken randomly if required. Algorithm 1
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Random start starts by selecting a vertex at random from
the conflict graph.

These randomized heuristics find MalSs very quickly
but may return different results each time, so we run them
multiple times. For a given topology of MRs, we run each
of the three algorithm variants 25 times on the conflict
graph and take the best solution over all 75 runs.

5.4. MIS-based heuristics for CA

The greedy minimum coloring heuristic presumably
works best if the maximum independent set can be found
at each step instead of just a maximal independent set.
We tested Wilf's algorithm [25] for finding the maximum
independent set of a given graph G. It starts by choosing a
vertex v* from the graph which has the highest node-
degree. If v* has at least two neighbors, the computational
complexity of Wilf's algorithm to find a MIS in the given
graph is O(1.47"™), which reduces to 0(1.39") if v* has at
least three neighbors, where m is the number of nodes in
the graph. After selecting v*, the algorithm builds two sets.
The set nl contains all the nodes of the graph except v*
and the set n2 excludes both v* and N(v*), the neighbor-
hood of v* i.e., the nodes that are connected to v* by an
edge. maxset is the set which has the higher cardinality of
the two sets. The vertices in maxset (and their incident
edges) are deleted from G, and the procedure is repeated
until G has no edges. The MIS consists of the vertices in
the disconnected G. The pseudo-code of our procedure
using Wilf's algorithm is shown in Algorithm 2.

Algorithm 2 Procedure of finding MISs using Wilf's
algorithm

Inputs:

e [:set of links involved in routing

o F(Vg, Er). conflict graph

Outputs:

o Vyus: MIS of vertices

e L,y Setof links in C corresponding to vertices in MIS
e ¢:number of MISs

BEGIN
c<«0
m || =V
While m > 1:
If F is fully connected or m=1:
For d=1 to m:
Initialize an empty V)5 and Ly
Add vertex d to V,;sand the
corresponding link to Lys
Output VMIS and LM]S
c <« ct+l
end For
Output ¢ and exit
end If
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T(Vy, Er) < F(Vi, Er)
While T has any edges:
v* < vertex of T with the max. node-degree
nl < T\v*
N(v*) < set of vertices of T connected to v*
n2 « T\ {v*UNWV*}
maxset <— the higher cardinality set among
nl and n2
Vi< Vi\ maxset
end While
Initialize an empty V5 and Ly
For g=1to|V4:
Add vertex g to V,ysand the corresponding
link to Lys
end For
Output VMIS and LMIS
c«ctl
V<= Ve\ Vs
L« L\ Lys
m < |L|
end While
Output ¢
END

Note that the procedures related to routing and chan-
nel assignment are carried out at the GW, which then
sends each MR its channel assignment and routing in-
formation over the control channel using the control
radio. Based on the channel assigned to an MR to com-
municate with a neighbor and its distance to that neigh-
bor, each MR applies power control and adjusts its
transmission power accordingly.

6. Performance evaluation

We evaluate the performance of the TCA-based vs. MP-
based CG approach, multi-path vs. MPSP routing, and the
MalS-based vs. MIS-based heuristics for CA, based on
network throughput, fairness, solution time of the routing
stage in clock seconds, number of channels required
(NCR), and links-to-channels ratio (LCR), i.e., the ratio of
the number of links involved in routing to the number of
channels required. Note that an average LCR of 2 for a
topology means that on the average, two links are assigned
the same channel for that topology, so a higher LCR indi-
cates better performance.

6.1. Network topology

A controlled random topology (CRT) is used for the evalu-
ation. A 500 m x 500 m physical terrain is divided into
cells, and an MR is placed randomly within each cell using
a uniform random distribution. Twenty-five different CRTs
consisting of 36-node networks are considered. Irrespective
of its location, node 15 is the GW for all CRTs. All mesh
nodes, except the GW, are sources of flow. As stated earlier,
the GW is the sink for all flows.
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6.2. Experimental results

6.2.1. TCA-based vs. MP-based CG approach

We compare the performances of the TCA-based vs. MP-
based CG approaches for different node-degree constraints.
For both CG approaches, we use multi-path routing in
combination with the MalS-based heuristic for channel
assignment. All CPLEX solver parameters are at their de-
fault settings, except mipgap = 0.01. This speeds the MILP
solution at the possible expense of a small degradation in
the objective value, though we found the optimum in all
cases. For the TCA-based CG approach, if the solver finds
a sub-optimum solution for the multi-path routing problem
for node-degree constraints of 2 or 3, we move to a higher
TCA to build the CG, i.e., Select 4 for less than 4 TCA or
Select 5 for less than 5 TCA, until an optimum solution is
found. Note that for a node-degree constraint of 2, the
maximum value of total network flow (maximum network
throughput) is 48; for a node-degree constraint of 3, it is 72;
and so on.

We collected mean values and statistics on the 95%
confidence intervals for all measures. If the 95% confi-
dence interval is tightly grouped around the mean, then
it is not reported in a table. Most measures are graphed
so that trends are immediately apparent.

6.2.1.1. Fairness The amount of flow of each commod-
ity reaching the GW (sink) is equal to y x demand,, as
per (6). However, due to a unit flow demand between
each source-sink pair, the value of y in Table 1 repre-
sents the amount of flow from each source reaching the
GW. This indicates that all of the 35 flows in the net-
work are maximized equally. Jain's measure of fairness
among the network flows [26] F; is given by:
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where x; is the throughput of flow i and N is the total
number of flows (sources) in the network. The flows are
maximized equally for both CG approaches, so absolute
fairness is achieved and the value of F;is 1 in all CRTs
for all node-degree constraints.

6.2.1.2. Network throughput The results in Table 1
indicate that the total flow in the network (the flow
reaching the gateway (sink)) increases equally for the
MP-based and TCA-based CG approaches with an in-
crease in the node-degree constraint. For a node-degree
constraint of 2 in Table 1, y is 1.3714. The total flow in
the network, i.e., the network throughput, is equal to the
number of sources times y, i.e., 35 x 1.3714 = 48, for both
CG approaches, which is equal to the maximum total net-
work flow (maximum network throughput) for a node-
degree constraint of 2. In fact, the network throughput
achieved is maximum for all node-degree constraints for
both CG approaches, as shown in Table 1.

Our centralized approach leads to an optimum solu-
tion in terms of network throughput while also ensuring
fairness among the network flows since the required glo-
bal network information is available at the GW.

6.2.1.3. Solution time of routing stage Table 2 compares
the solution time in clock seconds of the multi-path rout-
ing stage for the two CG approaches, showing the average
solution times for the 25 CRTs along with the 95% confi-
dence interval (CI) at different node-degree constraints.
The TCA-based CG approach is clearly faster than the
MP-based CG approach.

6.2.1.4. Number of channels required Figure 1 shows
that the TCA-based CG approach requires fewer channels

2 than the MP-based CG approach for all node-degree con-
F; = (Zj\[lx) / (N X Zilelz> (17)  straints. Using multi-path routing in combination with the
MalS-based CA heuristic at a node-degree constraint of 2,
Table 2 Solution time (TCA-based CG vs. MP-based CG
Table 1 Total flow (TCA-based CG vs. MP-based CG approach)
approach) Node-degree  CG approach  Solution time (s) 95% Cl for
Node-degree constraint CG approach y Total flow constraint solution time
2 MP-based 13714 48 2 MP-based 656.33 296.43-1,016.22
TCA-based TCA-based 13824 102.00-174.49
3 MP-based 20571 72 3 MP-based 11.31 10.32-12.30
TCA-based TCA-based 3.04 262-345
4 MP-based 2.7428 9 4 MP-based 10.89 9.83-11.96
TCA-based TCA-based 3.70 3.13-4.28
5 MP-based 34285 120 5 MP-based 9.74 8.32-11.17
TCA-based TCA-based 361 2.80-4.43
6 MP-based 4.1142 144 6 MP-based 8.82 7.26-10.38
TCA-based TCA-based 3.99 3.10-4.89
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Comparison for all node—degree constraints
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o
~

Figure 1 Number of channels required (TCA-based vs. MP-based
CG approach).

the TCA-based CG approach uses one third fewer chan-
nels than the MP-based CG approach.

6.2.1.5. Links-to-channels ratio Figure 2 shows that
the LCR for the TCA-based CG approach is higher than
that for the MP-based CG approach for all node-degree
constraints. Using multi-path routing in combination with
the MalS-based CA heuristic at a node-degree constraint
of 2, the LCR for the TCA-based CG approach is one third
higher than that for the MP-based CG approach.

As the node-degree constraint increases so does the
number of links emanating from a mesh node. Since
the links emanating from a node must be assigned
different channels, this increases the NCR as well as

Comparison for all node-degree constraints
3 T T T T

—&— MP-based CG Approach
28 : ——&6— TCA-based CG Approach

26

24

22

18}

Links to channels ratio
n

16

14 9

12 1

1 i i i i i

1 2 3 4 5 6 7
Node-degree constraint
Figure 2 Links-to-channels ratio (TCA-based vs. MP-based
CG approach).
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decreasing the LCR for both CG approaches, as shown
in Figures 1 and 2. However, the TCA-based approach
still outperforms the MP-based approach by controlling
the network connectivity using topology control, as
shown next.

The average node-degree (AND) for the entire net-
work is calculated as:

1 N
AND :ﬁ;q, (18)

where ¢ is the number of neighbors of a mesh node and
N is the total number of mesh nodes in the network. We
define transmission range-average node-degree (TR-AND)
and interference range-average node-degree (IR-AND) as
the average number of transmission range neighbors and
the average number of interference range neighbors of
nodes, respectively. Figures 3 and 4 compare TR-AND
(connectivity) and IR-AND (interference) for the two CG
approaches, respectively. With the TCA-based approach,
the connectivity and interference can be controlled,
as can be seen in these figures. However, as the net-
work connectivity increases by increasing x in the
Select x for less than x TCA so does the interference
in the network. This increases the NCR as well as decreas-
ing the LCR at higher node-degree constraints with the
TCA-based approach.

Since the solver finds a sub-optimum solution of the
multi-path routing problem for a node-degree constraint
of 2 with the TCA-based approach for many of the
CRTs, we move from Select 3 for less than 3 TCA to a
higher TCA to build the CG until an optimum solution
is found. This is the reason for the higher connectivity

Comparison for all node-degree constraints
10 T T T T

—f&— MP-based CG Approach
—=©&— TCA-based CG Approach
9r a
8 3 £ =) £ £1 b
o7r 1
=
5
o
~ 6 4
51 d
4l A
3 i i i i i
1 2 3 4 5 6 7

Node-degree constraint

Figure 3 Transmission range-average node-degree (TCA-based
vs. MP-based CG approach).
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Comparison for all node—degree constraints
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Figure 4 Interference range-average node-degree (TCA-based
vs. MP-based CG approach).

and interference in Figures 3 and 4 for a node-degree
constraint of 2 with the TCA-based approach.

6.2.2. Multi-path vs. MPSP routing approach

We compare the performances of the multi-path vs.
MPSP routing approaches for different node-degree con-
straints. For each routing approach, we use the TCA-
based CG as well as the MP-based CG in combination
with the MalS-based heuristic CA approach. For both
routing approaches, we ask CPLEX to search for the first
feasible solution, which significantly reduces the solution
time at the cost of a small degradation in the network
throughput, and set mipemphasis = 1 in CPLEX. For the
TCA-based CG approach, we use the Select 3 for less
than 3 TCA for the node-degree constraint of 2 and 3,
Select 4 for less than 4 TCA for the node-degree

Table 3 Total flow (multi-path routing vs. MPSP routing
(usingTCA-based CG))

Node-degree Routing approach y  Total flow 95% Cl for
constraint total flow
2 Multi-path 1.160 40.59 37.95-43.23
MPSP 1.199 41.96 40.40-43.53
3 Multi-path 1.902 66.56 62.15-70.97
MPSP 1314 46.00 42.19-49.82
4 Multi-path 2.382 83.37 78.19-88.55
MPSP 1487 5203 47.55-56.52

5 Multi-path 2.981 104.33 97.01-111.66
MPSP 1.603 56.11 51.33-60.89

6 Multi-path 3.593 125.74 116.67-134.81
MPSP 1.724 60.35 54.99-65.71
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constraint of 4, and so on. We are only interested in the
first feasible solution for this comparison, so we do not
move to a higher TCA in search of the optimum, unlike
the previous comparison.

The MP-based CG performs poorly as compared to
the TCA-based CG for both routing approaches in terms
of solution time of the routing stage, NCR, and LCR and
is slightly better than TCA-based CG in terms of
network throughput. Therefore, for the sake of brevity,
we present the results for each routing approach with
TCA-based CG only in combination with the MalS-
based CA heuristic.

6.2.2.1. Fairness As indicated by the results in Table 3,
the y values are maximized equally for all flows in both
routing approaches. Absolute fairness is achieved for
both routing approaches in all CRTs for all node-degree
constraints.

6.2.2.2. Network throughput The results in Table 3
and Figure 5 indicate that the total amount of flow in
the network increases for both routing methods with an
increase in the node-degree constraint. However, the in-
crease in network throughput is significantly higher with
multi-path routing, especially at higher node-degree
constraints. For example, at a node-degree constraint of
6 and using the TCA-based CG, the network throughput
is 87.3% of the maximum network throughput of 144
using multi-path routing as compared to a network
throughput of 41.9% of the maximum network through-
put with MPSP routing. Note that the small degradation
in the network throughput with multi-path routing is
due to finding only the first feasible solution vs. finding

Comparison for all node—degree constraints
T T

200 T T
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180 | —©— Multi-Path Routing with TCA-based CG||
—&— MPSP Routing with TCA-based CG
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2 140 b
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< 100 1
(s}
iy
80 | b
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N
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Figure 5 Total flow in the network (multi-path vs. MPSP
routing approach (using TCA-based CG)).
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Table 4 Solution time (multi-path routing vs. MPSP
routing (usingTCA-based CG))

Node-degree Routing approach Solution time (s)  95% Cl for
constraint solution time
2 Multi-path 13.79 8.60-18.98
MPSP 1.64 147-1.82
3 Multi-path 1.68 1.48-1.88
MPSP 0.25 0.23-0.27
4 Multi-path 1.75 1.43-2.08
MPSP 0.24 0.24-0.25
5 Multi-path 1.89 1.37-242
MPSP 0.26 0.26-0.27
6 Multi-path 237 1.69-3.05
MPSP 0.28 0.28-0.29

the optimum solution. The lower network throughput of
MPSP routing is mainly because maximizing the total
network flow is not an objective while determining the
shortest paths between the sources and the GW.

6.2.2.3. Solution time of routing stage Table 4 com-
pares the two routing methods in terms of the solution
time in clock seconds. For multi-path routing, the solu-
tion times are reduced as compared to those in Table 2,
but there is a trade-off in the form of a decrease in the
network throughput. As indicated in Table 4, MPSP
routing solution times are smaller than those for multi-
path routing. Since the objective of the multi-path rout-
ing is to maximize the total network flow, it takes the
solver more time to find the first feasible solution for it
as compared to MPSP routing.

Comparison for all node—degree constraints
30 T T T T T
——5— Multi-Path Routing with TCA-based CG

28 — 8 — MPSP Routing with TCA-based CG
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Figure 6 Number of channels required (multi-path vs. MPSP
routing approach (using TCA-based CG)).
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Comparison for all node—-degree constraints
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Figure 7 Links-to-channels ratio (multi-path vs. MPSP routing
approach (using TCA-based CG)).

6.2.2.4. Number of channels required The results in
Figure 6 indicate that fewer channels are required by
MPSP routing than are required by multi-path routing.

6.2.2.5. Links-to-channels ratio Figure 7 shows that
the LCR with MPSP routing is higher than that for
multi-path routing.

Since the objective of multi-path routing is to maximize
the total flow in the network by using multiple paths be-
tween the mesh nodes and the GW, it returns solutions in
which more nodes have high node-degrees, which means
more links (conflicts) in the conflict graph. This leads to a
higher NCR and a lower LCR as compared to MPSP rout-
ing. Although MPSP routing has smaller solution times,

Comparison for all node—degree constraints
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Figure 8 Number of channels required (MalS-based vs.

MIS-based heuristic CA approach (using TCA-based CG)).
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NCR, and LCR, it performs poorly vs. multi-path routing
in terms of network throughput at higher node-degree
constraints. There is a trade-off between the network
throughput and the NCR for the two routing approaches.
For example, using the TCA-based CG and a node-degree
constraint of 6, multi-path routing provides 2.08 times
more network throughput than MPSP routing but is 1.67
times costlier than MPSP routing in terms of NCR.

6.2.3. MalS-based vs. MIS-based heuristic approach for
channel assignment

We compare the performances of MalS-based vs. MIS-
based heuristic approaches for CA for different node-
degree constraints based on NCR and LCR. For each CA
approach, we use the two routing methods in combination
with the two CG approaches. During routing, we search
for the first feasible solution and use mipemphasis = 1 in
CPLEX to reduce the solution time.

Since MP-based CG mostly performs poorly as com-
pared to the TCA-based CG for both CA methods, we
present the results for each CA method with the TCA-
based CG only in combination with the two routing
approaches.

6.2.3.1. Number of channels required The results in
Figure 8 show that fewer channels are required by the
MalS-based CA heuristic than the MIS-based CA heur-
istic. Using the TCA-based CG in combination with
multi-path routing at a node-degree constraint of 2, the
MalS-based CA heuristic uses 25.6% fewer channels
than the MIS-based CA heuristic.

6.2.3.2. Links-to-channels ratio The results in Figure 9
show that the LCR for the MalS-based CA heuristic is

Comparison for all node—degree constraints
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Figure 9 Links-to-channels ratio (MalS-based vs. MIS-based
heuristic CA approach (using TCA-based CG)).
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higher than that for the MIS-based CA heuristic. Using
the TCA-based CG in combination with multi-path
routing at a node-degree constraint of 2, the MalS-based
CA heuristic gives an LCR that is 24.7% higher than that
for the MIS-based CA heuristic.

The MalS-based heuristic not only outperforms the
MIS-based heuristic in terms of NCR and LCR but is
also much more efficient in terms of computational
complexity. The MalS-based heuristics return fewer
channels than the MIS-based heuristics because the car-
dinalities of the MalSs are more even in size whereas
the MIS-based heuristics first find a few large cardinality
MISs, leaving a larger number of small MISs, for an
overall larger number of channels.

7. Conclusions

We studied the problem of determining the minimum
number of non-overlapping frequency channels required
by the mesh network to achieve maximum network
throughput while maintaining fairness. We used our
existing Select x for less than x TCA to build the CG
with the objective of enhancing the spatial channel reuse
in order to minimize the number of channels required.
We found that the TCA-based CG approach outper-
forms the classical approach of MP-based CG in terms
of solution time of the routing stage, NCR, and LCR for
all node-degree constraints. The TCA-based approach
controls the network connectivity by controlling the
neighborhoods of the mesh nodes, which leads to less
overall transmitted power and better spatial channel
reuse. We used multi-path routing to achieve the max-
imum network throughput. This significantly outper-
forms the classical approach of MPSP routing in terms
of network throughput at higher node-degree con-
straints. However, we observed a trade-off between
network throughput and NCR for the two routing ap-
proaches. With an increasing node-degree constraint,
multi-path routing provides more network throughput
than MPSP routing but becomes costlier than MPSP
routing in terms of NCR at the same time. We used
heuristic algorithms to determine the minimum number
of channels required for interference-free CA, with the
MalS-based heuristic CA outperforming the MIS-based
heuristic CA in terms of NCR and LCR for all node-
degree constraints.

We plan to extend our work in future using the
signal-to-interference ratio-based interference model for
building the conflict graph. Further research will also
focus on finding ways to significantly reduce the number
of non-overlapping frequency channels required.

Endnote

*Preliminary work in this regard has been presented in
ICCCN' 2013.
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