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For a given generalized reflectionmatrix 𝐽, that is, 𝐽�퐻 = 𝐽, 𝐽2 = 𝐼, where 𝐽�퐻 is the conjugate transposematrix of 𝐽, a matrix𝐴 ∈ 𝐶�푛×�푛
is called a Hermitian (anti)reflexive matrix with respect to 𝐽 if 𝐴�퐻 = 𝐴 and 𝐴 = ±𝐽𝐴𝐽. By using the Kronecker product, we derive
the explicit expression of least squares Hermitian (anti)reflexive solution with the least norm to matrix equation 𝐴𝑋𝐵 = 𝐶 over
complex field.

1. Introduction

Throughout this paper, we denote the set of all𝑚×𝑛matrices
over the real field and complex field by 𝑅�푚×�푛 and 𝐶�푚×�푛,
respectively. Let the symbols𝐻𝐶�푛×�푛, 𝑆𝑅�푛×�푛, 𝐴𝑆𝑅�푛×�푛, 𝐼�푛, and0 stand for the set of all 𝑛 × 𝑛 complex Hermitian matrices,
the set of all 𝑛 × 𝑛 real symmetric matrices, the set of all𝑛 × 𝑛 real skew symmetric matrices, the 𝑛 × 𝑛 identity matrix,
and the zero matrix with appropriate size, respectively. We
also denote the transpose, the conjugate transpose, the
Moore-Penrose inverse, and the Frobenius norm of 𝐴 by𝐴�푇, 𝐴�퐻, 𝐴†, and ‖𝐴‖, respectively. Let 𝐴 ∈ 𝐶�푚×�푛; we define
vec(𝐴) = (𝑎1�푇, 𝑎2�푇, . . . , 𝑎�푛�푇)�푇, where 𝑎�푖 is the 𝑖-column of𝐴, 𝑖 = 1, 2, . . . , 𝑛.

In this paper, we consider the Hermitian (anti)reflexive
solution problem of matrix equation 𝐴𝑋𝐵 = 𝐶. Let us first
recall the definition of those two kinds of matrices.

Definition 1. Given a generalized reflection matrix 𝐽, that is,𝐽�퐻 = 𝐽, 𝐽2 = 𝐼, a matrix 𝐴 ∈ 𝐶�푛×�푛 is called a Hermitian
reflexive matrix with respect to 𝐽 if 𝐴�퐻 = 𝐴 and 𝐴 = 𝐽𝐴𝐽.
The set of all 𝑛 × 𝑛 Hermitian reflexive matrices with respect
to 𝐽 is denoted by𝐻𝐶�푛×�푛�푟 (𝐽).

Definition 2. Given a generalized reflection matrix 𝐽, that is,𝐽�퐻 = 𝐽, 𝐽2 = 𝐼, a matrix 𝐴 ∈ 𝐶�푛×�푛 is called a Hermitian anti-
reflexive matrix with respect to 𝐽 if 𝐴�퐻 = 𝐴 and 𝐴 = −𝐽𝐴𝐽.
The set of all 𝑛 × 𝑛 Hermitian antireflexive matrices with
respect to 𝐽 is denoted by𝐻𝐶�푛×�푛�푎 (𝐽).

As an important kind of matrices, the reflexive matrices
with different constraints were studied by many authors in
recent years in literatures and references therein [1–29]. For
instance, Zhao et al. [1] derived the general Hermitian reflex-
ive solution to 𝐴𝑋 = 𝐵, while Yu and Shen [2] considered
a more general case, that is, the Hermitian {𝐽, 𝑘 + 1}-(anti)-
reflexive solution to 𝐴𝑋 = 𝐵. As an extension of matrix
equation 𝐴𝑋 = 𝐵, the matrix system 𝐴𝑋 = 𝐵, 𝑋𝐶 = 𝐷 was
considered by Zhou and Yang [3]. They gave the necessary
and sufficient conditions for the existence of a Hermitian
reflexive solution to the above matrix system. As we can see,
many important associated works were widely studied. But
finding the least squares Hermitian (anti)reflexive solution
with the least norm to matrix equation 𝐴𝑋𝐵 = 𝐶 is
still a problem. Therefore, we in this paper will fill this
gap.

We consider the following two problems.
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Problem 3. Given matrices 𝐴 ∈ 𝐶�푚×�푛, 𝐵 ∈ 𝐶�푛×�푘, and 𝐶 ∈𝐶�푚×�푘, let

𝑆 = {𝑋 | 𝑋 ∈ 𝐻𝐶�푛×�푛�푟 (𝐽) , ‖𝐴𝑋𝐵 − 𝐶‖
= min
�̂푋∈�퐻�퐶𝑛×𝑛

𝑟
(�퐽)

𝐴𝑋𝐵 − 𝐶} .
(1)

Find𝑋0 ∈ 𝑆 such that ‖𝑋0‖ = min�푋∈�푆‖𝑋‖.
Problem 4. Given matrices 𝐴 ∈ 𝐶�푚×�푛, 𝐵 ∈ 𝐶�푛×�푘, and 𝐶 ∈𝐶�푚×�푘, let

𝑆�퐴 = {𝑋 | 𝑋 ∈ 𝐻𝐶�푛×�푛�푎 (𝐽) , ‖𝐴𝑋𝐵 − 𝐶‖
= min
�̂푋∈�퐻�퐶𝑛×𝑛

𝑎
(�퐽)

𝐴𝑋𝐵 − 𝐶} .
(2)

Find𝑋0 ∈ 𝑆�퐴 such that ‖𝑋0‖ = min�푋∈�푆𝐴‖𝑋‖.
Now, we start with some useful and fundamental results

in the following.

Lemma 5. The least squares solution to the matrix equation𝐴𝑥 = 𝑏 with 𝐴 ∈ 𝐶�푚×�푛 and 𝑏 ∈ 𝐶�푚 is given by 𝑥 = 𝐴†𝑏 +(𝐼 − 𝐴†𝐴)𝑦, where 𝑦 ∈ 𝐶�푛 is an arbitrary vector. And the least
squares solution with the least norm is 𝑥 = 𝐴†𝑏.

Kronecker productmethodplays an important role in this
paper. We use this method to get some important vectorizing
formulas.

For any 𝐴 ∈ 𝐶�푚×�푛, 𝐴 = 𝐴1 + 𝐴2𝑖, where 𝐴1, 𝐴2 ∈ 𝑅�푚×�푛.
The real representation matrix of 𝐴 = 𝐴1 + 𝐴2𝑖 ∈ 𝐶�푚×�푛 is
given by 𝑓(𝐴) = [ �퐴1 A2

−�퐴2 �퐴1
] ∈ 𝐶2�푚×2�푛, which has the following

properties:
(1) 𝑓(𝐴 + 𝐵) = 𝑓(𝐴) + 𝑓(𝐵).
(2) 𝑓(𝐴𝐵) = 𝑓(𝐴)𝑓(𝐵).
(3) For𝐴 = 𝐴1 +𝐴2𝑖 ∈ 𝐶�푚×�푛, we define 𝑔(𝐴) = (𝐴1, 𝐴2).

Then

‖vec (𝐴)‖ = vec (𝑔 (𝐴)) =
[
vec (𝐴1)
vec (𝐴2)]

 ,
𝑔 (𝐴𝐵) = 𝑔 (𝐴) 𝑓 (𝐵) .

(3)

Analogously to the method of Yuan et al. (see [30]), we
can get a fundamental result as below.

Lemma 6. Let 𝐴, 𝐵, and 𝐶 be complex matrices with appro-
priate sizes; then vec(𝑔(𝐴𝐵𝐶)) = 𝑓(𝐶�퐻 ⊗ 𝐴) vec(𝑔(𝐵)).

Proof. We denote 𝐴 = 𝐴1 + 𝐴2𝑖, 𝐵 = 𝐵1 + 𝐵2𝑖, and 𝐶 =𝐶1 + 𝐶2𝑖.𝑔(𝐴𝐵𝐶) = 𝑔(𝐴)𝑓(𝐵𝐶) = 𝑔(𝐴)𝑓(𝐵)𝑓(𝐶).Then

𝑔 (𝐴) 𝑓 (𝐵) 𝑓 (𝐶) = [𝐴1, 𝐴2] [ 𝐵1 𝐵2−𝐵2 𝐵1][
𝐶1 𝐶2−𝐶2 𝐶1]

= [𝐴1𝐵1𝐶1 − 𝐴2𝐵2𝐶1 − A1𝐵2𝐶2
− 𝐴2𝐵1𝐶2, 𝐴1𝐵1𝐶2 − 𝐴2𝐵2𝐶2 + 𝐴1𝐵2𝐶1
+ 𝐴2𝐵1𝐶1] .

(4)

By the rule of

vec (𝑋𝑌𝑍) = (𝑍�푇 ⊗ 𝑋) vec (𝑌) , (5)

we have
vec (𝑔 (𝐴𝐵𝐶))
= [𝐶�푇1 ⊗ 𝐴1 − 𝐶�푇2 ⊗ 𝐴2 −𝐶�푇2 ⊗ 𝐴1 − 𝐶�푇1 ⊗ 𝐴2𝐶�푇2 ⊗ 𝐴1 + 𝐶�푇1 ⊗ 𝐴2 𝐶�푇1 ⊗ 𝐴1 − 𝐶�푇2 ⊗ 𝐴2 ][

vec (𝐵1)
vec (𝐵2)]

= 𝑓 (𝐶�퐻 ⊗ 𝐴)[vec (𝐵1)
vec (𝐵2)] = 𝑓 (𝐶�퐻 ⊗ 𝐴) vec (𝑔 (𝐵)) .

(6)

The structure of Hermitian (anti)reflexive matrix prom-
ises the following decompositions, which would simplify our
problems.

Lemma7. Let 𝐽 be the 𝑛×𝑛 generalized reflectionmatrix.Then
there exists an 𝑛 × 𝑛 unitary matrix 𝑈 such that

𝐽 = 𝑈[𝐼�푟 0
0 −𝐼�푛−�푟]𝑈

�퐻. (7)

Lemma 8 (see [18]). (1) Let 𝐴 ∈ 𝐶�푛×�푛 and let the spectral
decomposition of the 𝑛 × 𝑛 reflection matrix 𝐽 be given as (7).
Then 𝐴 ∈ 𝐻𝐶�푛×�푛�푟 (𝐽) if and only if

𝐴 = 𝑈[𝐹1 0
0 𝐹2]𝑈

�퐻, (8)

where 𝐹1 ∈ 𝐻𝐶�푟×�푟 and 𝐹2 ∈ 𝐻𝐶(�푛−�푟)×(�푛−�푟).
(2) See [4]. Let𝐴 ∈ 𝐶�푛×�푛 and let the spectral decomposition

of the 𝑛 × 𝑛 reflection matrix 𝐽 be given as (7). Then 𝐴 ∈𝐻𝐶�푛×�푛�푎 (𝐽) if and only if
𝐴 = 𝑈[ 0 𝐹

𝐹�퐻 0]𝑈�퐻, (9)

where 𝐹 ∈ 𝐶�푟×(�푛−�푟).
2. The Solution of Problem 3

In this section, we provide the least squares Hermitian
reflexive solution with the least norm to matrix equation𝐴𝑋𝐵 = 𝐶. There are the vectorizing formulas of Hermitian
matrix, which are very useful in what comes below.
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Definition 9. Let𝑋 = (𝑥�푖�푗) ∈ 𝑅�푛×�푛; we define

vec�푆 (𝑋) = (𝑥1, 𝑥2, . . . , 𝑥�푛−1, 𝑥�푛)�푇 ∈ 𝑅�푛(�푛+1)/2, (10)

where 𝑥1 = (𝑥11, √2𝑥21, . . . , √2𝑥�푛1), 𝑥2 = (𝑥22, √2𝑥32, . . . ,√2𝑥�푛2), . . . , 𝑥�푛−1 = (𝑥(�푛−1)(�푛−1), √2𝑥�푛(�푛−1)), and 𝑥�푛 = 𝑥�푛�푛.

Definition 10. Let𝑋 = (𝑥�푖�푗) ∈ 𝑅�푛×�푛; we define
vec�퐴 (𝑋) = √2 (𝑥1, 𝑥2, . . . , 𝑥�푛−2, 𝑥�푛−1)�푇 ∈ 𝑅�푛(�푛−1)/2, (11)

where 𝑥1 = (𝑥21, 𝑥31, . . . , 𝑥�푛1), 𝑥2 = (𝑥32, 𝑥42, . . . , 𝑥�푛2), . . . ,𝑥�푛−2 = (𝑥(�푛−1)(�푛−2), 𝑥�푛(�푛−2)), and 𝑥�푛−1 = 𝑥�푛(�푛−1).
Lemma 11 (see [30]). Suppose that𝑋 ∈ 𝑅�푛×�푛.Then𝑋 ∈ 𝑆𝑅�푛×�푛
if and only if vec(𝑋) = 𝐾�푆vec�푆(𝑋), where vec�푆(𝑋) is given by
(10), where

𝐾�푆 = 1√2

[[[[[[[[[[[[[
[

√2𝑒1 𝑒2 𝑒3 ⋅ ⋅ ⋅ 𝑒�푛−1 𝑒�푛 0 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 0 0
0 𝑒1 0 ⋅ ⋅ ⋅ 0 0 √2𝑒2 𝑒3 ⋅ ⋅ ⋅ 𝑒�푛−1 𝑒�푛 ⋅ ⋅ ⋅ 0 0 0
0 0 𝑒1 ⋅ ⋅ ⋅ 0 0 0 𝑒2 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0 0 0
... ... ... ... ... ... ... ... ... ... ... ...
0 0 0 ⋅ ⋅ ⋅ 𝑒1 0 0 0 ⋅ ⋅ ⋅ 𝑒2 0 ⋅ ⋅ ⋅ √2𝑒�푛−1 𝑒�푛 0
0 0 0 ⋅ ⋅ ⋅ 0 𝑒1 0 0 ⋅ ⋅ ⋅ 0 𝑒2 ⋅ ⋅ ⋅ 0 𝑒�푛−1 √2𝑒�푛

]]]]]]]]]]]]]
]

. (12)

Obviously, 𝑒�푖 is the 𝑖-column of 𝐼�푛, 𝐾�푆 ∈ 𝑅�푛2×�푛(�푛+1)/2, and𝐾�푇�푆𝐾�푆 = 𝐼�푛(�푛+1)/2.
Lemma 12. Suppose that 𝑋 ∈ 𝑅�푛×�푛.Then 𝑋 ∈ 𝐴𝑆𝑅�푛×�푛 if and
only if vec(𝑋) = 𝐾�퐴vec�퐴(𝑋), where vec�퐴(𝑋) is given by (11),
where

𝐾�퐴 = 1√2

⋅

[[[[[[[[[[[[[[
[

𝑒2 𝑒3 ⋅ ⋅ ⋅ 𝑒�푛−1 𝑒�푛 0 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
−𝑒1 0 ⋅ ⋅ ⋅ 0 0 𝑒3 ⋅ ⋅ ⋅ 𝑒�푛−1 𝑒�푛 ⋅ ⋅ ⋅ 0
0 −𝑒1 ⋅ ⋅ ⋅ 0 0 −𝑒2 ⋅ ⋅ ⋅ 0 0 ⋅ ⋅ ⋅ 0
... ... ... ... ... 0 0 0
0 0 ⋅ ⋅ ⋅ −𝑒1 0 0 ⋅ ⋅ ⋅ −𝑒2 0 ⋅ ⋅ ⋅ 𝑒�푛
0 0 ⋅ ⋅ ⋅ 0 −𝑒1 0 ⋅ ⋅ ⋅ 0 −𝑒2 ⋅ ⋅ ⋅ −𝑒�푛−1

]]]]]]]]]]]]]]
]

.
(13)

Obviously, 𝑒�푖 is the 𝑖-column of 𝐼�푛, 𝐾�퐴 ∈ 𝑅�푛2×�푛(�푛−1)/2, and𝐾�푇�퐴𝐾�퐴 = 𝐼�푛(�푛−1)/2.
Let𝑋 = 𝑋1 +𝑋2𝑖 ∈ 𝐻𝐶�푛×�푛, 𝑋1 ∈ 𝑅�푛×�푛, 𝑋2 ∈ 𝑅�푛×�푛.Then𝑋1 = 𝑋�푇1 and𝑋2 = −𝑋�푇2 . By Lemmas 11 and 12, one has

[vec (𝑋1)
vec (𝑋2)] = [𝐾�푆 0

0 𝐾�퐴][
vec�푆 (𝑋1)
vec�퐴 (𝑋2)] . (14)

If𝑋 ∈ 𝐻𝐶�푛×�푛�푟 (𝐽), then, by Lemma 8, there exists a unitary
matrix 𝑈 such that

𝑋 = 𝑈[𝑌 0
0 𝑍]𝑈�퐻, (15)

where𝑌 = 𝑌1+𝑌2𝑖 ∈ 𝐻𝐶�푟×�푟, and𝑍 = 𝑍1+𝑍2𝑖 ∈ 𝐻𝐶(�푛−�푟)×(�푛−�푟).

Set

𝐴𝑈 = [𝐷, 𝐸] ,
𝑈�퐻𝐵 = [𝐹𝐺] ,

(16)

𝑀 = [𝑓 (𝐹�퐻 ⊗ 𝐷) , 𝑓 (𝐺�퐻 ⊗ 𝐸)]

⋅ [[[[[
[

𝐾�푆1 0 0 0
0 𝐾�퐴1 0 0
0 0 𝐾�푆2 0
0 0 0 𝐾�퐴2

]]]]]
]
, (17)

where 𝑈 is given by (7). 𝐾�푆1, 𝐾�푆2 are given by (12) with the
sizes 𝑟2×𝑟(𝑟+1)/2, (𝑛−𝑟)2×(𝑛−𝑟)(𝑛−𝑟+1)/2, respectively.𝐾�퐴1, 𝐾�퐴2 are given by (13) with the sizes 𝑟2 ×𝑟(𝑟− 1)/2, (𝑛−𝑟)2×(𝑛−𝑟)(𝑛−𝑟−1)/2, respectively.Thenone has the following
result.

Theorem 13. Let 𝐴 ∈ 𝐶�푚×�푛, 𝐵 ∈ 𝐶�푛×�푘 , and 𝐶 ∈ 𝐶�푚×�푘. Then
the solution𝑋 ∈ 𝑆 to matrix equation 𝐴𝑋𝐵 = 𝐶 is given by

𝑋 = 𝑈[𝑌 0
0 𝑍]𝑈�퐻, (18)

vec (𝑌) = [𝐾�푆1, 𝐾�퐴1𝑖, 0, 0] [𝑀†𝑐 + (𝐼 −𝑀†𝑀)𝑦] ,
vec (𝑍) = [0, 0, 𝐾�푆2, 𝐾�퐴2𝑖] [𝑀†𝑐 + (𝐼 −𝑀†𝑀)𝑦] , (19)

where 𝑈 is given by (7), 𝑐 = vec(𝑔(𝐶)) ∈ 𝑅2�푘�푚, and 𝑦 ∈
𝑅�푟2+(�푛−�푟)2 is an arbitrary vector. And the solution 𝑋 ∈ 𝑆 with
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the least norm is given by

𝑋 = 𝑈[𝑌0 0
0 𝑍0]𝑈

�퐻, (20)

vec (𝑌0) = [𝐾�푆1, 𝐾�퐴1𝑖, 0, 0]𝑀†𝑐,
vec (𝑍0) = [0, 0, 𝐾�푆2, 𝐾�퐴2𝑖]𝑀†𝑐. (21)

Proof. Since

𝑌1 ∈ 𝑆𝑅�푟×�푟,
𝑌2 ∈ 𝐴𝑆𝑅�푟×�푟,
𝑍1 ∈ 𝑆𝑅(�푛−�푟)×(�푛−�푟),
𝑍2 ∈ 𝐴𝑆𝑅(�푛−�푟)×(�푛−�푟),

(22)

it follows from (14) that

[[[[[
[

vec (𝑌1)
vec (𝑌2)
vec (𝑍1)
vec (𝑍2)

]]]]]
]
= [[[[[
[

𝐾�푆1 0 0 0
0 𝐾�퐴1 0 0
0 0 𝐾�푆2 0
0 0 0 𝐾�퐴2

]]]]]
]

[[[[[
[

vec�푆 (𝑌1)
vec�퐴 (𝑌2)
vec�푆 (𝑍1)
vec�퐴 (𝑍2)

]]]]]
]
. (23)

Now, by Lemmas 6 and 11 and (23), we have

‖𝐴𝑋𝐵 − 𝐶‖ = 𝐴𝑈[𝑌 0
0 𝑍]𝑈�퐻𝐵 − 𝐶

 = ‖𝐷𝑌𝐹
+ 𝐸𝑍𝐺 − 𝐶‖ = 𝑔 (𝐷𝑌𝐹) + 𝑔 (𝐸𝑍𝐺) − 𝑔 (𝐶)
= vec (𝑔 (𝐷𝑌𝐹)) + vec (𝑔 (𝐸𝑍𝐺)) − vec (𝑔 (𝐶))
= 𝑓 (𝐹

�퐻 ⊗ 𝐷)[vec (𝑌1)
vec (𝑌2)]

+ 𝑓 (𝐺�퐻 ⊗ 𝐸) [vec (𝑍1)
vec (𝑍2)] − vec (𝑔 (𝐶))

=

[𝑓 (𝐹�퐻 ⊗ 𝐷) , 𝑓 (𝐺�퐻 ⊗ 𝐸)][[[[[

[

vec (𝑌1)
vec (𝑌2)
vec (𝑍1)
vec (𝑍2)

]]]]]
]

− vec (𝑔 (𝐶))

= ‖𝑀𝑥 − 𝑐‖ ,

(24)

where𝑀 is given by (17); 𝑥 = [ vec𝑆(�푌1)
vec𝐴(�푌2)
vec𝑆(�푍1)
vec𝐴(�푍2)

]. Then, by Lemma 5,

𝑥 = 𝑀†𝑐 + (𝐼 −𝑀†𝑀)𝑦 (25)

is the required least squares solution, where 𝑦 ∈ 𝑅�푟2+(�푛−�푟)2 is
an arbitrary vector. Recall that

[[[[[
[

vec (𝑌1)
vec (𝑌2)
vec (𝑍1)
vec (𝑍2)

]]]]]
]
= [[[[[
[

𝐾�푆1 0 0 0
0 𝐾�퐴1 0 0
0 0 𝐾�푆2 0
0 0 0 𝐾�퐴2

]]]]]
]
𝑥. (26)

Therefore

vec (𝑌) = vec (𝑌1) + vec (𝑌2) 𝑖 = [𝐾�푆1 𝐾�퐴1𝑖 0 0] 𝑥,
vec (𝑍) = vec (𝑍1) + vec (𝑍2) 𝑖

= [0 0 𝐾�푆2 𝐾�퐴2𝑖] 𝑥.
(27)

Then the least squaresHermitian reflexive solution is given by
(18). Obviously, the least squares Hermitian reflexive solution
with the least norm is given by (20).

3. The Solution of Problem 4

In this section, we provide the least squares Hermitian
antireflexive solution with the least norm to matrix equation𝐴𝑋𝐵 = 𝐶.

We first derive the relation between vec(𝑔(𝑌)) and
vec(𝑔(𝑌�퐻)).
Lemma 14 (see [31]). Let 𝑌 ∈ 𝑅�푚×�푛 be any matrix. Then

vec (𝑌�푇) = 𝑃(�푚,�푛)vec (𝑌) , (28)

where

𝑃(�푚,�푛) =
[[[[[[[
[

𝐸�푇11 𝐸�푇12 ⋅ ⋅ ⋅ 𝐸�푇1�푛
𝐸�푇21 𝐸�푇22 ⋅ ⋅ ⋅ 𝐸�푇2�푛... ... d

...
𝐸�푇�푚1 𝐸�푇�푚2 ⋅ ⋅ ⋅ 𝐸�푇�푚�푛

]]]]]]]
]
∈ 𝑅�푚�푛×�푚�푛, (29)

with𝐸�푖�푗, 𝑖 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛, being an𝑚×𝑛matrix
with the element at position (𝑖, 𝑗) being 1 and the others being0. Moreover, 𝑃(�푚,�푛) is an orthogonal matrix, which is uniquely
determined by the integers𝑚, 𝑛.

Let 𝑋 ∈ 𝐻𝐶�푛×�푛�푎 (𝐽); then, by Lemma 8, there exists a
unitary matrix 𝑈 such that

𝑋 = 𝑈[ 0 𝑌
𝑌�퐻 0]𝑈�퐻, (30)

where𝑌 ∈ 𝐶�푟×(�푛−�푟) and𝑈 is given by (7). Since𝑌�퐻 = 𝑌�푇1 −𝑌�푇2 𝑖,
𝑔 (𝑌�퐻) = (𝑌�푇1 , −𝑌�푇2 ) . (31)
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By Lemma 14, one has

vec (𝑔 (𝑌�퐻)) = [
[
vec (𝑌�푇1 )
vec (−𝑌�푇2 )]]

= [ 𝑃(�푟,�푛−�푟)vec (𝑌1)
−𝑃(�푟,�푛−�푟)vec (𝑌2)]

= [𝑃(�푟,�푛−�푟) 0
0 −𝑃(�푟,�푛−�푟)] vec (𝑔 (𝑌)) .

(32)

Set

𝐴𝑈 = [𝐷, 𝐸] ,
𝑈�퐻𝐵 = [𝐹𝐺] ,

𝑁 = 𝑓 (𝐹�퐻 ⊗ 𝐸) [𝑃(�푟,�푛−�푟) 0
0 −𝑃(�푟,�푛−�푟)]

+ 𝑓 (𝐺�퐻 ⊗ 𝐷) ,

(33)

and𝑃(�푟,�푛−�푟) is given by (29).Thenone has the following results.

Theorem 15. Let 𝐴 ∈ 𝐶�푚×�푛, 𝐵 ∈ 𝐶�푛×�푘, and 𝐶 ∈ 𝐶�푚×�푘.Then
on has the following:

(1) The solution 𝑋 ∈ 𝑆�퐴 to matrix equation 𝐴𝑋𝐵 = 𝐶 is
given by

𝑋 = 𝑈[ 0 𝑌
𝑌�퐻 0]𝑈�퐻, (34)

where

vec (𝑌) = [𝐼�푟(�푛−�푟), 𝑖𝐼�푟(�푛−�푟)] [𝑁†𝑐 + (𝐼 − 𝑁†𝑁)𝑦] , (35)

𝑈 is given by (7), 𝑐 = vec(𝑔(𝐶)) ∈ 𝑅2�푘�푚, and 𝑦 ∈ 𝑅2�푟(�푛−�푟) is an
arbitrary vector.

(2) The solution𝑋 ∈ 𝑆�퐴 with the least norm is given by

𝑋 = 𝑈[ 0 𝑌0
𝑌�퐻0 0 ]𝑈�퐻, (36)

where 𝑈 is given by (7) and vec(𝑌0) = [𝐼�푟(�푛−�푟), 𝑖𝐼�푟(�푛−�푟)]𝑁†𝑐,𝑐 = vec(𝑔(𝐶)).
Proof. It follows from Lemma 6 that

vec (𝑔 (𝐸𝑌�퐻𝐹)) = 𝑓 (𝐹�퐻 ⊗ 𝐸) vec (𝑔 (𝑌�퐻)) , (37)

vec (𝑔 (𝐷𝑌𝐺)) = 𝑓 (𝐺�퐻 ⊗ 𝐷) vec (𝑔 (𝑌)) . (38)

Combining (32) and (37), we obtain

vec (𝑔 (𝐸𝑌�퐻𝐹)) = 𝑓 (𝐹�퐻 ⊗ 𝐸) vec (𝑔 (𝑌�퐻))
= 𝑓 (𝐹�퐻 ⊗ 𝐸) [𝑃(�푟,�푛−�푟) 0

0 −𝑃(�푟,�푛−�푟)] vec (𝑔 (𝑌)) .
(39)

Then

‖𝐴𝑋𝐵 − 𝐶‖ = 𝐴𝑈[ 0 𝑌
𝑌�퐻 0]𝑈�퐻𝐵 − 𝐶

 =
𝐸𝑌�퐻𝐹

+ 𝐷𝑌𝐺 − 𝐶 = 𝑔 (𝐸𝑌�퐻𝐹) + 𝑔 (𝐷𝑌𝐺) − 𝑔 (𝐶)
= vec (𝑔 (𝐸𝑌�퐻𝐹)) + vec (𝑔 (𝐷𝑌𝐺))
− vec (𝑔 (𝐶))
= 𝑓 (𝐹

�퐻 ⊗ 𝐸) [𝑃(�푟,�푛−�푟) 0
0 −𝑃(�푟,�푛−�푟)] vec (𝑔 (𝑌))

+ 𝑓 (𝐺�퐻 ⊗ 𝐷) vec (𝑔 (𝑌)) − vec (𝑔 (𝐶)) = ‖𝑁𝑥
− 𝑐‖ ,

(40)

where 𝑐 = vec(𝑔(𝐶)) and 𝑥 = vec(𝑔(𝑌)).
By Lemma 5, the least squares solution is given by

𝑥 = [vec (𝑌1)
vec (𝑌2)] = 𝑁†𝑐 + (𝐼 − 𝑁†𝑁)𝑦, (41)

where 𝑦 ∈ 𝑅2�푟(�푛−�푟) is an arbitrary vector.
The least squares solution with least norm is 𝑥0 = 𝑁†𝑐.
So

vec (𝑌1) = [𝐼�푟(�푛−�푟), 0] 𝑥,
vec (𝑌2) = [0, 𝐼�푟(�푛−�푟)] 𝑥,
vec (𝑌10) = [𝐼�푟(�푛−�푟), 0] 𝑥0,
vec (𝑌20) = [0, 𝐼�푟(�푛−�푟)] 𝑥0.

(42)

Now, it is easy to see that our required solutions are given by
(34) and (36).

4. Conclusion

By exploiting the decomposition of Hermitian (anti)reflexive
matrix and the Kronecker product, we derive the expression
of the least squares Hermitian (anti)reflexive solution with
the least norm to 𝐴𝑋𝐵 = 𝐶. This method overcomes the
difficulty of finding the structured least squares solution with
the least norm but creates a large-scale linear system 𝐴𝑥 = �̂�.
Therefore, it fits well with the small-scale coefficient matrix,
but, for the large-scale case, it may not work so well.
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