
Research Article
Collaborative QoS Prediction for Mobile Service with
Data Filtering and SlopeOne Model

Yuyu Yin,1,2,3 Wenting Xu,1 Yueshen Xu,4 He Li,4 and Lifeng Yu5

1School of Computer Science and Technology, Hangzhou Dianzi University, Hangzhou, Zhejiang 310018, China
2Key Laboratory of Complex Systems Modeling and Simulation of Ministry of Education, Hangzhou, Zhejiang 310027, China
3College of Electrical Engineering, Zhejiang University, Hangzhou, Zhejiang 310027, China
4School of Software, Xidian University, Xi’an, Shanxi 710071, China
5Hithink RoyalFlush Information Network Co., Ltd., Hangzhou, Zhejiang, China

Correspondence should be addressed to Yueshen Xu; ysxu@xidian.edu.cn

Received 25 January 2017; Accepted 21 March 2017; Published 22 June 2017

Academic Editor: Jaegeol Yim

Copyright © 2017 Yuyu Yin et al.This is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The mobile service is a widely used carrier for mobile applications. With the increase of the number of mobile services, for
service recommendation and selection, the nonfunctional properties (also known as quality of service, QoS) become increasingly
important.However, inmany cases, the number ofmobile services invoked by a user is quite limited, which leads to the large number
of missing QoS values. In recent years, many prediction algorithms, such as algorithms extended from collaborative filtering (CF),
are proposed to predict QoS values. However, the ideas of most existing algorithms are borrowed from the recommender system
community, not specific formobile service. In this paper, we first propose a data filtering-extended SlopeOnemodel (filtering-based
CF), which is based on the characteristics of a mobile service and considers the relation with location. Also, using the data filtering
technique in FB-CF and matrix factorization (MF), this paper proposes another model FB-MF (filtering-based MF). We also build
an ensemble model, which combines the prediction results of FB-CFmodel and FB-MFmodel. We conduct sufficient experiments,
and the experimental results demonstrate that our models outperform all compared methods and achieve good results in high data
sparsity scenario.

1. Introduction

Since many mobile services have been or being developed as
the interfaces to access resources onmobile environment, the
number of services increases dramatically. Users often have
to select a mobile service from a series of service candidates
with similar function. To solve the selection issue, people
develop the service recommender system to select services
with better QoS (short for quality of service). But in mobile
service invocation, most users only have invoked quite a few
services before, and a large part of QoS values are unknown.
To solve this problem, it is urgent to find an effective method
to predict QoS values, which has been a research highlight in
service computing community.

The collaborative filtering (CF for short) algorithm is
widely used for QoS prediction [1, 2]. The idea of CF
algorithm is to first identify the similar neighbors of a user

or a mobile service and then use the historical QoS values
of neighbors to predict the unknown values of the target
user or service. It can be seen that the prediction accuracy of
CF algorithm largely depends on the identification of similar
neighbors. In mobile service recommendation, the accuracy
of similar neighbor identification is not so well due to the
following reasons:

(1) In similar neighbor identification, there is an assump-
tion that the QoS values are stable and reliable.
However, QoS is largely impacted by the mobile
network environment in different locations, both in
the user side and service side. Due to the instability
of mobile network environment, the QoS value is also
unstable.

(2) Along with the increase of data sparsity, the similarity
computation becomes much less accurate. In high
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data sparsity, the number of services invoked by a
single user is quite limited, which leads to the even
few number of common invoked mobile services by
more than one user. Especially in the extreme case
that two users do not have any services commonly
invoked, there is no chance for any two users being
the similar neighbor of the other. So it is difficult
to conduct similar neighbor identification with high
accuracy in sparse QoS records.

(3) In many cases, we need to select the 𝐾 most similar
neighbors from all neighbor candidates, and the value
of 𝐾 brings a nonnegligible impact on prediction
accuracy. The optimal value of 𝐾 often needs to be
determined through a series of experiments and is
often different in different datasets.

So we decide to propose new models that can handle
the above issues, and our models are based on SlopeOne
model. For QoS prediction, the SlopeOne model does not
need to identify similar neighbors but directly uses the known
QoS records to predict missing values [3]. So the SlopeOne
model avoids the issue of similar neighbor identification that
happens in CF algorithm. However, the SlopeOnemodel also
has a defect; that is, the model needs to use all of the known
QoS records for a missing value prediction. On the one
hand, such defect increases the time complexity. On the other
hand, it is inevitable to involve noise data, which lowers the
prediction accuracy. This paper aims to solve those problems
and makes the following contributions:

(1) It proposes a twofold data filtering strategy to filter
noise to improve prediction accuracy and lower time
complexity, for predicting the QoS values of mobile
services. The proposed data filtering strategy is not
designed to any specific QoS property of a mobile
service but can be used to predict all types of QoS
properties.

(2) It proposes two novel prediction models. One is an
ensemble model, and the other is a matrix factoriza-
tion model.

(3) It proposes a linear way to combine the results of
the two proposed models, further improving the
prediction accuracy.

(4) It conducts sufficient experiments in two real-world
datasets, and the experimental results demonstrate
the effectiveness of the proposed models. Note that
our models only need the QoS records as the input,
without the need for any other side information,
which brings high feasibility in mobile service invo-
cation scenario.

The rest of the paper is organized as follows: Section 2 dis-
cusses the related work. Section 3 presents the framework of
our work. Section 4 explains the proposed filtering methods,
and Section 5 elaborates the proposedmodels. Section 6 gives
the experimental results, and Section 7 concludes the paper
and discusses the future work.

2. Related Work

It is hard for a user to invoke all available mobile services to
acquire all QoS values, to select the most suitable one. Thus,
QoS prediction is an indispensable task in mobile service
selection and recommendation. The collaborative filtering
(CF for short) algorithm is widely used in traditional service
computing community to predict QoS [1, 4–7].

The CF algorithm is first formally proposed by [8] and
has been broadly employed in e-commerce recommender
systems [9, 10]. The CF algorithm can be classified into two
types, that is, neighbor-based CF and model-based CF. The
neighbor-based CF algorithm can be further classified into
two categories, that is, user-based CF algorithm and service-
based CF algorithm. We take the following prediction task
as the example: to predict the QoS value of user 𝑢 receiving
after invoking service 𝑗, marking as 𝑞𝑢𝑗. The user-based CF
algorithm first identifies the similar neighbors of user 𝑢 with
similarity computation, using the historical QoS records [11–
13]. Then, the user-based CF algorithm collaboratively uses
the historical QoS records of the identified similar neighbors
to service 𝑗 to compute the predicted QoS value 𝑞𝑢𝑗. The
service-based CF algorithm is similar to the user-based CF
algorithm, and the difference is that the first step is to identify
the similar neighbors of service 𝑗, and the missing value 𝑞𝑢𝑗
is predicted by collaboratively using the known QoS records
of user 𝑢 to the identified service neighbors [10, 14, 15].

In recent years, several new neighbor-based CF algo-
rithms have been also proposed for QoS prediction in tradi-
tional service computing. Sun et al. [16] proposed a new sim-
ilarity computation method to better identify user neighbors
and service neighbors. In detail, the authors normalized the
QoS values and computed the similarity based on Euclidean
distance. Liu et al. [17] proposed a geographic location-
based CF algorithm. They assumed that the users that are
located near each other had similar network environment
and thus were likely to experience similar QoS. Zheng et al.
[18] constructed an ensemble model, which combined the
prediction results of user-based CF algorithm and service-
based CF algorithm with a predefined parameter.

Another important type of CF algorithm is model-based
algorithm, and the idea is to learn the latent features of a user
and a service and further learn the relation between the latent
features of users and services. The learning process is based
on the historical QoS records. The model-based algorithm
includes SVM [19], MF (short for matrix factorization) [20,
21], Bayesian classifier [13], and latent semantic analysis [22].
The MF model has been verified to be effective and be the
first choice in many prediction tasks. He et al. [23] proposed
a geographic location-based hierarchicalMFmodel, in which
the user-service invocation matrix is partitioned into several
local matrices, with 𝐾-Means algorithm.The final prediction
result is computed as the combination of the results that
are achieved using the whole matrix and local matrices,
respectively. Xu et al. [24] extended the PMF (probabilistic
matrix factorization) with geographical information. In their
model, the similar neighbors were identified based on the
geographical distance, and the latent feature vector of the
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target user was learned together with the feature vectors of
similar neighbors.

Lemire and Maclachlan [3] first proposed the SlopeOne
model in recommender system community, which was easy
to implement and could achieve good performance. Zhang
[25] proposed a hybrid model that was the combination
of SlopeOne model and item-based CF algorithm. Corre-
spondingly, Wang and Ye [26] proposed a hybrid model
as the combination of SlopeOne model and user-based CF
algorithm. Mi and Xu [27] first clustered items according to
the ratings that the items received, and, in each cluster, the
missing ratings were predicted using SlopeOne model.

In service computing, there are not so many works
that study the SlopeOne model. In this paper, we employ
SlopeOne model as the base to predict QoS values for mobile
services, and our proposed models are verified to be effective
by sufficient experiments.

3. The Whole Framework

We present the whole framework of this paper in Figure 1,
which includes the following components:

(1) User-service invocation matrix: it stores the known
historical QoS records, and the large part of missing
values are to be predicted.

(2) User similarity matrix: it stores the similarity result
of two users, which is computed based on the service
invocation records.

(3) Service similarity matrix: it stores the similarity result
of two services, which is computed based on the
invoked records.

(4) Global filter: it identifies the user neighborhood and
service neighborhood based on the similarity.

(5) Local filter: it further identifies a fine-grained neigh-
borhood from the neighborhood that is discovered by
the global filter.

(6) FB-CF (filtering-based CF): it is the proposed mul-
timodel combination method, which is composed of
three submodels, and can select a suitable submodel
to finish the prediction task in different conditions.

(7) FB-MF (filtering-based MF): using the prediction
results of FB-CF, this component first fills the missing
entries in the user-service invocationmatrix and then
factorizes the matrix using the MF model.

(8) The ensemble model: it combines the FB-CF model
and FB-MF model, to further improve the prediction
accuracy.

4. The Proposed Filtering Method

In this section, we present our proposed filtering methods,
including global data filtering and local data filtering.

4.1. Global Filtering

4.1.1. The Motivation of Global Filtering. The motivation of
global filtering is based on the observation of real-world

service invocation data, and we take the response time as the
example to explain. First, let us see Table 1. In Table 1, the
task is to predict the QoS value after user1 invokes service2.
Using the basic SlopeOne model, we can get the prediction
result as 𝑥 = 𝑎 + (𝑐 − 𝑏). Now let us see Table 2, in which the
prediction result is 𝑥 = 7 + (0.5 − 0.7) = 6.8. However, the
prediction result is likely to be biased, and such bias should
be avoided for a linear predictionmodel.The analysis is based
on the real-worldQoS data collected by [28], andmore details
of this dataset can be found in the experiment section (see
Section 6.1). We give the following detailed analysis.

(1) As shown in Figures 2(a) and 2(b), the response time
data have a strong aggregation characteristic, and the
values of most data are distributed around a limited
value range. More than 80% values are less than
the average, and more than 90% values are located
in the range of the average adding double standard
deviations. Thus, the prediction value 6.8 is quite
likely to be deviated from the real value of 𝑥.

(2) The distribution of QoS values shows clear random-
ness. Assume that the real value of 𝑥 is close to the
prediction value 6.8; then, the QoS value vectors of
user1 and user2 should have a stable difference in
every dimension. If the deviation of the difference of
twoQoS value vectors is small, the difference between
the two vectors is stable. As shown in Figure 3, we
randomly select user A and further select user C.The
QoS value vector of user C is similar to that of user
A. It can be seen that the QoS value of user A can be
smaller or larger than the QoS value of user C, which
means there is no stable difference between the QoS
values of userA and user C, even though the deviation
of difference of user C is the smallest compared to
user A. So the prediction value 6.8 is likely to be quite
different from the real value of 𝑥.

Now let us consider the case in Table 3, in which we can
get the prediction value 𝑥 = 1 + (0.5 − 0.7) = 0.8. Based on
the aggregation effect shown in Figure 2(a), the probability
of 𝑥 being close to 0.8 is large. So naturally more such local
matrices are helpful for linear regression to improve the
prediction accuracy.

Based on the above analysis, when the difference among
𝑎, 𝑏, and 𝑐 is large (as shown in Table 2), the prediction error
is likely to be large. In contrast, when the difference among 𝑎,
𝑏, and 𝑐 is small (as shown in Table 3), the prediction error is
likely to be small. So in this paper, we use global filtering to
enlarge the frequency of the cases like Table 3.

4.1.2. Global Filtering with Similarity Computation. The goal
of global filtering is to make the values of 𝑎, 𝑏, and 𝑐 close
to each other. Some papers claim that the users with close
geographical location have similar network environment
and thus tend to experience similar QoS [17, 29]. However,
in mobile environment, the relation between the network
configuration and location is more complex. As shown in
Figure 4, we randomly select two users A and B that are
close to each other geographically. It can be seen that the
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Figure 1: The whole framework.

Table 1: Example 1.

service1 service2
user1 𝑎 𝑥
user2 𝑏 𝑐

Table 2: Example 2.

service1 service2
user1 𝑎 = 7 𝑥 = ?
user2 𝑏 = 0.7 𝑐 = 0.5

QoS value (response time) of user A can be quite larger
than that of user B or be also quite smaller than that of
user B. That is, even though two users locate closely, the
QoS values that they receive may still be quite different.
Besides, if the side information, such as the geographical
location, is indispensable for a model, the applicability of
the model will be limited. For a model with geographical
information as the input, the model will fail to work in the
invocation scenario that has no geographical information. In
this paper, the proposed models use Manhattan distance as
a base to compute the similarity to finish the global filtering.
The Manhattan distance is

dis (𝑥⃗, ⃗𝑦) =
𝑛

∑
𝑖=1

(󵄨󵄨󵄨󵄨𝑥𝑖 − 𝑦𝑖󵄨󵄨󵄨󵄨) , (1)

where 𝑥⃗ and ⃗𝑦 are the QoS value vectors of two users and 𝑛
is the number of services that are commonly invoked by the
two users. Equation (1) ignores the impact of the number of
commonly invoked services, sowe use the averageManhattan
distance to better compute the similarity of two QoS vectors,
which is shown as follows:

sim (𝑥⃗, ⃗𝑦) = 1
1 + ∑𝑛𝑖=1 (󵄨󵄨󵄨󵄨𝑥𝑖 − 𝑦𝑖󵄨󵄨󵄨󵄨) /𝑛 , (2)

where we borrow the idea of Laplacian smoothing in the
denominator. In (2), if the QoS vectors are closer, the

similarity of the users will be larger. Note that although
we take the user similarity computation as the example to
explain, similarly, the service similarity can be also computed
in the same way. In mobile service similarity computation, 𝑥⃗
and ⃗𝑦 are the vectors of the invoked records of two mobile
services, and 𝑛 is the number of users that have commonly
invoked the mobile services before.

The global filtering is conducted in both the user side
and service side and uses a threshold to control the filtering
strength. That is, for the target user or target service, the
goal is to select the similar neighbors that the corresponding
similarity is larger than the threshold.The threshold is not set
manually but computed automatically as

𝜏global = avg (Simuser) + avg (Simservice)
2 , (3)

where 𝜏global is the threshold, avg(Simuser) is the average value
of the user similarity matrix, and avg(Simservice) is the average
value of the mobile service similarity matrix. The automatic
computation of the threshold improves the applicability of
our method. The experimental results show that, in two real-
world datasets, the proposed global filtering achieves good
performance.

After global filtering, we get the similar neighbor set for
a user or a service. Considering that, under the case of huge
data volume, the similar neighbor set can be quite large, to
lower the complexity of subsequent computation, we select
the 𝐾 most similar neighbors to form a compact neighbor
set. The sensitivity of our proposed models to 𝐾 will be given
in the experiment section.

4.2. Local Filtering. The global filtering is capable of measur-
ing the closeness of QoS vectors, but there may exist huge
difference among some local QoS values. Here is an example,
where there are two QoS vectors ⃗𝑞𝐴 and ⃗𝑞𝐵:

⃗𝑞𝐴 = (1, . . . , 1, 10, 2, . . . , 2) ,
⃗𝑞𝐵 = (1, . . . , 1, 3, 2, . . . , 2) .

(4)
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Table 3: Example 3.

service1 service2
user1 𝑎 = 1 𝑥 = ?
user2 𝑏 = 0.7 𝑐 = 0.5

A and B (A or B could be a user or a service) can receive a
quite different QoS value (such as 10 and 3 as shown in the
above example), but since the QoS values in other entries are
quite similar, overall the similarity should be large. However,
in SlopeOne model, using 10 and 3 will lead to large error. So
in this paper, we further propose a local filtering method to
avoid the above case.

Lemire and Maclachlan [3] proposed the bipolar Slope-
One model, which only uses the data to reach consistency in
two-class classification, to be the input of the prediction.This
model does the local filtering task to some extent but has the
following defects:

(1) It is hard to decide the classification border: as
continuous values, the QoS values are different from
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Figure 4:TheQoSdistribution of users in close geographic location.

the traditional rating data, which are discrete values.
So it is hard to decide the threshold for two-class
classification. For example, we set 5 as the threshold,
being larger than 5 is positive class, and being smaller
than 5 is negative class. In such a case, being 4.9will be
negative class, and being 5.1 will be positive class, but
naturally the two values are quite close to each other.

(2) It is easy to lead to overfiltering: the algorithm
requires that, in the local matrix, the classifications of
QoS values 𝑎, 𝑏, and 𝑐 should be the same. Such strong
filtering strategy is likely to lead to too few available
data that can be used for prediction, especially in the
high data sparsity case.

To solve the above issues, in this paper, we propose a local fil-
teringmethod based on the dynamic difference classification.

Different from the static two-class classification, which
employs a fixed threshold to classify a QoS to one of the two
classes, we define that if the difference of two values is smaller
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than a threshold, then the class of the two values is the same.
That is,

{𝑞𝑎, 𝑞𝑏 ∈ the same class | 󵄨󵄨󵄨󵄨𝑞𝑎 − 𝑞𝑏󵄨󵄨󵄨󵄨 < 𝜏local} , (5)

where 𝜏local is the classification threshold. Similar to the global
filtering threshold 𝜏global, the local filtering threshold 𝜏local
in this section does not rely on manual setting either but is
computed automatically as the average of all the known QoS
values; that is,

𝜏local = avg (dataset) . (6)

5. The Proposed Prediction Models

In this section, we will elaborate the proposed prediction
models, including three SlopeOne-based models and one
MF-based model.

The framework of the proposed model FB-CF (filtering-
based CF) is shown in Figure 5. The first step is to use
the proposed global filter and local filter to filter the noise
data, and the second step is to conduct the prediction using
the proposed weighted SlopeOne model (see the following
Section 5.1). In the prediction process, if the weighted
SlopeOne model finds that the cases of invocation failure or
cold-start occur, the framework will turn to the proposed
Top𝐾 model or SlopeOne Top𝐾 model (see the following
Sections 5.2 and 5.3). It means that FB-CF model can
select a suitable submodel to fit any real invocation case,
which further improves the prediction accuracy. We will give
detailed explanation of all models in the rest part of this
section.

5.1. Data Filtering-Based Weighted SlopeOne. Assuming two
vectors V⃗ = {V𝑖 | 𝑖 = 1, 2, . . . , 𝑛} and 𝑤⃗ = {𝑤𝑖 | 𝑖 =
1, 2, . . . , 𝑛}, the SlopeOne model uses the linear regression
predictor 𝑓(𝑥) = 𝑥 + 𝑏, 𝑥 ∈ V⃗. If we aim to compute 𝑤⃗
based on V⃗, there is only one unknown parameter 𝑏. To get
the parameter 𝑏, we only need to minimize the loss function

min
𝑛

∑
𝑖=1

(V𝑖 + 𝑏 − 𝑤𝑖)2 . (7)

So the task turns to computing the optimal 𝑏. By derivation,
we can get 𝑏 = ∑𝑖(𝑤𝑖 − V𝑖)/𝑛, which indicates that 𝑏 is equal
to the average deviation of V⃗ and 𝑤⃗.

When the SlopeOnemodel predicts the QoS value of user
𝑢 invokingmobile service 𝑗 based onmobile service 𝑖, 𝑏 is the
average deviation of the QoS records of service 𝑖 and service
𝑗, and 𝑥 is the QoS value of user 𝑢 invoking mobile service 𝑖.
We can get the following predictor:

𝑞𝑢𝑗 = 𝑞𝑢𝑖 + dev𝑖𝑗, (8)

where the average deviation dev𝑖𝑗 is computed with

dev𝑖𝑗 = ∑
𝑢∈𝑈𝑖𝑗

𝑞𝑢𝑖 − 𝑞𝑢𝑗󵄨󵄨󵄨󵄨󵄨𝑈𝑖𝑗
󵄨󵄨󵄨󵄨󵄨

, (9)

where 𝑈𝑖𝑗 represents the user set, in which the users invoke
both service 𝑖 and service 𝑗.

5.2. TopK Prediction Model. In the historical invocation
records, there exist some QoS values that are not missing
but recorded to be negative, which mean that the service
invocation fails and the QoS value has not been recorded.
In this paper, we also aim to predict the possibility of
invocation failure, by studying the possibility of a QoS value
being negative. After global and local filtering, if there are
some values being negative, which lowers the prediction
performance, we use the following Top𝐾 model to solve this
issue. The user-based Top𝐾 model is used to predict the QoS
value of user 𝑢 invoking service 𝑗, following the two steps:

(1) Use Top𝐾 algorithm to select the similar neighbor set
𝑁(𝑢). This step uses Manhattan distance to compute
the similarity to select the 𝐾 most similar neighbors
for user 𝑢.

(2) Predict themissing values based on similar neighbors’
historical QoS records. The predictor is

𝑞𝑢𝑗 ≈
∑V∈𝑁(𝑢) sim (𝑢, V) × 𝑞V𝑗

∑V∈𝑁(𝑢) sim (𝑢, V) , (10)

where sim(𝑢, V) is the similarity of users 𝑢 and V.
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5.3. SlopeOne-TopK Prediction Model. The cold-start prob-
lem is a great challenge in QoS prediction, and we propose
anothermodel SlopeOneTop𝐾 to solve this problem.We take
the example of user 𝑢 invokingmobile service 𝑗 to explain the
following:

(1) Use Top𝐾 algorithm to select the similar neighbor
set 𝑁(𝑢). This step also uses Manhattan distance to
compute the similarity to select the 𝐾 most similar
neighbors for user 𝑢. If a neighbor never invoked
service 𝑗 before, we will use the weighted SlopeOne
model to first predict the unknown value, to solve the
cold-start issue.

(2) Predict themissing values based on similar neighbors’
historical QoS records. The predictor is

𝑞𝑢𝑗 ≈
∑V∈𝑁(𝑢) sim (𝑢, V) × 𝑞V𝑗

∑V∈𝑁(𝑢) sim (𝑢, V) , (11)

where 𝑞V𝑗 is the QoS value of user V invoking mobile
service 𝑗. If 𝑞V𝑗 is unknown, we will first predict 𝑞V𝑗
using weighted SlopeOne model.

5.4. The Proposed FB-MF Prediction Model. In recent years,
the MF model and its extensions are widely used in service
recommendation system and have been verified to be effec-
tive [16]. In MF model, the user-service matrix 𝑅 ∈ R𝑚×𝑛 is
factorized into two low-dimensional matrices 𝑃 ∈ R𝑓×𝑚 and
𝑆 ∈ R𝑓×𝑛, as follows:

𝑅 = 𝑃𝑇𝑆, (12)

where 𝑚 is the number of users, 𝑛 is the number of mobile
services, and𝑓 is the number of latent features. So themissing
value of user 𝑢 invoking service 𝑗 is shown as follows:

𝑞𝑢𝑗 ≈ 𝑃𝑢 ⋅ 𝑆𝑗. (13)

By minimizing the following loss function, we can get the
objective function of MF model:

𝐿 = 1
2
𝑚

∑
𝑢=1

𝑛

∑
𝑗=1

(𝑞𝑢𝑗 − 𝑃𝑢 ⋅ 𝑆𝑗)
2 + 𝜆

2 (󵄩󵄩󵄩󵄩𝑃𝑢󵄩󵄩󵄩󵄩
2 + 󵄩󵄩󵄩󵄩󵄩𝑆𝑗

󵄩󵄩󵄩󵄩󵄩
2) , (14)

where 𝑞𝑢𝑗 is the real value of user 𝑢 invoking service 𝑠. We use
the regularization terms ‖𝑃𝑢‖2 + ‖𝑆𝑗‖2 to avoid the overfitting
problem. We use the gradient descent algorithm to achieve
the local optima of the above loss function; the derivatives
are

𝜕𝐿
𝜕𝑃𝑢

= (𝑃𝑢 ⋅ 𝑆𝑗 − 𝑞𝑢𝑗) ⋅ 𝑆𝑗 + 𝜆𝑃𝑢,

𝜕𝐿
𝜕𝑆𝑗

= (𝑃𝑢 ⋅ 𝑆𝑗 − 𝑞𝑢𝑗) ⋅ 𝑃𝑢 + 𝜆𝑆𝑗.
(15)

In fact, the user-service matrix 𝑅 is quite sparse. So
in the process of minimizing the loss function, there are
many 𝑞𝑢𝑗 being missing. Such high sparsity seriously impacts

the effectiveness of the model and decreases the prediction
accuracy. So we propose a filtering-based MFmodel (FB-MF
for short) to solve the problem.

In FB-MF model, we first use the FB-CF model to finish
the prediction task and fill the missing value in user-service
matrix 𝑅. So in the beginning of FB-MF model, all values are
known. Since the prediction result of FB-CF is close to the real
value, the existing prediction result can be the base of FB-MF
model, to further improve the prediction accuracy.

5.5. The Ensemble Model. Note that the FB-CF model is a
local prediction model that uses the filtered local data from
the whole QoS records. In contrast, the FB-MF model is a
global model that uses the whole QoS records. To further
improve the prediction accuracy, we combine the prediction
results of the FB-CF model and FB-MF model. We use a
parameter to combine the two results linearly, which is shown
as follows:

𝑞𝑢𝑗 ≈ 𝜃 × 𝑞FB-CF + (1 − 𝜃) × 𝑞FB-MF. (16)

The parameter 𝜃 is used to control the weight of two individ-
ual models in the final prediction result. If the parameter 𝜃 is
set to 0, the ensemble model will be degraded to the FB-MF
model. If 𝜃 is set to 1, the ensemble model will be degraded to
the FB-CF model. We name the ensemble model as filtering-
based ensemble model (FB-EM for short).

Although, in the current paper, we adopt a static way (𝜃)
to control the weight of the two models, we can see from
the experimental results of parameter sensitivity that our
model is not sensitive to the value of 𝜃. It indicates that the
static setting of 𝜃 does not bring much impact on the model
performance. We will add the task of dynamic parameter
setting into the future work list.

6. Experiment and Evaluation

We conduct sufficient experiments to evaluate the perfor-
mance of our proposed models, compared to several well-
known existing models. The experimental results demon-
strate that our models achieve better prediction accuracy and
are also not sensitive to the parameters.

6.1. Dataset and Evaluation Metrics. In the experiments, we
use a real-world service QoS dataset, WSDream dataset,
which is published by [28].This dataset contains 5825 services
and 339 users and contains two types of QoS attributes,
that is, response time and throughput. In this paper, we
conduct experiments on both response time and throughput
records. This dataset has been widely employed to evaluate
the prediction accuracy by many researchers [18, 24, 30, 31].
So the experimental results in this paper are convincing.

We use the Mean Absolute Error (MAE) and Normalized
Mean Absolute Error (NMAE) to measure the prediction
accuracy of our models. The MAE is defined as follows:

MAE = 1
𝑁 ∑
𝑢,𝑠

󵄨󵄨󵄨󵄨𝑞𝑢,𝑠 − 𝑞𝑢,𝑠󵄨󵄨󵄨󵄨 . (17)
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Table 4: Accuracy comparison (a smaller value means higher accuracy).

Model
Training set density (TD) — response time

TD = 5% TD = 10% TD = 15% TD = 20%
MAE NMAE MAE NMAE MAE NMAE MAE NMAE

UserMean 0.8829 1.0879 0.8766 1.0861 0.8785 1.0861 0.8749 1.0849
ItemMean 0.7318 0.9019 0.7121 0.8823 0.7101 0.8779 0.7031 0.8718
SlopeOne 0.7126 0.8757 0.6929 0.8560 0.6886 0.8544 0.6843 0.8492
IPCC 0.6833 0.8422 0.6248 0.7741 0.6037 0.7464 0.5849 0.7253
UPCC 0.6763 0.8335 0.6304 0.7811 0.6172 0.7630 0.6053 0.7506
WSRec 0.6542 0.8063 0.6157 0.7628 0.6026 0.7450 0.5825 0.7223
MF 0.6441 0.7939 0.5405 0.6697 0.5207 0.6438 0.5023 0.6229
FB-CF 0.4991 0.6150 0.4282 0.5305 0.3977 0.4917 0.3788 0.4697
FB-MF 0.4890 0.6027 0.4269 0.5289 0.4019 0.4968 0.3864 0.4791
FB-EM 0.4856 0.5984 0.4195 0.5196 0.3925 0.4852 0.3751 0.4651

The NMAE is defined as follows:

NMAE = MAE
∑𝑢,𝑠 𝑞𝑢,𝑠/𝑁 , (18)

where 𝑞𝑢,𝑠 is the real QoS value in testing set, 𝑞𝑢,𝑠 is the
prediction value, and𝑁 is the number ofQoS values in testing
set. A smaller MAE value or a smaller NMAE value means
higher prediction accuracy.

6.2. Experiment Setting. In the real-world service invocation,
the number of known user-service invocation records is
quite limited. To conduct the experiment in a real-world
scenario, we randomly select a small part of QoS records
from the whole dataset to generate the training set, and the
remaining data generate the testing set. In our experiment,
we evaluate the prediction accuracy of each model on four
different training set densities, that is, 5%, 10%, 15%, and
20%. For example, in the case of training set density being
5%, it means that 5% of the whole data form the training
set, while the remaining 95% data are to be predicted. Each
set of experiment is conducted for 10 times, and we report
the average result.We conduct experiments on both response
time and throughput datasets, to give people the confidence
that our models can be employed in diverse QoS prediction
tasks for mobile service.

In parameter setting, for the FB-CF model, we set the
parameter 𝐾, including the size of user neighborhood, to
be 10 (marked as 𝐾user = 10) and the size of service
neighborhood, to be 30 (marked as 𝐾service = 30). For the
FB-MF model, the number of latent factors 𝑓 is set to be 50,
and the regularization parameter 𝜆 is set to be 0.01. For the
hybrid model, the parameter 𝜃 is set to be 0.6. All parameters
in the baseline models are set to the same values as in their
original papers.

6.3. Performance Comparison. To evaluate the prediction
accuracy of our models, we implement several well-known
QoS prediction models, as listed below. In those models,
UPCC, IPCC, and WSRec are neighborhood-based models,
MF is model-based, and SlopeOne is a regression-based
model:

(1) UserMean: the missing QoS value is predicted as the
mean of the historical QoS values invoking by the
target user.

(2) ItemMean: the missing QoS value is predicted as the
mean of the historical QoS values on the target service
invoking by different users.

(3) UPCC (user-based PCC): UPCC is a user-based
collaborative filtering method. This method utilizes
the historical QoS records of similar users to predict
the missing QoS values in a collaborative way [32].

(4) IPCC (item-based PCC): IPCC is an item-based
collaborative filteringmodel.This method utilizes the
historical QoS records of similar services to predict
the missing QoS value [15].

(5) WSRec: this method is proposed by [18] and linearly
combines the prediction results of UPCC and IPCC.
WSRec uses a parameter to balance the weighted
UPCC and IPCC.

(6) MF: MF refers to the matrix factorization model and
has been explained in Section 5.4.

(7) SlopeOne: SlopeOne is a linear regression model
proposed by [3].

From both Tables 4 and 5, we have the following observa-
tions:

(1) The proposed three models (FB-CF, FB-MF, and
FB-EM) all achieve higher prediction accuracy than
other baseline models in both datasets and in various
density cases. Such an improvement indicates that
the proposed filtering strategies, combination model,
and the ensemble model are effective. Also, it can
be inferred that our proposed filtering strategies and
models have high feasibility to different data densities.
The reason that the FB-MF model performs better
than FB-CF model is as follows:

(a) In the initial state of FB-MF model, the sparse
user-service matrix is prefilled using the predic-
tion result of FB-CF model. So it can be seen
that the prediction procedure of FB-MF model
is exactly built on the achieved prediction result.
So expectably, the prediction result of FB-MF
model should be better than the result of FB-CF
model.
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Table 5: Accuracy comparison (a smaller value means higher accuracy).

Model
Training set density (TD) — throughput

TD = 5% TD = 10% TD = 15% TD = 20%
MAE NMAE MAE NMAE MAE NMAE MAE NMAE

UserMean 50.937 1.1729 51.343 1.1684 50.941 1.1676 51.185 1.1639
ItemMean 37.307 0.8597 33.014 0.7508 32.785 0.7490 32.676 0.7421
SlopeOne 31.798 0.7322 31.820 0.7242 31.688 0.7263 31.701 0.7208
IPCC 31.112 0.7164 29.936 0.6813 30.100 0.6899 30.609 0.6960
UPCC 30.829 0.7099 29.054 0.6612 28.357 0.6499 28.114 0.6393
WSRec 29.538 0.6802 28.185 0.6414 27.556 0.6315 27.422 0.6235
MF 58.623 1.3503 30.188 0.6870 24.106 0.5525 22.065 0.5017
FB-CF 24.189 0.5568 19.396 0.4413 17.522 0.4015 16.192 0.3682
FB-MF 21.870 0.5035 18.597 0.4231 17.533 0.4018 16.940 0.3852
FB-EM 21.806 0.5020 18.151 0.4130 16.884 0.3869 16.036 0.3646
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Figure 6: Sensitivity to 𝐾 (user).
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(b) We can notice that, in Tables 4 and 5, the
performance of MF model is consistently better
than that of collaborative filtering algorithms
(e.g., IPCC and UPCC). It indicates that the
MF model itself has larger potential to achieve
higher prediction accuracy.

(2) Along with the training set density increasing, MAE
and NMAE values decrease. It indicates that more
historical invocation records indeed can improve the
prediction performance.

(3) Based on the paired 𝑡-tests (𝑝 < 0.001), the improve-
ments achieved by our threemodels are all significant.

In the rest part of this section, we will study the sensitivity
of our proposed ensemble model FB-EM to the parameters.

6.4. The Sensitivity Analysis of 𝐾. In this paper, we use
the parameter 𝐾 to control the number of user or service
neighborhood size. Using 𝐾 lowers the time complexity and
saves the time of online prediction. We find that the change
trends of MAE and NMAE are quite similar, so we report the
result of NMAE here.

The parameter 𝐾user controls the number of user neigh-
borhood, and as Figure 6 shows, with the increase of𝐾user, the
NMAE value first decreases and then reaches a stable point.
At the point of 𝐾user being equal to 10, the model achieves
the best NMAE value. So we set the default parameter of
𝐾user to 10. Note that, in the two datasets of response time
and throughput, the change trends of 𝐾user and NMAE are
quite similar, which illustrates that our model can be used in
different prediction tasks.
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Figure 8: Sensitivity to 𝜃.

The parameter of 𝐾service controls the number of service
neighborhoods, and as Figure 7 shows, with the increase
of 𝐾service, the NMAE value first decreases and then also
becomes stable at the point of 𝐾service being 30, where the
model achieves the best NMAE value. So we set the default
parameter of 𝐾service to 30. Similarly, in the two datasets, the
change trends of 𝐾service and NMAE are also quite similar.

6.5. The Sensitivity Analysis of 𝜃. The parameter 𝜃 is used to
balance the weight of two individual models (FB-CF and FB-
MF) in the ensemble model. We set the parameter 𝜃 in the
range of 0 to 1. We report the experimental result in both
response time dataset and throughput dataset, in Figure 8.

It can be seen that, in four different training set densities,
the optimal value of 𝜃 is all in the value of 0.5∼0.7. In thewhole

range of 0 to 1, the change extent of NMAE value is limited,
and in the two datasets, the change trends of NMAE are also
quite similar. For one thing, it indicates that our model is not
sensitive to the setting of 𝜃. For another thing, our model can
be used for multiple QoS prediction tasks.

6.6. The Sensitivity Analysis of Training Set Density. The
training set density is the proportion of known mobile
service invocation records in the whole dataset. A higher
training set density means more information can be used
for QoS prediction. To better study the impact of training
set density, we conduct comparative experiments on three
different values of 𝐾user (5, 10, and 15) and three different
values of 𝐾service (20, 30, and 40). The experimental results
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Figure 9: Sensitivity to training set density.

are shown in Figure 9, where the density is set to be the value
in the range of 2% to 20%.

Figure 9 shows that, with the matrix density increasing,
the NMAE value decreases at first. Along with the training
set density being larger, the speed of decreasing becomes
slower. It means that when there are only limited historical
invocation records, the best way to improve prediction
accuracy is to collect more QoS data. But when the number
of QoS records becomes larger, the key of the prediction task
turns to the development of effective models.

7. Conclusion and Future Work

In this paper, we propose two filtering-based models to pre-
dict QoS values for mobile services and an ensemble model,

which are FB-CF (filtering-based CF), FB-MF (filtering-
based MF), and FB-EM (filtering-based ensemble model).
The proposed three models are all based on the proposed
filtering methods. The FB-CF model and FB-MF model are
extended from SlopeOne model and matrix factorization,
respectively. We propose two filtering methods, that is,
global filtering and local filtering. The goal of the filtering
methods is to filter the noise data that are not suitable for
similarity computation. In particular, the FB-CF model and
the filteringmethods are organized into a unified framework.
We conduct sufficient experiments on a real-world dataset,
and the experimental results demonstrate the effectiveness of
our filtering methods and models.

In the future, wewill continue to improve ourmodel from
various ways. For example, we plan to use a more flexible
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way to combine the two individual models, instead of using a
fixed parameter. Second, we also try to improve the filtering
methods by investigating more QoS properties of mobile
services.
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