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A novel artificial immune system algorithm with social learning mechanisms (AIS-SL) is proposed in this paper. In AIS-SL,
candidate antibodies aremarkedwith an elitist swarm (ES) or a common swarm (CS). Correspondingly, these antibodies are named
ES antibodies or CS antibodies. In the mutation operator, ES antibodies experience self-learning, while CS antibodies execute two
different social learning mechanisms, that is, stochastic social learning (SSL) and heuristic social learning (HSL), to accelerate the
convergence process. Moreover, a dynamic searching radius update strategy is designed to improve the solution accuracy. In the
numerical simulations, five benchmark functions and a practical industrial application of proportional-integral-differential (PID)
controller tuning is selected to evaluate the performance of the proposed AIS-SL. The simulation results indicate that AIS-SL has
better solution accuracy and convergence speed than the canonical opt-aiNet, IA-AIS, and AAIS-2S.

1. Introduction

Artificial immune systems (AIS) are intelligent computa-
tional models or algorithms inspired by the principles of
human immune system with the characteristics of self-
organization, learning, memory, adaptation, robustness, and
scalability [1]. By imitating the immune process of human
immune system, AIS has been developed as an effective
tool for scientific computing and engineering applications
[2], such as function optimization [3, 4], data mining [5],
pattern recognition [6, 7], anomaly detection [8, 9], Internet
of Things [10], and industrial control systems [11–14].

In the past few years, most AIS and their variations
were derived from four major models or theories [1], that
is, clone selection, negative selection, danger theory, and
artificial immune network. Artificial immune networkmodel
is based on the theory of immune network, which states that
the immune cells act as a mutually reinforcing network con-
structed by the matching between paratopes and idiotopes of
antibodies. Consequently, there are interactions between not

only antibodies and antigens but also antibodies themselves,
which causes suppression of the antibodies.

Nunes De Casto and Von Zuben proposed an early
version of artificial immune network (aiNet) for data analysis,
which is aiming at reducing data redundancy to compress the
input set representation [15]. Further, aiNet was developed
as opt-aiNet to solve multimodal optimization problems
[16]. Due to well-designed immune operators, opt-aiNet is
capable of both exploration and exploitation. And soon,
Stibor and Timmis presented a closeness measure between
the input data set and the compressed output data set by
considering the compression quality of opt-aiNet [17]. As a
revised version of opt-aiNet, dopt-aiNet [18] was proposed
for function optimization in dynamic environments. Inspired
by omnioptimization, Coelho and von Zuben proposed an
improved omni-aiNet [19], which is able to adjust the popula-
tion size dynamically. As a result, high redundancy within the
population is avoided. Cob-aiNet [20] designed an evaluation
method of concentration to direct immune operators. By
introducing the elitist-learning policy of PSO, aiNet-EL [21]
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and its enhanced version [22] were proposed. Clearly, Both
of these two algorithms discriminate elitist antibodies and
nonelitist antibodies during mutation operation, and their
results indicate that the elitist-learningmechanism is effective
to improve the convergence speed. In order to enhance the
adaptability of AIS, an improved adaptive artificial immune
system (IA-AIS) [23] was designed, where the cloning opera-
tor and mutation operator are based on affinity. To maintain
the tradeoff between exploration and exploitation, an adap-
tive AIS algorithm with two swarms, that is, AAIS-2S [24],
was proposed. AAIS-2S separates the candidate antibodies
into an elitist swarm (ES) and a common swarm (CS) by their
affinity, where the antibodies experience self-learning and
elitist-learning, respectively. All these achievements indicate
that the artificial immune networks have been studied deeply
and are of interest to researchers.

Note that in AAIS-2S, CS antibodies just learn from some
ES antibody, which brings in the potential risk of falling into
the local optimum. This is because the current ES antibody
can probably not evolve as the final global optimum in the
future, especially in some complex multimodal functions. To
alleviate such potential risk, two social learning mechanisms,
that is, stochastic social learning (SSL) [25] and heuristic
social learning (HSL) [26], were proposed, respectively. As
their extended research, this paper integrates SSL with HSL
into an AIS algorithm and gets a new algorithm named
AIS-SL for complex optimization problems. AIS-SL is able
to choose either SSL or HSL as its learning strategy during
mutation. In this case, AIS-SL may be subdivided into
two different algorithms, that is, AIS-SSL and AIS-HSL.
In addition, a dynamic searching radius update strategy is
designed.The proposedAIS-SL is expected to quickly capture
the optimal solution of complex optimization problems. A
series of comparative simulations about benchmarks and
industrial PID controller will prove the high-performance
and effectiveness of the proposedAIS-SL in both convergence
speed and solution accuracy.

The rest of this paper is organized as follows. Section 2
reviews the related theories of immune systems including
aiNet, opt-aiNet, IA-AIS, and AAIS-2S. Subsequently, Sec-
tion 3 presents the theoretical analyses and the technical
details of the proposed AIS-SL with different social learning
mechanisms, that is, AIS-SSL and AIS-HSL. And Section 4
compares the performances of AIS-SL with opt-aiNet, IA-
AIS, and AAIS-2S by a series of numerical simulations and a
practical industrial PID application. Finally, Section 5 draws
some conclusions.

2. Reviews of Immune Systems

2.1. Human Immune System. In the natural environment,
different kinds of pathogens, such as harmful germs and
viruses, may flow into our bodies, which lead to deadly
damage.Thanks to the powerful immune systems, our bodies
can be kept healthy and secure. Once it invades the organism,
the pathogen becomes antigen and provokes the immune
response. If such antigen is detected for the first time, which
is referred to as the primary response, the immune cells will
propagate a mass of cloned antibodies to destroy the antigen.

During the propagation, the antibodies undergo somatic
hypermutation.The matching between antibody and antigen
is measured by affinity. The higher the affinity is, the better
the candidate antibody matches the specific antigen. In the
immune network theories, there is a suppression process
because immune cells can also recognize each other. As the
reactions continue, immune cells becomemature and further
differentiate into plasma cells ormemory cells.When the same
antigen appears again, memory cells will quickly react, which
is referred to as the secondary response. It is worthmentioning
that the secondary response is triggered much more sharply
and instantly than the primary response.

2.2. Artificial Immune System. Generally, most of theoretical
problems and engineering applications can be modeled as
optimization problems. As a typical AIS model, inspired
by immune network theories, aiNet is designed to solve
these practical problems. Corresponding to human immune
systems, aiNet has some new concepts, where the term
antigen indicates the objective problem to be solved, the
term antibody represents the feasible solution of the objective
problem, and the term affinity is used to evaluate the value of
the feasible solution to the objective problem.

In the initialization phase, 𝑁 candidate antibodies are
randomly produced to form the population Ab(𝑡) =
{Ab1(𝑡),Ab2(𝑡), . . . ,Ab𝑁(𝑡)}, where Ab𝑖(𝑡) is the 𝑖th individ-
ual in the 𝑡th time epoch. And the affinity of these antibodies
is evaluated by Aff(⋅). In each time epoch, any antibody is
cloned for a number of offsprings. And then, these clones
except for the parent one experience the mutation operator.
Only the one with the highest affinity among these clones is
selected to remain. If the current average affinity is not sig-
nificantly different from that of the previous time epoch, the
suppression operator is activated. Among antibodies whose
similarity or distance is less than a suppression threshold
Th𝑠, all but the one with the highest affinity are suppressed.
And then a number of randomly generated antibodies are
recruited. Repeat these iterative process until the termination
condition is met.

Opt-aiNet [16] is a representative of aiNet algorithms.
And it employs a uniform cloning operator where each parent
antibody is cloned for a fixed number ofNc and introduces an
affinity-based Gaussian mutation (AGM) where the mutated
level is determined by affinity. In addition, the Euclidean
distance measure is employed to evaluate similarity, and the
suppression threshold is also fixed, which is determined by
trial and error. Please see [16] for more details.

The number of clones and suppression threshold of opt-
aiNet is fixed, which it is necessary to tune for specific
problems.Moreover, the simple proximate linear relationship
between mutated antibodies and their affinity impairs the
solution accuracy, and the slight difference in mutation scale
between antibodies reduces the convergence speed seriously.
Taking into account these disadvantages, IA-AIS [23] is
proposed to adapt complex optimization problems. In IA-
AIS, an affinity-based cloning operator is proposed, where
the antibody with higher affinity has more offsprings. And a
controlled affinity-based Gaussian mutation (CAGM) opera-
tor is designed to make antibodies with lower affinity mutate
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Figure 1: Flowchart of the proposed AIS-SL algorithm.

much more than those with greater affinity. In addition, the
suppression threshold can be adjusted dynamically and is
proportional to the similarity between antibodies. Please see
[23] for more details.

Considering that antibodies in both opt-aiNet and IA-AIS
evolve independently, which will impair the exploration and
decelerate the convergence process, AAIS-2S [24] is proposed
to introduce a learning mechanism. In AAIS-2S, the candi-
date antibodies are grouped into an elitist swarm (ES) and
a common swarm (CS) by their affinity. The ES antibodies
experience a self-learning mutation operator, while the CS
antibodies go through an elitist-learning mutation operator
to accelerate the convergence. And these two swarms are
updated every other fixed number of time epochs following
a dynamic swarm update strategy, which guarantees that
those better CS antibodies can be luckily updated into ES. In
addition, the searching radius is adjusted adaptively based on
the distance among ES antibodies. Please see [24] for more
details.

3. The Proposed Artificial Immune System
with Social Learning Mechanisms

In order to improve the solution quality and the convergence
speed, this paper proposes an artificial immune system with
social learning mechanisms (AIS-SL) for optimization. Fig-
ure 1 gives the flowchart of the proposed AIS-SL algorithm.
The self-learning mechanism and the social learning mecha-
nism are denoted in the red boxes, respectively.The candidate
antibodies are regrouped into ES and CS in the swarm update

phase. ES antibodies experience the affinity-based cloning
operator and the self-learning mutation operator, where the
searching radius is updated adaptively by a well-designed
mechanism. And each CS antibody learns from a target
antibody which is selected randomly for AIS-SSL or obtained
by using affinity for AIS-HSL. It is worth pointing out that
each CS antibody undergoes the social learning mutation
operator. Hence, in the mutation process, two social learning
scenarios are considered, and the resultant AIS-SSL and AIS-
HSL mutation operators are redesigned. The suppression
operator is triggered if the suppression condition is met.
Repeat the above process until it is terminated.

The technical details of AIS-SL are presented as follows.

3.1. Clone. InAIS-SL, the clonednumber of a parent antibody
is determined by its affinity. The greater the affinity of parent
antibody is, the more offsprings are reproduced. And the
number of clones is nonlinear to the affinity of the parent anti-
body. Thus, the pseudocode of the cloning operator is shown
in Algorithm 1, where Ncmax and Ncmin are the maximum
andminimumnumber of offsprings, respectively, and 𝑛 is the
power factor of the control function. All antibodies, including
CS antibodies and ES antibodies, should execute the same
cloning operator only once during each time epoch.

3.2. Mutation. The ES antibodies have higher affinity and
act as memory cells which react much more sharply and
instantly in the secondary immune response. As a result,
these ES antibodies play an important role in local search and
experience a self-learning mutation operator. On the other
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PROCEDURE Cloning Operator(𝑡)
Affmax = max{Aff(Ab𝑖(𝑡)) | 𝑖 = 1, 2, . . . , 𝑁);
Affmin = min{Aff(Ab𝑖(𝑡)) | 𝑖 = 1, 2, . . . , 𝑁);
FOR 𝑖 = 1 to 𝑁 DO

Aff∗(𝑖) = (Aff(Ab𝑖(𝑡)) − Affmin)/(Affmax − Affmin);
Nc𝑖(𝑡) = round((Ncmax − Ncmin) ∗ Aff∗(Ab𝑖(𝑡))𝑛 +Ncmin);

END FOR
END PROCEDURE

Algorithm 1: Pseudocode of the cloning operator.

PROCEDURE Mutation Operator(𝑡,Ab𝑖(𝑡))
IF Ab𝑖(𝑡) ∈ ES THEN

ΔAb𝑖(𝑡) = rand 𝑛 ∗ 𝜆𝑖(𝑡);
ELSE

Select Ab𝑗(𝑡) from ES;
IF Aff(Ab𝑖(𝑡)) < Aff(Ab𝑗(𝑡)) THEN
ΔAb𝑖(𝑡) = rand ∗ (Ab𝑗(𝑡) − Ab𝑖(𝑡));

ELSEIF Aff(Ab𝑖(𝑡)) < Aff(Ab𝑒(𝑡)) THEN
ΔAb𝑖(𝑡) = rand ∗ (Ab𝑒(𝑡) − Ab𝑖(𝑡));

ELSE
ΔAb𝑖(𝑡) = rand 𝑛 ∗ 𝜆𝑖(𝑡);

END IF
END IF
Ab𝑖(𝑡 + 1) = Ab𝑖(𝑡) + ΔAb𝑖(𝑡);
END FOR
END PROCEDURE

Algorithm 2: Pseudocode of the mutation operator.

hand, the CS antibodies play a role of global search under
the guidance of ES antibodies, so all CS antibodies experience
social learning to accelerate the convergence process. If the
affinity of one CS antibody is less than that of the antibody
selected from ES, it learns from the selected ES antibody. Or
if its affinity is greater than the selected ES antibody but less
than the best ES antibody, it selects the best ES antibody to
learn from. Otherwise, it executes the self-learning mutation
operator. Consequently, the pseudocode of the mutation
operator is shown in Algorithm 2, where rand is a uniform
random variable, rand 𝑛 is a Gaussian random variable with
zero mean and standard deviation 1, Ab𝑒(𝑡) is the best ES
antibody in affinity, and 𝜆𝑖(𝑡) is the searching radius of Ab𝑖(𝑡)
in the tth time epoch.

In such canonical AIS as opt-aiNet and IA-AIS, the
searching radius is fixed, which impairs the convergence
speed and the solution accuracy. It is because that any elitist
antibody can easily step out of the optimum if it appears close
to the optimum and its searching radius is too large. Or if the
searching radius is too small, the convergence speed of AIS
will be slowed down. Thus, 𝜆𝑖(𝑡) in AIS-SL can be updated
dynamically, which is determined by

𝜆𝑖 (𝑡) =
{{{{
{{{{
{

𝜆𝑖 (𝑡 − 1) , if Aff (Ab𝑖 (𝑡)) > Aff (Ab𝑖 (𝑡 − 1)) ,
𝜆𝑖 (𝑡 − 1)

2 , elseif
𝜆𝑖 (𝑡 − 1)

2 ≥ 𝜆min,
𝜆0 (𝑘) , otherwise,

(1)

where 𝜆min is the lower bound of the searching radius, and

𝜆0 (𝑘) =
{
{
{

𝜆0 (𝑘 − 1)
2 , if

𝜆0 (𝑘 − 1)
2 ≥ 𝜆min,

𝜆0 (0) , otherwise.
(2)

For Ab𝑖(𝑡), according to (1) and (2), the initialized
searching radius is set to be 𝜆0(0) whose value is equal to
the half of the threshold Th𝑠(𝑡). After the suppressor, the
distance between any two antibodies is greater than Th𝑠(𝑡),
so 𝜆0(0) = Th𝑠(𝑡)/2 can maximize the searching area without
overlap. If the affinity of Ab𝑖(𝑡) is improved after mutation,
𝜆𝑖(𝑡) maintains its value. Otherwise, 𝜆𝑖(𝑡) will be halved.
However, the searching radius cannot be less than a lower
bound 𝜆min, because too small searching radius will decrease
the convergence speed severely. As a result, when 𝜆𝑖(𝑡) is less
than 𝜆min, 𝜆𝑖(𝑡) will be set to 𝜆0(𝑘) which is decreased to the
half of its previous value 𝜆0(𝑘 − 1). Also, 𝜆0(𝑘) cannot be less
than 𝜆min. And 𝜆0(𝑘) will be reset to 𝜆0(0) when it is less
than 𝜆min. The pseudocode of the dynamic searching radius
update strategy is shown in Algorithm 3.

In the proposed AIS-SL, two selection mechanisms are
proposed to determinewhich ES antibody to be learned from.
They are stochastic social learning (SSL) and heuristic social
learning (HSL). In SSL, the ES antibody to be learned is
selected randomly and the selection probability of every ES
antibody is uniform. In other words, the selection probability
is not related to the antibody individual but the population
scale of ES, that is, 𝑁elitist (𝑁elitist = 𝑁 ∗ 𝑝elitist, 𝑝elitist ∈
(0, 1)). In HSL, the ES antibody to be learned is determined
by affinity. In detail, the selection probability𝑝(Ab𝑗(𝑡)) for the
ES antibody Ab𝑗(𝑡) follows

𝑝 (Ab𝑗 (𝑡)) = Aff∗ (Ab𝑗 (𝑡))
∑𝑁elitist𝑖=1 Aff∗ (Ab𝑖 (𝑡))

. (3)

Obviously, the selection probability is nonuniform. The
higher the affinity is, the greater selection probability the
antibody has. And then, the roulettemethod is employed for
HSL to select the ES antibody to learn.

Assume that the optima of multimodal function is sig-
nificantly different in affinity. The higher the affinity is, the
greater probability the antibody has to evolve as the global
optimum. So, AIS-HSL will have faster convergence speed.
However, if ES does not overlap the global optimum, AIS-
HSL has risk to fall into some local optima. If the optima
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PROCEDURE Searching Radius Update(𝑡, 𝑘)
IF 𝑘 = 0 THEN

𝜆0(𝑘) = Th𝑠/2;
END IF
IF 𝑡 = 0 THEN

𝜆𝑖(𝑡) = Th𝑠(𝑡)/2;
ELSEIF Aff(Ab𝑖(𝑡)) > Aff(Ab𝑖(𝑡 − 1)) THEN

𝜆𝑖(𝑡) = 𝜆𝑖(𝑡 − 1);
ELSEIF 𝜆𝑖(𝑡 − 1)/2 ≥ 𝜆min THEN

𝜆𝑖(𝑡) = 𝜆𝑖(𝑡 − 1)/2;
ELSE

IF 𝜆0(𝑘 − 1)/2 ≥ 𝜆min THEN
𝜆0(𝑘) = 𝜆0(𝑘 − 1)/2;

ELSE
𝜆0(𝑘) = 𝜆0(0);

END IF
𝜆𝑖(𝑡) = 𝜆0(𝑘);𝑘 = 𝑘 + 1;

END IF
END PROCEDURE

Algorithm 3: Pseudocode of the dynamic searching radius update
strategy.

PROCEDURE Suppression Operator(𝑡)
𝐷max = max{𝐷𝑖,𝑗(𝑡) | 𝑖, 𝑗 = 1, 2, . . . , 𝑁, 𝑖 ̸= 𝑗);
𝐷min = min{𝐷𝑖,𝑗(𝑡) | 𝑖, 𝑗 = 1, 2, . . . , 𝑁, 𝑖 ̸= 𝑗);
Th𝑠(𝑡) = 𝐷min + 𝜉 ∗ (𝐷max − 𝐷min);
END PROCEDURE

Algorithm 4: Pseudocode of the suppression operator.

are similar in affinity, AIS-HSL will have similar performance
to AIS-SSL. In the extremely special condition where ES has
only one antibody, two algorithms are same in effect.

3.3. Suppression. The proposed AIS-SL employs the dynamic
suppressor which is the same to IA-AIS. And the threshold
Th𝑠(𝑡) is proportional to the similarity of the antibody pop-
ulation, whose pseudocode is shown in Algorithm 4, where
𝐷𝑖,𝑗 is the Euclidean distance between the 𝑖th antibody and
the jth antibody in the tth time epoch, and 𝜉 ∈ (0, 1). After
the suppression, a number of randomly generated antibodies
are recruited to keep the population size at the number of N.

3.4. Swarm Update. As we know, it is possible that some CS
antibodies capture higher affinity than those ES antibodies
due to the elitist-learning. Consequently, it is necessary to
update two swarms and allow these better CS antibodies to
enter into ES. Thus, in the swarm update, all antibodies are
sorted by their affinity in a descending order. Then, the first
𝑁elitist antibodies step into ES and the others step into CS.
Note that after the initialization, all antibodies experience
the self-learning mechanism until the suppression operator
is triggered. This allows all antibodies to evolve within an

enough small region around them. So it is helpful to find the
peaks of the desired problem. As a result, in the first swarm
update, all antibodies belong to ES, while CS is empty. The
pseudocode of the swarm update mechanism is shown in
Algorithm 5.

4. Numerical Simulations and Results

In the numerical simulations, five benchmark functions are
selected from 2005 CEC Special Session on Real-Parameter
Optimization [27] to examine the solution accuracy and the
convergence speed of AIS-SL. Furthermore, as a practical
industrial application, the PID controller tuning is considered
to evaluate the proposed AIS-SL. In addition, AIS-SL is
compared with opt-aiNet [16], IA-AIS [23], and AAIS-2S [24]
in optimization performance.

4.1. Benchmark Functions. Thefive selected benchmark func-
tions are listed as follows:

(i) 𝐹2-Shifted Schwefel’s Problem 1.2: unimodal;

(ii) 𝐹6-Shifted Rosenbrock’s Function: multimodal;

(iii) 𝐹10-Shifted Rotated Rastrigin’s Function:multimodal;

(iv) 𝐹11-Shifted Rotated Weierstrass Function: multi-
modal;

(v) 𝐹12-Schwefel’s Problem 2.13: multimodal.

4.2. Parameter Sensitivity Analysis. There are three key
parameters in the proposed AIS-SL, that is, the population
scale of ES (𝑝elitist), the power factor of the cloning operator
(𝑛), and the suppression scale (𝜉), which need to be tuned. In
this subsection, five benchmark functions in 10D are used to
discuss the impact of these three parameters. For the sake of
clear observations, the results are expressed in lg (i.e., log 10)
scale.

Figure 2 represents the impact of the population scale of
ES 𝑝Elitist on error, where 𝑛 = 2 and 𝜉 = 0.1. As seen from
Figures 2(a) and 2(b), 𝑝elitist has little impact on error for 𝐹2,𝐹10, and 𝐹11. However for 𝐹12, the error is much larger when
𝑝elitist is smaller than 0.2. And the impact is more significant
for 𝐹6, where the error is much greater when 𝑝elitist is greater
than 0.4 for SSL and 0.5 for HSL. The reason can be got in
Figure 3, which shows the impact of𝑝elitist on the convergence
speed for 𝐹9. The greater 𝑝elitist is, the slower the convergence
speed of the proposed AIS-SL is. As a result, 𝑝elitist is usually
set to be 0.2–0.4.

Figure 3 represents the impact of the power factor (𝑛) of
the cloning operator on error, where 𝑝Elitist = 0.25 and 𝜉 =
0.1. As seen from Figures 3(a) and 3(b), it is obvious that 𝑛
has little impact on error for all the benchmark functions. For
each function, no matter what value 𝑛 has, both of AIS-SSL
and AIS-HSL have similarity optimized results.

Figure 4 represents the impact of the suppression scale 𝜉
on error, where 𝑝Elitist = 0.25 and 𝑛 = 2. As seen from Figures
4(a) and 4(b), 𝜉 has little impact on error for 𝐹2, 𝐹10, and 𝐹11.
But for 𝐹6 optimized by AIS-HSL, the error is much larger
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PROCEDURE Swarm Update(𝑡)
IF 𝑡 = 0 THEN

ES = Ab(𝑡);
CS = ⌀;

ELSE
Sort Ab(𝑡) by affinity in a descending order, i.e., Aff(Ab𝑖1(𝑡)) ≥ ⋅ ⋅ ⋅ ≥ Aff(Ab𝑖𝑁(𝑡));

ES = {Ab𝑖1(𝑡), . . . ,Ab𝑖𝑁elitist(𝑡)};
CS = {Ab𝑖𝑁elitist+1(𝑡), . . . ,Ab𝑖𝑁(𝑡)};

END IF
Ab𝑖(𝑡 + 1) = Ab𝑖(𝑡) + ΔAb𝑖(𝑡);
END PROCEDURE

Algorithm 5: Pseudocode of the swarm update strategy.
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Figure 2: Impact of 𝑝elitist on error.

Table 1: Parameters of the proposed AIS-SL algorithm including
AIS-SSL and AIS-HSL.

Operator Cloning Mutation Suppressor Others
Parameter 𝑛 = 2 𝜆min = 1𝑒−15 𝜉 = 0.2 𝑝elitist = 0.25

when 𝜉 is greater than 0.3. And for 𝐹12, the error increases
with 𝜉, when 𝜉 is greater than 0.3 for SSL and 0.2 for HSL.
And the error is also larger if 𝑝Elitist is smaller than 20% for
𝐹12. Above all, 𝜉 is usually set to be 0.2–0.3.
4.3. Parameter Settings. For the sake of fairness, the ini-
tialized population size of these five algorithms is 100, the
maximum number of time epochs is 1000 for 2D and 5000
for 10D, and all the simulations are repeated for 50 trials. In
the cloning operator, the number of clones for opt-aiNet is
20, while the maximum and minimum numbers of clones
are 20 and 4 for the other algorithms, respectively. According
to the results of parameter sensitivity analysis, all the other
parameters of the proposedAIS-SL are listed in Table 1. Please
see [16, 20, 21] for the rest parameters of the other three
algorithms.

4.4. Numerical Simulation Results. Tables 2 and 3 present the
numerical simulation results for five benchmark functions,
including the best, worst, mean, and standard deviation (Std)
of error in 2D and 10D, respectively, where the best results
are typed in bold. As seen from the results, both AIS-SSL
andAIS-HSL have perfect performance. In the simulations of
2D especially, the proposed AIS-SSL and AIS-HSL can both
capture the global optimum for every benchmark function in
every trial. For 10D, although the proposed AIS-SSL and AIS-
HSL cannot reach the global optimum in every trial, they are
able to obtain desired solutions which are much better than
those of opt-aiNet, IA-AIS, and AAIS-2S. It is obvious that
the proposed AIS-SL has much more accurate solutions than
opt-aiNet, IA-AIS, and AAIS-2S. Further, by comparing the
results of AIS-SSL and AIS-HSL, it is easy to find that they
perform equally for 2D problems while it is hard to tell which
is better.

Figures 5–9 show the average convergence process for five
benchmark functions, respectively. In order to distinguish
the results obviously, the results are expressed in lg (i.e.,
log 10) scale. In every subfigure of Figures 5–9, it is obvious
that the proposed AIS-SSL and AIS-HSL have much faster
convergence speed than opt-aiNet, IA-AIS, and AAIS-2S. For
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Figure 3: Impact of 𝑛 on error.
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Table 2: Numerical simulation results in 2D (the best is in bold).

Benchmark Algorithm Best Worst Mean Std

𝐹2

opt-aiNet 8.334382𝑒 − 010 7.423637𝑒 + 002 4.424344𝑒 + 001 1.172033𝑒 + 002
IA-AIS 5.649667𝑒 − 010 6.458520𝑒 − 007 2.181431𝑒 − 007 1.829096𝑒 − 007
AAIS-2S 0 5.684342𝑒 − 014 1.136868𝑒 − 015 8.038873𝑒 − 015
AIS-SSL 0 0 0 0
AIS-HSL 0 0 0 0

𝐹6

opt-aiNet 1.601273𝑒 − 008 6.982493𝑒 + 001 1.332500𝑒 + 001 1.453700𝑒 + 001
IA-AIS 7.696849𝑒 − 008 6.500257𝑒 − 006 1.330222𝑒 − 006 1.461563𝑒 − 006
AAIS-2S 0 2.765851𝑒 − 002 5.749097𝑒 − 004 3.910412𝑒 − 003
AIS-SSL 0 0 0 0
AIS-HSL 0 0 0 0

𝐹10

opt-aiNet 1.741910𝑒 − 009 9.949597𝑒 − 001 2.188915𝑒 − 001 4.163424𝑒 − 001
IA-AIS 1.129530𝑒 − 007 2.117819𝑒 − 004 6.593969𝑒 − 005 5.480150𝑒 − 005
AAIS-2S 0 7.527344𝑒 − 001 5.553388𝑒 − 002 1.347386𝑒 − 001
AIS-SSL 0 0 0 0
AIS-HSL 0 0 0 0

𝐹11

opt-aiNet 4.649715𝑒 − 003 2.097592𝑒 − 002 1.119078𝑒 − 002 3.723280𝑒 − 003
IA-AIS 5.416757𝑒 − 003 4.992415𝑒 − 002 2.602879𝑒 − 002 1.028627𝑒 − 002
AAIS-2S 0 1.332238𝑒 − 001 1.798648𝑒 − 002 2.996216𝑒 − 002
AIS-SSL 0 0 0 0
AIS-HSL 0 0 0 0

𝐹12

opt-aiNet 7.541985𝑒 − 010 5.799400𝑒 − 007 6.917494𝑒 − 008 9.323257𝑒 − 008
IA-AIS 8.398080𝑒 − 007 1.160427𝑒 − 004 2.146887𝑒 − 005 2.347865𝑒 − 005
AAIS-2S 0 3.548364𝑒 − 001 2.313225𝑒 − 002 6.041159𝑒 − 002
AIS-SSL 0 0 0 0
AIS-HSL 0 0 0 0

opt-aiNet
IA-AIS
AAIS-2S

AIS-SSL
AIS-HSL

100 200 300 400 500 600 700 800 900 10000
Time epoch

−16

−14

−12

−10

−8

−6

−4

−2

0

2

4

Er
ro

r (
lg

)

(a) 2D

opt-aiNet
IA-AIS
AAIS-2S

AIS-SSL
AIS-HSL

500 1000 1500 2000 2500 3000 3500 4000 4500 50000
Time epoch

−8

−6

−4

−2

0

2

4

6

Er
ro

r (
lg

)

(b) 10D

Figure 9: Average convergence results of 𝐹12.

example in 2D, AIS-SSL and AIS-HSL can both capture the
optima easily within about 100, 900, 100, 300, and 50 time
epochs for 𝐹2, 𝐹6, 𝐹10, 𝐹11, and 𝐹12, respectively, while the
curves of the other algorithms descend more slowly.

4.5. An Industrial Application in PID Controller Design. Pro-
portional integral derivative (PID) controllers are the famous
process control techniques. Because PID controllers have

simple structure and robust performance, they are widely
used inmost control systems. In a general PID control system,
as shown in Figure 10, there are three components, that is,
the proportional component 𝐾𝑝, the differential component
𝐾𝑑𝑠, and the integral component𝐾𝑖/𝑠, where 𝐾𝑝, 𝐾𝑑, and𝐾𝑖
are the gain factors of three control components, respectively.
They have great effect on the performance of control systems.
𝐾𝑝 controls the response speed of system, 𝐾𝑑 controls the
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Table 3: Numerical simulation results in 10D (the best is in bold).

Benchmark Algorithm Best Worst Mean Std

𝐹2

opt-aiNet 2.332892𝑒 + 003 1.695573𝑒 + 004 9.691981𝑒 + 003 3.404834𝑒 + 003
IA-AIS 6.819255𝑒 − 004 6.819255𝑒 − 004 1.439519𝑒 − 003 3.506100𝑒 − 004
AAIS-2S 5.654689𝑒 + 000 7.858485𝑒 + 001 2.721496𝑒 + 001 1.389431𝑒 + 001
AIS-SSL 0 1.705303e − 013 8.071765𝑒 − 014 3.824397𝑒 − 014
AIS-HSL 0 2.273737𝑒 − 013 7.844392e − 014 3.789755e − 014

𝐹6

opt-aiNet 4.059666𝑒 + 007 4.284734𝑒 + 009 1.364979𝑒 + 009 9.506303𝑒 + 008
IA-AIS 1.919524𝑒 + 000 1.112680𝑒 + 003 1.404718𝑒 + 002 2.618577𝑒 + 002
AAIS-2S 3.556545𝑒 + 003 9.837639𝑒 + 004 1.989282𝑒 + 004 1.866355𝑒 + 004
AIS-SSL 3.824573e − 004 4.213768e − 001 4.943018e − 002 9.687442e − 002
AIS-HSL 4.745545𝑒 − 003 4.559531𝑒 + 000 2.205072𝑒 − 001 6.743634𝑒 − 001

𝐹10

opt-aiNet 2.587223𝑒 + 001 1.303397𝑒 + 002 7.886253𝑒 + 001 2.539665𝑒 + 001
IA-AIS 8.496231𝑒 + 000 3.733400𝑒 + 001 2.555761𝑒 + 001 7.982356𝑒 + 000
AAIS-2S 2.330297𝑒 + 001 4.429763𝑒 + 001 3.749634𝑒 + 001 5.579124𝑒 + 000
AIS-SSL 0 2.984877e + 000 1.790958e + 000 1.134428e + 000
AIS-HSL 9.949591𝑒 − 001 3.979836𝑒 + 000 2.089414𝑒 + 000 1.218571𝑒 + 000

𝐹11

opt-aiNet 5.696060𝑒 + 000 8.005699𝑒 + 000 6.854062𝑒 + 000 7.114406𝑒 + 000
IA-AIS 2.948037𝑒 + 000 3.949336𝑒 + 000 3.459549𝑒 + 000 8.412727𝑒 − 001
AAIS-2S 4.558491𝑒 + 000 8.100967𝑒 + 000 6.253723𝑒 + 000 8.078057𝑒 + 000
AIS-SSL 8.477571𝑒 − 001 3.847625e + 000 2.588361e + 000 7.297696𝑒 − 001
AIS-HSL 7.120791e − 001 3.867331𝑒 + 000 2.597338𝑒 + 000 6.596910e − 001

𝐹12

opt-aiNet 4.483347𝑒 − 002 1.999181𝑒 − 001 1.139036𝑒 − 001 3.514291𝑒 − 002
IA-AIS 6.018482𝑒 + 000 1.337908𝑒 + 001 9.997727𝑒 + 000 1.814684𝑒 + 000
AAIS-2S 9.189471𝑒 + 002 7.018537𝑒 + 003 3.657929𝑒 + 003 1.363907𝑒 + 003
AIS-SSL 1.017497𝑒 − 010 1.176995𝑒 − 004 2.600616𝑒 − 006 1.665200𝑒 − 005
AIS-HSL 2.302158e − 011 1.721262e − 005 4.821827e − 007 2.425346e − 006

R(s) + +

−

E(s)

PID controller

U(s)
G(s)

Y(s)
Kp

Kds

Ki/s

Figure 10: The schematic diagram of a general PID controlled
system.

dynamic performance, and𝐾𝑖 controls the steady state error.
As a result, the design of a PID controller is to select an
optimum solution (𝐾𝑝, 𝐾𝑑, 𝐾𝑖).

To optimize the performance of a PID controlled system,
four error indices are selected to be minimized, that is, the
integral of the absolute magnitude of the error (IAE), the
integral of the square of the error (ISE), the integral of time
multiplied by the absolute error (ITAE), and the mean of the
square of the error (MSE). These indices are formulated as
follows.

𝐼IAE = ∫
𝑇

0
|𝑒 (𝑡)| 𝑑𝑡;

𝐼ISE = ∫
𝑇

0
𝑒2 (𝑡) 𝑑𝑡;

𝐼ITAE = ∫
𝑇

0
𝑡 |𝑒 (𝑡)| 𝑑𝑡;

𝐼MSE =
𝑛

∑
𝑘=1

𝑒2 (𝑘𝑇/𝑛)
𝑛 ,

(4)

where 𝑇 is the integral time and normally no more than the
settle time of the desired system, and 𝑒(𝑡) is the error between
the input and the output.

Assume that the transfer function of a certain controlled
process is given by

𝐺 (𝑠) = 𝑌 (𝑠)
𝑈 (𝑠) = 1

𝑠 (𝑠3 + 6𝑠2 + 11𝑠 + 6) , (5)

and the transfer function of the embedded PID controller is
expressed by

𝐷𝑐 (𝑠) = 𝐾𝑝 + 𝐾𝑑𝑠 + 𝐾𝑖
𝑠 . (6)

Once the controller parameters (𝐾𝑝, 𝐾𝑑, 𝐾𝑖) are deter-
mined, the corresponding step response curve of the PID
controlled system can be figured out. Hence, we can use
some analytical methods or intelligent optimizationmethods
to calculate the controller according to 4.5. For the sake of
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Figure 11: Step responses of PID controller tuned by five methods to minimize IAE, ISE, ITAE, and MSE.

comparisons, in this application, three optimizationmethods
(i.e., opt-aiNet, IA-AIS, and AAIS-2S) and the proposed
AIS-SL (i.e., AIS-SSL and AIS-HSL) algorithms are used to
search the best PID controller parameters.The corresponding
parameters are set the same as in Section 4.3 and Table 1. For
further analysis, the best solutions (𝐾𝑝, 𝐾𝑑, 𝐾𝑖) optimized by
the proposed AIS-SSL and AIS-HSL are specially given in
Table 4.

Correspondingly, the step response curves of the PID
control system using opt-aiNet, IA-AIS, AAIS-2S, AIS-SSL,
and AIS-HSL can be presented in Figure 11. It is obvious that
AIS-SSL and AIS-HSL have the least settling time and the
smallest overshoot and can obtain the smallest value in all
of the four indices by comparison with other three methods.
Particularly, PID controller obtains ideal step response curves
which are tuned by the proposed AIS-SSL or AIS-HSL when
ITAE is used, because their overshoots are both less than
5% which is seen from the red and black plots shown in
Figure 11(c). For instance in Figure 11(c), AIS-SSL obtains
the overshoot of only about 4% and the settle time of 5.9 s,
whileAIS-HSL gets the overshoot of about 5%and the settling

Table 4: The best solutions (𝐾𝑝, 𝐾𝑑, 𝐾𝑖) optimized by AIS-SSL and
AIS-HSL.

Error
index AIS-SSL AIS-HSL

IAE
(5.212351𝑒 + 0,
1.178512𝑒 + 1,
6.281795𝑒 − 4)

(5.212400𝑒 + 0,
1.178509𝑒 + 1,
6.251776𝑒 − 4)

ISE
(5.470874𝑒 + 0,
1.026061𝑒 + 1,
8.098120𝑒 − 4)

(5.470873𝑒 + 0,
1.026061𝑒 + 1,
8.098113𝑒 − 4)

ITAE
(4.547576𝑒 + 0,
9.014709𝑒 + 0,
5.260469𝑒 − 6)

(4.652396𝑒 + 0,
9.294985𝑒 + 0,
7.234183𝑒 − 6)

MSE
(5.270874𝑒 + 0,
1.026061𝑒 + 1,
8.098122𝑒 − 2)

(5.270873𝑒 + 0,
1.026061𝑒 + 1,
8.098108𝑒 − 2)

time of 5.8 s. And in Figures 11(a), 11(b), and 11(d), AIS-
SSL and AIS-HSL have similar performance due to their
approximately overlapping step response curves, where the
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results in overshoot are 10.97%, 10.99%, and 10.23%, and
results in settling time are 5.2 s, 5.4 s, and 5.2 s, respectively.

In the details of comparisons, AIS-SL harvests improve-
ment in overshoot and settling time of AAIS-2S by 10.90%
and 26.76% for IAE and by 25.19% and 27.03% for ISE.
Furthermore, for ITAE, AIS-SSL (or AIS-HSL) reduces the
overshoot and the settling time of opt-aiNet by 28.09% (or
27.46%) and 35.87% (or 36.96%). And for MSE, compared
with IA-AIS, AIS-SL improves the overshoot and the settling
time by 12.38% and 23.53%. These results fully prove that the
proposed AIS-SL is more effective in tuning a PID controller.

5. Conclusions

This paper proposes an artificial immune system algorithm
with social learning mechanisms (AIS-SL) for complex
optimization problems. Considering that the simple elitist-
learning has great risk of falling into the optima, the proposed
AIS-SL considers two social learning mechanisms, that is,
stochastic social learning (SSL) and heuristic social learning
(HSL). In addition, a dynamic searching radius update
strategy is proposed to improve the solution accuracy. In
the numerical simulations, the performance of the proposed
AIS-SL is compared with opt-aiNet, IA-AIS, and AAIS-2S
in five benchmark functions and a practical application of
PID controller tuning.According to the numerical simulation
results, both AIS-SSL and AIS-HSL can obtain the global
optimum or desired solutions much more quickly and more
accurately and are more effective in such an industrial PID
application than opt-aiNet, IA-AIS, and AAIS-2S.
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