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A novel projective dictionary pair learning (PDPL) model with statistical local features for palmprint recognition is proposed.
Pooling technique is used to enhance the invariance of hierarchical local binary pattern (PT-HLBP) for palmprint feature extraction.
PDPL is employed to learn an analysis dictionary and a synthesis dictionary which are utilized for image discrimination and
representation. The proposed algorithm has been tested by the Hong Kong Polytechnic University (PolyU) database (v2) and ideal
recognition accuracy can be achieved. Experimental results indicate that the algorithm not only greatly reduces the time complexity
in training and testing phase, but also exhibits good robustness for image rotation and corrosion.

1. Introduction

Biometric recognition is a key identification technology uti-
lizing human’s physiological or behavioral characteristics,
including facial, irises, fingerprints, palmprints, vein figu-
ration, gaits, signatures, or speeches, all of which have the
nature of uniqueness, measurability, and stability. As a new
member of the biometric recognition family, palmprint
has attracted considerable attention from researchers due
to its own advantage of richness, stability, and other unique
features. Since being proposed for the first time in 1998
by Shu and Zhang [1], massive methodologies for palm-
print recognition have been presented and developed. The
existing algorithms can be divided into three categories
[2]: texture-based, line-based, and subspace-based meth-
ods.

Local Binary Pattern (LBP) is a powerful local image
descriptor and great progress has been made in this research
field recently, such as Local Texture Feature (LTF) [3], Dom-
inant Local Binary Pattern (DLBP) [4], Local Derivative Pat-
tern (LDP) [5], Completed Local Binary Pattern (CLBP) [6],
and so on. Guo et al. [7] proposed a hierarchical multiscale
LBP algorithm for pattern recognition. Although theHMLBP

can effectively extract the palmprint texture features, it has
the fatal weakness of high dimensions feature, which increase
the computational burdens in the subsequent recognition
processing. Inspired by the hierarchical ideal of the algo-
rithm, hierarchical LBP using pooling technique is proposed.
Experiments show that the algorithm can efficiently extract
the texture features of palmprint.

Recently, sparse representation has been successfully
applied to various image restoration [8, 9] or face recognition
[10, 11]. In sparse representation, dictionary learning plays
an important role and synthesis dictionary learning has
been widely studied in recent years [12, 13]. Representation
coefficients of an image are usually obtained via an 𝑙𝑝-norm
sparse coding which has large amount of calculation. In the
DPL dictionary learning model proposed by Gu et al. [14],
the synthesis dictionary and analysis dictionary were trained
jointly, which ensured that the representation coefficients
could be approximated by a simple linear projection function.
This algorithm achieved good results in face recognition.
In this paper, this dictionary learning model for palmprint
recognition is introduced, and a novel projective dictionary
pair learning (PDPL) model with statistical local features is
proposed.
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Figure 1: The dimension of HMLBP under the subsize of 32 ∗ 32.

2. Feature Extraction

2.1. Local Binary Pattern. The LBP operator is one of the
best performing texture descriptors, and it has been widely
applied into various fields. In the computation of the LBP, all
nonuniform patterns are used as a single bin which loses a lot
of useful information. Guo et al. [7] found that the percentage
of information lost increased with the increase of the radius
value. If the 𝑅 amounts to 3, about 30% of the valid informa-
tion will be lost. Also the pattern was found nonuniform in
a larger radius, while its counterpart is uniform in a smaller
radius. He proposed a hierarchical multiscale LBP (HMLBP),
which can retrieve useful classification information from
those nonuniformpatterns. But the dimension of theHMLBP
feature is very high as shown in Figure 1, which shows the
distribution of HMLBP feature dimension with hierarchical
number when the size of the original palmprint image is 128∗ 128.

Figure 1 shows that the dimension can reach up to 11200
if the hierarchical number is 3 and the neighbors’ number
is 16. Such high dimension feature is extremely unfavorable
for classification and it results in the fitting problems. A
reduced dimension as well as better results can be obtained
through aggregating statistic characteristics of different loca-
tions. Pooling technology can solve this problem. Yang et al.
[15] used multipartition max pooling to enhance the SLF’s
invariance to image registration error. So in this paper, a
novel feature extraction algorithm based on hierarchical LBP
is proposed using pooling technology (PT-HLBP) combining
the principle of HMLBP.

2.2. Palmprint Feature Extractions by PL-HLBP. Pooling
techniques are widely used in image classification to extract
invariant features. In general, pooling methods have two
categories, namely, max pooling and sum pooling. Denote
the feature in a pool; the output feature 𝑓𝑜 is computed by

𝑓𝑜 = 𝑓1 + 𝑓2 + ⋅ ⋅ ⋅ + 𝑓𝑛 in the case of sum pooling, and𝑓𝑜 is computed by 𝑓𝑜 = max(𝑓1, 𝑓2, . . . , 𝑓𝑛) in the case of
max pooling. The feature extraction flow chart of PL-HLBP
algorithm is presented in Figure 2.

The LBP feature (as shown in Figure 3(b)) of the palm-
print image (as shown in Figure 3(a)) is extracted first, and
then the LBP feature images are divided into 𝑆 levels. In the
first level, the LBP feature image is divided into 𝑀 blocks (as
shown in Figure 3(c)), and each block can be further divided
into 𝑁 subblocks (as shown in Figure 3(d)), and so on. In
each subblock of 𝑆th level, a sequence of sliding boxes is
created, whose height and width are in proportion to those
of the subblock, and then the histogram of each sliding box’s
LBP feature is computed. As an example, Figure 4 shows the
feature generation in the 𝑗th subblock. Supposed {𝑓𝑖}𝑗 is the
histogram feature extracted from the 𝑖th sliding box and that𝑛possible sliding boxes are needed there to traverse this entire
subblock.Then, feature vector {𝑓1}𝑗, {𝑓2}𝑗, . . . , {𝑓𝑛}𝑗 is figured
out. In the case ofmax pooling, the final output feature vector
of the subblock is {𝑓}𝑗 = max[{𝑓1}𝑗, {𝑓2}𝑗, . . . , {𝑓𝑛}𝑗]. In
the case of sum pooling, the final output feature vector of
the subblock is {𝑓}𝑗 = {𝑓1}𝑗 + {𝑓2}𝑗 + ⋅ ⋅ ⋅ + {𝑓𝑛}𝑗. Using
the same method, the feature vector of all subblocks can be
achieved. Supposed that feature vector of the 𝑁 subblock
of the 𝑖th block is {𝑓}𝑖1, {𝑓}𝑖2, . . . , {𝑓}𝑖𝑁, the output features
of the 𝑖th block would be 𝑓𝑖 = [{𝑓}𝑖1, {𝑓}𝑖2, . . . , {𝑓}𝑖𝑁].
The feature vector of all blocks can therefore be calculated
and the PT-HLBP feature of the image is given by 𝑓 =[𝑓1, 𝑓2, . . . , 𝑓𝑀].
3. Projective Dictionary Pair Learning

Based on PL-HMLBP

3.1. Projective Dictionary Pair Learning. In recent years,
dictionary learning has been widely studied with sparse
representation. Suppose 𝐴 = [𝐴11, 𝐴12, . . . , 𝐴1𝑚, . . . , 𝐴𝑘1,. . . , 𝐴𝑘𝑚, . . . , 𝐴𝐾𝑚] is the training samples of 𝐾 classes,
where 𝐴𝑘𝑖 denotes a training sample of class 𝑘 having 𝑚
training samples of each class. Dictionary learning model
aims to learn an effective data representation dictionary from
training samples for classification by exploiting the training
sample label information. The general model of the state-of-
the-art dictionary learning algorithm can be summarized as
follows:

min
𝐷,𝐴

{‖𝐴 − 𝐷𝑋‖2𝐹 + 𝜆 ‖𝑋‖𝑝 + 𝜓 (𝐷,𝑋, 𝑌)} , (1)

where 𝐷 denotes the dictionary to be learned, 𝑋 denotes the
coefficient of 𝐴 over 𝐷, 𝜆 ≥ 0 denotes the regularization
constant, 𝑌 denotes the class label information of training
sets, and 𝜓(𝐷,𝑋, 𝑌) denotes some discriminative promotion
functions which improve the identification ability of 𝑋 and𝐷.

Gu et al. [14] proposed an algorithm named projective
dictionary pair learning by learning a dictionary pair named
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Figure 2: The flow chart of PT-HLBP.
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Figure 3: Hierarchical diagram of the LBP.

(a) First sliding box and the output
feature is {𝑓1}𝑗

(b) Second sliding box and the out-
put feature is {𝑓2}𝑗

(c) 𝑖th sliding box and the output
feature is {𝑓𝑖}𝑗

(d) Last sliding box and the output
feature is {𝑓𝑛}𝑗

Figure 4: Illustration of the feature generation in the 𝑗th subblock.
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synthesis dictionary𝐷 and analysis dictionary 𝑃. The follow-
ing is the DPL model [14]:

{𝑃,𝐷} = argmin
𝑃,𝐷

‖𝐴 − 𝐷𝑃𝐴‖2𝐹 + 𝜓 (𝐷, 𝑃, 𝐴, 𝑌) , (2)

where 𝐷 is the synthesis dictionary to reconstruct 𝐴 and 𝑃
is the analysis dictionary to analytically code 𝐴. The exper-
imental result indicates that the method can not only yield
completive accuracy but also greatly improve computing
speed. In this paper, The model of PDPL [14] is used as an
classifier for palmprint recognition.

3.2. Projective Dictionary Pair Learning Based on PL-HMLBP.
In the model of projective dictionary pair learning (PDPL),
the role of𝑃𝐴 is equivalent to𝑋, which is also nearly blocking
diagonal. Suppose 𝑃𝑘 is a subdictionary to class 𝑘; then,
the projection of the samples from class 𝑖, 𝑖 ̸= 𝑘, on 𝑃𝑘
is a neatly null space: 𝑃𝑘𝐴 𝑖 ≈ 0, ∀𝑘 ̸= 𝑖. According to
the reconstructing principle of sparse representation, the
synthesis subdictionary 𝐷𝑘 can reconstruct the training
sample from class 𝑘, and the reconstruction error can be
computed by [14]

min
𝑃,𝐷

𝐾∑
𝑘=1

󵄩󵄩󵄩󵄩𝐴𝑘 − 𝐷𝑘𝑃𝑘𝐴𝑘󵄩󵄩󵄩󵄩2𝐹 . (3)

The DPL model can be expressed by the following equation
[14]:

{𝑃∗, 𝐷∗}
= argmin

𝑃,𝐷
( 𝐾∑
𝑘=1

󵄩󵄩󵄩󵄩𝐴𝑘 − 𝐷𝑘𝑃𝑘𝐴𝑘󵄩󵄩󵄩󵄩2𝐹 + 𝜆 󵄩󵄩󵄩󵄩󵄩𝑃𝑘𝐴𝑘󵄩󵄩󵄩󵄩󵄩2𝐹) , (4)

where 𝐴𝑘 is the other class training set except class 𝑘. A
variable matrix 𝑋 is introduced and the above problem is
relaxed into the following [14]:

{𝑃∗, 𝑋∗, 𝐷∗} = argmin
𝑃,𝐴,𝐷

( 𝐾∑
𝑘=1

󵄩󵄩󵄩󵄩𝐴𝑘 − 𝐷𝑘𝑋𝑘󵄩󵄩󵄩󵄩2𝐹
+ Γ 󵄩󵄩󵄩󵄩𝑃𝑘𝐴𝑘 − 𝑋𝑘󵄩󵄩󵄩󵄩 + 𝜆 󵄩󵄩󵄩󵄩󵄩𝑃𝑘𝐴𝑘󵄩󵄩󵄩󵄩󵄩2𝐹) .

(5)

The process in detail of the optimization can be seen
in reference [14]. In this dictionary learning model, a
synthesis dictionary and an analysis dictionary are jointly
learned which work together to perform representation and
discrimination simultaneously. Experimental results in [14]
evaluate that DPL exhibit highly competitive classification
accuracy with state-of-the-art DL methods. In this paper,
DPL was introduced to palmprint recognition and a new
projective dictionary pair learning model based on PL-
HMLBPwas proposed.The steps of projective dictionary pair
learning model based on PL-HMLBP can be summarized as
follows.

(1) Extract the palmprint PT-HLBP feature of the train-
ing and test samples, the HMLBP features of the
training samples are denoted by 𝐴 = [𝐴11, 𝐴12, . . .
, 𝐴1𝑚, . . . , 𝐴𝑘1, . . . , 𝐴𝑘𝑚, . . . , 𝐴𝐾𝑚], and the test sam-
ples are signified by 𝑌.

(2) Initialize 𝐷 and 𝑃 as random matrixes with frobe-
nious norm, and update 𝑋:

𝑋∗
= argmin

𝐴
( 𝐾∑
𝑘=1

󵄩󵄩󵄩󵄩𝐴𝑘 − 𝐷𝑘𝑋𝑘󵄩󵄩󵄩󵄩2𝐹 + Γ 󵄩󵄩󵄩󵄩𝑃𝑘𝐴𝑘 − 𝑋𝑘󵄩󵄩󵄩󵄩2𝐹) . (6)

This is a standard least squares problem and the
solution is

𝑋∗𝑘 = (𝐷𝑇𝑘𝐷𝑘 + Γ𝐼)−1 (Γ𝑃𝑘𝐴𝑘 + 𝐷𝑇𝑘𝐴𝑘) . (7)

(3) Fix 𝑋 and update 𝐷 and 𝑃. The solution of 𝑃 and 𝐷
can be obtained by (8) and (9) separately:

𝑃∗𝑘 = Γ𝑋𝑘𝐴𝑇𝑘 (Γ𝐴𝑘𝐴𝑇𝑘 + 𝜆𝐴 𝑘 𝐴𝑇𝑘 + 𝛾𝐼)−1 , (8)

𝐷(𝑟+1) = argmin
𝐷

𝐾∑
𝑘=1

󵄩󵄩󵄩󵄩𝐴𝑘 − 𝐷𝑘𝑋𝑘󵄩󵄩󵄩󵄩2𝐹
+ 𝜌 󵄩󵄩󵄩󵄩󵄩𝐷𝑘 − 𝑆(𝑟)𝑘 + 𝑇(𝑟)𝑘 󵄩󵄩󵄩󵄩󵄩2𝐹 ,

𝑆(𝑟+1) = argmin
𝑆

𝐾∑
𝑘=1

𝜌 󵄩󵄩󵄩󵄩󵄩𝐷(𝑟+1)𝑘 − 𝑆𝑘 + 𝑇(𝑟)𝑘 󵄩󵄩󵄩󵄩󵄩2𝐹 ,
s.t. 󵄩󵄩󵄩󵄩𝑠𝑖󵄩󵄩󵄩󵄩22 ≤ 1,

𝑇(𝑟+1)𝑘 = 𝑇(𝑟) + 𝐷(𝑟+1)𝑘 − 𝑆(𝑟+1)𝑘 ,
update 𝜌 if appropriate.

(9)

(4) Repeat step (2) and step (3) until convergence; output
the synthesis dictionary and the analysis dictionary.

(5) Compute the regularized residuals: 𝑟𝑖 = ‖𝑌−𝐷𝑖𝑃𝑌𝑖‖2.
(6) Output the identity of𝑌 as: Identity(𝑌) = arg min(𝑟𝑖).

4. Experimental Results

PolyU palmprint database (version 2) consists of 386 different
palms, and 20 samples are collected in two sessions for each
palm. The using region of interest (ROI) is obtained by the
algorithm proposed in reference [1], and the size of the ROI
is 128 ∗ 128.The trainning set are the samples collected by the
first session. And the test set named Testdata1 are the samples
collected by the second session. In order to test the validity
of our method, every training sample is matched with all the
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Table 1: Parameter setting of the proposed algorithm.

LBP 𝑅 = 2, 𝑃 = 8
PT-LBP 𝑆 = 2, 𝑀 = 20, 𝑁 = 4
DPL Γ = 0.05, 𝜆 = 0.03, 𝛾 = 0.0001
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Figure 5: Recognition rates by different training number.

test samples in the database. If two samples come from the
same palm, the matching is referred to as genuine matching
or intraclass. If two samples are not from the same palm, the
matching is called impostor matching or interclass.

4.1. Parameter Setting. In the proposed algorithm, the param-
eters of PT-HLBP and DPL should be set beforehand and the
values of these parameters are shown in Table 1. Divide the
LBP feature image into 2 levels in extraction of PT-HLBP
feature. In the first level, the whole LBP feature image is
divided into 5 × 4 blocks. Each block is divided into 2 × 2
subblocks in the second level. The height and width of the
sliding box are 0.5 times of those of the subblock.

4.2. The Influence of Training Sample Sizes on Recognition
Rate. In order to verify the effectiveness of the proposed algo-
rithm for small training samples, different training sample’s
numbers of each class on Testdata1 are tested as shown in
Figure 5.

Figure 5 shows that the recognition rate reached 99%
when only two training samples of each class are used. When
the training samples are three, the recognition rate reaches
99.5%. These results show that the proposed algorithm is
effective for small-sample databases.

4.3. Robustness to Pose and Occlusion. In this section, the
robustness of the proposed algorithm to pose variation and
palmprint occlusion was tested. Two testing databases are
built named Testdata2 which made some degree of angle
rotating of Testdata1 and Testdata3 which simulate various

Table 2: Recognition rate with different degree of pose variation.

Pose (degree) 3 4 6 8 10
Recognition rate (%) 99.92 99.84 99.7 93.7 89.4

Table 3: Recognition rate under different levels of occlusion.

Occlusion 10% 20% 25% 30% 40% 50%
Recognition rate (%) 99.7 99.1 98.6 93.7 88.5 69.4

levels of contiguous occlusion. Some samples of Testdata2 and
Testdata3 are shown in Figure 6.

Firstly, the robustness to pose variations using the Test-
data2 was tested as shown in Table 2.

Table 2 shows that an ideal recognition rate of over 99.7%
with 6 degrees pose variation can be achieved.When the pose
variation changes to 10 degrees, the recognition rate still can
reach 89.4%. This indicates that the proposed algorithm is
robust to pose variation.

Secondly, the robustness to occlusion by the Testdata3 is
tested as shown in Table 3.

Table 3 presents that the recognition rate can achieve an
ideal rate of 99.7% when there is 10% occlusion. Even loosing
half of the information, the recognition rate still reaches
69.4%, indicating the robustness to occlusion of the proposed
algorithm.

4.4. Performance Comparison. In most DL methods, the 𝑙0
or 𝑙1 norm sparsity constraint on the representation coeffi-
cients adopted makes the training and testing phases time
consuming. DPL learns jointly a synthesis dictionary and an
analysis dictionary to achieve the goal of signal represen-
tation and discrimination. Hence, the performance of the
proposed algorithm with conventional sparse representation
(SR) methods was tested. If the same train database and test
database are used, the testing time of our method and SR are
8.674𝑒−3 second and 1.49 second, respectively. This indicates
that the proposed method can not only greatly reduce the
time complexity in the training and testing phases but also
lead to very competitive accuracies in a variety of visual
classification tasks.

5. Conclusions

In this study, a novel projective dictionary pair learning
(PDPL) model with PT-HLBP is proposed. In the palm-
print feature extraction, pooling technology is introduced
to enhance the invariance of local binary pattern feature
for image occlusion and pose variation. In the classification,
PDPL is used to learn an analysis dictionary and a synthesis
dictionary. Such a pair of dictionaries work together to
perform representation and discrimination simultaneously.
Experimental results indicate that the proposed method
achieves excellent performance in both accuracy and speed
of effective recognition.
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(a) Samples of Testdata1

(b) Samples of Testdata2

(c) Samples of Testdata3

Figure 6: Some samples of Testdata1, Testdata2, and Testdata3.
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