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Abstract. An algorithm based on CO2 slicing, which has

been used for cirrus cloud detection using thermal in-

frared data, was developed for high-resolution radiance spec-

tra from satellites. The channels were reconstructed based

on sensitivity height information of the original spectral

channels to reduce the effects of measurement errors. Se-

lection of the reconstructed channel pairs was optimized

for several atmospheric profile patterns using simultane-

ous studies assuming a cloudy sky. That algorithm was ap-

plied to data by the Greenhouse gases Observing SATel-

lite (GOSAT). Results were compared with those obtained

from the space-borne lidar instrument on-board Cloud-

Aerosol Lidar and Infrared Pathfinder Satellite Observations

(CALIPSO). Monthly mean cloud amounts from the slicing

generally agreed with those from CALIPSO observations de-

spite some differences caused by surface temperature biases,

optically very thin cirrus, multilayer structures of clouds, ex-

tremely low cloud tops, and specific atmospheric conditions.

Comparison of coincident data showed good agreement, ex-

cept for some cases, and revealed that the improved slicing

method is more accurate than the traditional slicing method.

Results also imply that improved slicing can detect low-

level clouds with cloud top heights as low as approximately

1.5 km.

1 Introduction

Global warming is well known to have been caused by in-

creasing greenhouse gas (GHG) emissions since the Indus-

trial Revolution in the eighteenth century. As the main GHGs

accounting for about 80 % of the greenhouse effect, CO2

and CH4 concentrations are monitored carefully. They are

396.0 ppm and 1824 ppb, representing 142 and 253 % of the

levels prevailing before the Industrial Revolution They are

still increasing at 2.07 ppm and 3.8 ppb per year, respec-

tively, in this decade (WMO, 2014). Although GHGs have

been measured mainly using ground-based observations, the

sites are regionally limited. The Greenhouse gases Observ-

ing SATellite (GOSAT) was launched in 2009 to monitor

these GHGs, supporting global observations. The instrument

on-board GOSAT is called the Thermal And Near-infrared

Sensor for carbon Observation (TANSO), which consists of

a Fourier transform spectrometer (FTS) and a Cloud and

Aerosol Imager (CAI). FTS, the main sensor for gas retrieval,

has three bands in the short-wave infrared (SWIR) region and

one band in the thermal infrared (TIR) region. In addition,

CAI has four bands in the wavelength range from ultraviolet

to near-infrared which observe clouds and aerosols, which

prevent gas retrieval and FTS data being judged in terms

of whether the scene is clear, based on CAI observations.

The cloud detection algorithm for analyzing observation data

from CAI is called the Cloud and Aerosol Unbiased Decision

Intellectual Algorithm (Ishida and Nakajima, 2009). This al-

gorithm calculates the confidence clear probability for each
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pixel with thresholds based on sensitivity tests. The GHGs

are retrieved from FTS data only if all the pixels in CAI pix-

els corresponding to the instantaneous field of view (IFOV)

of the FTS are clear. CAI has horizontally high resolution

and it is able to detect partial clouds within the IFOV. Never-

theless, this algorithm presents some weaknesses: it has dif-

ficulty distinguishing clouds and high reflectivity surfaces.

Additionally, optically thin clouds are detected only to a

slight degree.

The columnar averaged concentrations of CO2 and CH4

retrieved from SWIR data are mainly validated with those

obtained from the ground-based observation network called

the Total Carbon Column Observing Network (TCCON;

Wunch et al., 2011). Reportedly, SWIR Level 2 V01.xx prod-

ucts had biases of −8.85 ppm for CO2 and −20.4 ppb for

CH4 compared with TCCON observations (Morino et al.,

2011). These biases are probably attributable to the existence

of optically thin clouds or aerosols. Uchino et al. (2012)

demonstrated that these biases can be reduced if they are

retrieved with consideration of accurate cloud and aerosol

properties observed from ground-based lidar resources. In

the algorithm of SWIR L2 V02.xx, the aerosol optical thick-

nesses estimated from SWIR band data were considered in

the retrievals. The biases were reduced to −1.48 ppm for

CO2 and −5.9 ppb for CH4 (Yoshida et al., 2013). However,

the biases were not removed completely. To elucidate the ef-

fects of clouds and aerosols in the gas retrievals, their altitude

information must be known. Moreover, more accurate cloud

information such as altitude reduces bias. The cloud altitudes

must be estimated from FTS data because CAI has no sensi-

tivity to them.

Vertical distributions of CO2 and CH4 at the upper tro-

posphere are estimated from FTS Band 4 (TIR band) data

(Saitoh et al., 2009). Actually, TIR data are obtained for the

entire day, but CAI observes only in the daytime. Therefore,

clouds must be detected using TIR data in the nighttime.

Current cloud retrieval techniques used with TIR data from

GOSAT discriminate clouds from the surface using bright-

ness temperature contrast at the atmospheric window region

near 10 µm (Imasu et al., 2010). However, this technique,

called TIR threshold technique here, detects optically thin

clouds or partly existing clouds in the IFOV only to a slight

degree. Consequently, more accurate cloud detection meth-

ods must incorporate GOSAT retrieval to detect optically

thin clouds such as cirrus. Moreover, such methods can im-

prove the gas retrieval data quality. The CO2 slicing method,

which was developed as a detection technique for optically

thin clouds (Chahine, 1974; Smith and Platt, 1978; Menzel

et al., 1983), can overcome these limitations. This method

has been used to derive high-level cloud climatology with a

thermal infrared sounder such as Visible Infrared Spin-Scan

Radiometer Atmospheric Sounder (VAS), High Resolution

Infrared Radiometer Sounder (HIRS), and MODerate reso-

lution Imaging Spectroradiometer (MODIS; Smith and Platt,

1978; Menzel et al., 1983; Wylie and Menzel, 1989; Men-

zel et al., 1992; Wylie et al., 1994, 2005; Wylie and Menzel,

1999; Chang et al., 2010). However, this method is effec-

tive only for high-level clouds because of the small bright-

ness temperature contrast between clouds and surfaces and

because most absorption bands have sensitivity at high lev-

els. Because GOSAT obtains high-resolution spectra, several

channels in the CO2 absorption region have sensitivities at

the low or middle level of the atmosphere. Therefore, middle-

or low-level cloud detection is possible from this technique

using spectral data in this region. Holtz et al. (2006) pre-

sented an improvement of the slicing method called “sorting–

slicing” for spectral data from the Scanning High-resolution

Interferometer Sounder (S-HIS). Nevertheless, few reports

describe modifications of the slicing method for application

to spectral data from satellites.

This paper presents an improvement of the CO2 slicing

method. Section 2 describes the satellite products, atmo-

spheric parameter data sets, and radiative transfer codes for

radiative transfer simulations. Section 3 presents a descrip-

tion of the cloud retrieval algorithm, which is based on stan-

dard CO2 slicing, and improvements with channel recon-

struction and optimization of channel pairs to reduce de-

tection errors based on simulation studies assuming several

atmospheric conditions. This improved algorithm was ap-

plied to TIR spectra from GOSAT in Sect. 4. Derived cloud

amounts are compared statistically with those from Cloud-

Aerosol Lidar and Infrared Pathfinder Satellite Observations

(CALIPSO) observations in Sect. 4.1. Cloud top heights

from coincident observation data of GOSAT and CALIPSO

are compared in Sect. 4.2.

2 Data sets and radiative transfer models

GOSAT, in an approximately 666 km height sun-

synchronous polar orbit with a revisit cycle of 3 days

and equator-crossing time of 13:00 (local time), covers

almost the entire Earth between about 85◦ N and 85◦ S.

The TANSO-FTS instrument has four bands in the range

of 0.758–0.775 µm (Band 1), 1.56–1.72 µm (Band 2), and

1.92–2.08 µm (Band 3) in the SWIR region and also 5.5–

14.3 µm (Band 4) in the TIR region with spectral resolution

of about 0.2 cm−1. Its size of IFOV is 15.8 mrad, which

corresponds to a diameter of approximately 10.5 km at the

earth’s surface. TANSO-FTS has many observation patterns.

The maximum pointing angle is ±35◦ in a cross-track

direction and ±20◦ in an along-track direction (Kuze et al.,

2009). Spectral data of FTS band 4 Level 1B V150.151

products observed in 2010 (Kuze et al., 2012) provided from

the National Institute of Environmental Studies (NIES) were

used for this study. The radiometric accuracy of this product

is near 0.5 K in the range of 700–755 cm−1 (Kataoka et al.,

2014). Observational patterns in 2010 included five-point

cross-track scan mode from January to July and three-point

cross-track scan mode from August to December. TANSO-
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CAI is an imager used to discriminate clouds and aerosols

within the IFOV of TANSO-FTS. It has four bands from

the ultraviolet to near-infrared region, respectively centered

at 0.380 µm (Band 1), 0.674 µm (Band 2), 0.870 µm (Band

3), and 1.60 µm (Band 4) with spatial resolution of 0.5 km

(Band 1–3), and 1.5 km (Band 4) for pixels.

FTS and CAI are passive sensors using thermal or solar

radiation. Although recent reports describe the fact that opti-

cally very thin clouds are detectable with the data from pas-

sive sensors (e.g., Sun et al., 2014, 2015), the most accu-

rate measurements of clouds and aerosols are obtained using

an active sensor, light detection and ranging (lidar), which

emits a visible or near-infrared laser beam and which sub-

sequently receives their back-scattered components. Its de-

tection accuracy is higher than that of passive sensors. Li-

dar observation can estimate the vertical distribution of the

back scattering coefficient, extinction coefficient, and depo-

larization ratio of cloud or aerosol layers accurately, even

for optically very thin targets. Consequently, the analysis

results of GOSAT data can be validated using data from

the space-borne lidar, Cloud-Aerosol Lidar with Orthogonal

Polarization (CALIOP), on CALIPSO, which was regarded

as providing more reliable values. CALIPSO is also a sun-

synchronous polar orbit satellite with a revisit cycle of 16

days. Its equator-crossing time is 13:30 (local time). It cov-

ers between approximately 82◦ N to 82◦ S. CALIOP is a li-

dar system using laser wavelengths of 532 and 1064 nm. The

background noise of CALIPSO observations is greater dur-

ing daytime than during nighttime because of sunlight con-

tamination. However, CALIPSO can detect optically thin cir-

rus, of which optical thickness of 0.01 or less even during

daytime (McGill et al., 2007). Therefore, CALIPSO data are

considered appropriate as validation data for this study. Ver-

tical resolutions of sampling are 30 m below 8.2 and 60 m

between 8.2 km and 20.2 km. The lidar footprint is a circle

with about 90 m diameter at the surface. The spatial inter-

val of footprints is 333 m along a track. The CALIOP Level

2–5 km Cloud/Aerosol Layer V3.01 products were used for

this study. These products include information related to

cloud/aerosol layer such as the number of layers up to 10,

geometrical cloud top and bottom height, and optical thick-

ness of the layer with horizontal resolution of 5 km.

Sea surface temperature (SST), pressure, temperature, and

humidity from the surface to the 10 hPa pressure level are

estimated using linear temporal and spatial interpolation of

Global Spectral Model (GSM) Grid Point Value (GPV) data

provided by the Japan Meteorological Agency. These mete-

orological data were used as inputs to radiative transfer cal-

culations for each observation. The GSM-GPV data are pro-

vided for four times per day with spatial resolution of 21 lay-

ers vertically and 0.5◦× 0.5◦ horizontally. Surface emissivity

is inferred from the Advanced Spaceborne Thermal Emis-

sion and Reflection Radiometer (ASTER) Spectral Library

(Baldridge et al., 2009) based on the land cover type from

the International Geosphere–Biosphere Programme (IGBP).

The line-by-line radiative transfer model (LBLRTM;

Clough et al., 2005) provided by Atmospheric Environmen-

tal Research Inc. (AER) was used for radiative transfer cal-

culations considering gas absorption based on the HIgh-

resolution TRANsmission molecular absorption database

(HITRAN) 2004 (Rothman et al., 2005). The Polarization

System for Transfer of Atmospheric Radiation ver. 3 (Pstar3;

Ota et al., 2010) was used for theoretical radiative transfer

calculations including multi-scattering by cloud or aerosol

particles in simulation studies.

3 Methodology

3.1 CO2 slicing method

TANSO-FTS (Band 4) has a spectral channel in the CO2 ab-

sorption band near 15 µm. The CO2 slicing method uses the

difference of the absorption strength between a pair of chan-

nels in this region. The concept of the CO2 slicing method

can be formulated as

Rλ1
−Rclr

λ1

Rλ2
−Rclr

λ2

=

α1ελ1

∫ pc

ps
tλ1
(p)dBλ1

α2ελ2

∫ pc

ps
tλ2
(p)dBλ2

, (1)

where R stands for the observed radiance, Rclr denotes the

calculated clear sky radiance, α signifies a cloud fraction in

the IFOV, ε represents the cloud emissivity, ps and pc re-

spectively denotes pressure at the surface and the cloud top, t

denotes the transmittance, B is the Planck function, and sub-

script λ denotes the spectral channel wavelength. With appli-

cation to satellite data, t is calculated using LBLRTM at each

layer level andRclr is calculated with the theoretical radiative

transfer calculation from t , surface skin temperature, and sur-

face emissivity based on GSM-GPV and ASTER database.

If the two spectral channels λ1 and λ2 are sufficiently close,

it can be assumed that the fractions and the emissivity are

equal (α1ε1
∼= α2ε2). The value αε, called the effective cloud

amount (ECA), corresponds to the coverage if clouds in the

IFOV are opaque or cloud emissivity if clouds are homo-

geneous in the IFOV. The cloud top pressure (CTP) can be

estimated from the calculations of this equation at each level

of atmosphere. If clouds are detected, then ECA is calculated

from the window channel data using the relation of

αελ =
Rλ−R

clr
λ

Rbcd
λ −R

clr
λ

, (2)

where Rbcd
λ represents the radiance if dense clouds are in

the IFOV homogeneously. If clouds exist in the IFOV ho-

mogeneously, then the optical thickness of the clouds is rep-

resented as

τλ =−cosθ ln(1− ελ), (3)

where θ is the zenith angle of the observation.
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According to several previous studies (e.g., Wylie and

Menzel, 1989; Zhang and Menzel, 2002; Chang et al., 2010;

Wylie et al., 2007), the CO2 slicing method can estimate the

cloud top height (CTH) of clouds higher than 600 hPa pres-

sure level (corresponding to approximately 4 km) and their

optical thickness greater than 0.1. Clouds lower than 600 hPa

have been discriminated with the difference between cloudy

and clear sky radiances. However, this technique also only

slightly detects clouds accurately because of the small con-

trast of atmospheric temperature between the cloud top and

that of the surface.

For the slicing method, it is assumed that cloud emissivity

is equal in both bands and that clouds are infinitesimally thin.

Although the errors associated with the assumption of con-

stant emissivity for two channels are negligible (Menzel et

al., 1992), the latter assumption can influence the CTH such

that it is estimated as lower than its actual height (Wielicki

and Coakley, 1981). Several reports (e.g., Wylie and Menzel,

1989; Hawkinson et al., 2005; Wylie et al., 2007) have de-

scribed that CO2 slicing tends to underestimate CTHs com-

pared with lidar observations. In addition, the uncertainty of

the assumption such as surface skin temperature, tempera-

ture profile, and cloud multilayer structure are major sources

of errors with this method. Menzel et al. (1992) had quantita-

tively assessed the influences for CTH retrievals from these

assumptions.

3.2 Channel reconstruction

The pair of channels used in the slicing method is se-

lected based on the profiles of sensitivity, which is called

the weighting function and which is defined as the alti-

tude derivation of transmittance at each channel. Several

channels of Band 4 can have the weighting function peak

at the same height in any wavenumber range because the

wavenumber resolution of GOSAT data is much higher than

that of the sensors used in previous studies using the CO2

slicing method. To improve the detection accuracy, the chan-

nels were reconstructed based on the weighting function peak

height. Also, the sets of the original channels were redefined

as “pseudo-channels” in this study to reduce the effects of

spectral random errors compared with single channel use.

The spectral range of 700–755 cm−1 is used in the anal-

ysis. Pseudo-channels were constructed from the range

of 740–755 cm−1 for low-level cloud detection, and 700–

750 cm−1 for middle- and high-level cloud detection. In

these wavenumber ranges, the weighting functions and their

peak height are calculated. Pseudo-channels are redefined for

each 0.5 km as the sets of the original channels to have the

weighting function peak within the same height ranges. Fig-

ure 1 presents an example of the channel reconstruction pro-

cedure. For the original channels that have transmittance in

panel a, weighting function peak heights are calculated as

panel b and the channels are sorted as panel c based on the

weighting function peak heights. X axes of panels c and d

Figure 1. (a) Integrated transmittance at each channel of FTS in

the wavenumber region of 700–755 cm−1. (b) Calculated weight-

ing function peak height at each channel of FTS in the same re-

gion of (a). (c) Channels are sorted based on their weighting func-

tion peak heights. (d) Channels for which weighting function peak

heights are in the same height range are redefined as pseudo-

channels for each 0.5 km.

denote the numbers of channels in order of increasing peaks

of the weighting functions. The pseudo-channels are defined

as the sets of the original channels in the same height range

within 0.5 km for each height as panel d. The lengths of the

bars along the x axis represent the number of original chan-

nels within each pseudo-channel and correspond to the right

figure of Fig. 2. Figure 2 portrays the weighting function pro-

files of pseudo-channels and the number of original channels

within the pseudo-channels.

3.3 Channel optimization

Once the channels are prepared, the pair must be selected

from pseudo-channels for the CO2 slicing method calcula-

tion. The pairs were optimized from simulation studies with

Pstar3 for several typical temperature profiles.

Averaged temperature profiles were calculated for each 5

K at 500 hPa in northern high latitudes (60–90◦ N), north-

ern middle latitudes (30–60◦ N), low latitudes (30◦ S–30◦ N),

southern middle latitudes (60–30◦ S), and southern high lat-

itudes (90–60◦ S) from the atmospheric profiles at observa-

tion points of GOSAT based on GSM-GPV data. Theoretical

cloudy sky radiances observed from space for several cloud

patterns were calculated using LBLRTM and Pstar3 for all of

these temperature profiles. These cloudy sky radiance spectra

were analyzed using the CO2 slicing method algorithm. The

errors of estimated CTHs from the assumed CTHs in Pstar3

were investigated for all pairs. The CTHs of low-, middle-,

and high-level clouds were defined respectively as 1–3, 4–

6, and 6–15 km. Water particles with modal radius of 8.0 µm

were assumed for low clouds. Ice particles with modal ra-
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Figure 2. Weighting function profiles of reconstructed channels us-

ing the midlatitude summer atmospheric profile model of Air Force

Geophysics Laboratory (AFGL; left) and the number of original

channels within each reconstructed channel (right).

dius of 20.0 µm were assumed for middle and high clouds.

The cloud optical thickness (COT) was defined in the range

of 0.05–3.0. For each level, the channel pairs for which the

standard deviation of the estimated and assumed CTH is the

minimum are chosen as the optimal pairs. This error analysis

was conducted to select the pairs of pseudo-channels for all

prepared temperature profiles. For low cloud detection, the

common pair of pseudo-channels was used for observed data

analysis because the detection accuracy has few differences

among all temperature profiles. Although the view angle for

cross-track observations is about 30◦ maximum, the detec-

tion accuracy was almost identical to that of the nadir obser-

vation for the simultaneous studies. Therefore, both channel

selection and reconstruction processes were performed with-

out consideration of cross-track angles.

Figure 3 represents the examples of detection accuracy

with randomly biased spectra using the original channel pairs

and pseudo-channel pairs. The biases were added randomly

to simulated spectra for each original channel within 0.5 K

maximum. Root mean square errors (RMSEs) between as-

sumed and retrieved CTHs are shown in color. The black

grid shows that the CTH was not appropriately detectable for

more than one analysis. Many grids of the left figure using

the original channel pairs are filled in black. However, many

grids of the right figure using reconstructed channel pairs are

colored. Actually the RMSEs are generally smaller than the

left figure, which demonstrates that channel reconstruction

is useful to reduce the effect of random biases in observed

spectra.

3.4 Application to GOSAT data

For analysis of the observed radiance spectra, the pair of

the pseudo-channels is determined based on results of the

error investigations presented in Sect. 3.3, referring to lat-

itude and temperature at 500 hPa for each observation. In

Eq. (1), Rλ, and Rclr
λ respectively denote the observed ra-

diance and the calculated clear sky radiance. The right side

Figure 3. Examples of detection accuracy with spectral biases us-

ing the original channel pairs between 700 and 755 cm−1 (left) and

the reconstructed channel pairs (right) based on the simultaneous

studies with Pstar3. The axes of the left figure correspond to orig-

inal channels from 700 to 755 cm−1 and those of right figure cor-

respond to the weighting function peak heights of pseudo-channels

from 0 to 10 km. The clouds with CTHs of 9, 12, 15 km and COTs

of 0.05–5.0 were assumed for each simulation. The tropical atmo-

spheric profile model of AFGL was used. The spectral biases were

added randomly to the radiances for each original channel within

±0.5 K in maximum. RMSEs of retrieved CTH were presented in

color. The grid is filled with black if the CTH was not appropriately

detectable by more than one analysis.

of Eq. (1) is calculated from temperature and water vapor

profiles derived from GPV data sets and from optical thick-

ness of layers calculated using LBLRTM. Although the sur-

face skin temperature is required for analysis, it is not in-

cluded in GPV data over land. Therefore, the air tempera-

ture at 2 m height above the surface was assumed as the sur-

face skin temperature over land. However, they are generally

not consistent because of surface heating caused by solar ra-

diation or radiative cooling during nighttime. Consequently,

these differences could be the main cause of detection errors.

Over the ocean, SST included in GPV data sets was used as

the surface skin temperature. Clear sky radiance calculations

were made using LBLRTM, considering gas absorption and

Rayleigh scattering by molecules, but not scattering by parti-

cles such as clouds and aerosols. This calculation also incor-

porates the angle of the sensor’s line of sight. Spectral data

from FTS present the problem that the wavelength and sensi-

tive height of channels shifts slightly day by day because the

laser system misalignment occurred gradually on orbit (Kuze

et al., 2012). The channel reconstruction procedure proposed

herein can reduce the effect through averaging of the shifts

of wavelength positions of each spectral channel.

Slicing calculations were performed up to three times with

different channel pairs for high-, middle-, and low-level alti-

tudes such as the top-down approach presented in Menzel et

al. (2008). A clear scene was identified by the conditions un-

der which the brightness temperature difference in the most

transmissive channel between calculated and observed radi-
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Figure 4. Flow chart showing simulation-based channel optimiza-

tions and observed data analysis. White boxes are processes. The

gray parallelograms are variables.

ance was less than the measurement accuracy (0.5 K); the ob-

served brightness temperature was more than 5 K higher than

the calculated brightness temperature, or the slicing method

detected lowest layer. The brightness temperature difference

is almost 0.5 K with the most transmissive channel if clouds

with respective CTHs and COTs of 10 km and 0.02 are as-

sumed with the temperature profile in the Northern Hemi-

sphere. In this case, clouds were detectable with accuracy

within 2 km. The scene is flagged as “uncertain” if clouds

are not detected and if it is not identified as clear. The flow

of the procedures of simulations and observed data analysis

is presented in Fig. 4.

4 Validation of the algorithm using CALIPSO data

In this section, the results from the improved slicing were

compared mainly with those from CALIPSO observations. In

addition, they were compared with results obtained using the

TIR threshold technique and CAI in Sect. 4.1 and HIRS-like

Table 1. CA, CAHR, CAMR, and CALR from the slicing and

CALIPSO over all surfaces, ocean, and land in January and July.

CA CAHR CAMR CALR

(%) (%) (%)

Jan.

All Slicing 0.74 45 16 39

CALIPSO 0.68 60 12 28

Ocean Slicing 0.73 43 17 40

CALIPSO 0.70 56 11 33

Land Slicing 0.75 49 16 35

CALIPSO 0.64 70 14 16

Jul.

All Slicing 0.69 51 13 36

CALIPSO 0.66 52 19 29

Ocean Slicing 0.69 46 13 41

CALIPSO 0.68 57 9 34

Land Slicing 0.70 65 11 23

CALIPSO 0.61 66 19 14

slicing in Sect. 4.2. The TIR threshold technique is based on

spectral brightness temperature differences. It is currently ap-

plied to operational Level 2 processing. The HIRS-like slic-

ing is the traditional CO2 slicing with the original GOSAT

channels corresponding to the HIRS sensor (Wylie et al.,

1994).

4.1 Statistical comparisons

Because the orbital paths of GOSAT and CALIPSO are

not synchronized frequently, only a few co-located obser-

vations can be done. Therefore, the latitudinal areas of co-

locations are restricted, as shown in Sect. 4.2. We exam-

ined monthly averaged results on a global scale to eluci-

date the consistency of regional and seasonal variability of

cloud data retrieved using the slicing method proposed in

this study. All data for GOSAT and CALIPSO observed

in January and July in 2010 were analyzed. The results

were averaged for each month and validated statistically us-

ing those from CALIPSO observations. The slicing does

not provide information about lower layers of the cloud

top, so only the uppermost cloud layer data of CALIPSO

were used for comparison. The total cloud amount (CA),

high-level cloud amount (CAH), middle-level cloud amount

(CAM), and low-level cloud amount (CAL) are defined re-

spectively as the ratios of the numbers of the observa-

tions for which the total high-level (CTP < 440 hPa), middle-

level (440≤CTP < 680 hPa), and low-level (CTP≥ 680 hPa)

clouds are detected to the number of total observa-

tions. In addition, the relative high-level cloud amount

(CAHR), relative middle-level cloud amount (CAMR), and

relative low-level cloud amount (CALR) are scaled re-

spectively as CAHR=CAH/CA, CAMR=CAM/CA, and

CALR=CAL/CA. Table 1 presents the monthly mean val-

ues of CA, CAHR, CAMR, and CALR from the slicing
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Figure 5. Latitudinal variations of monthly mean CA during day-

time and nighttime in January and July from the slicing (red line),

CALIPSO (black line), CAI (blue line), and the TIR threshold

method (green line).

method and CALIPSO over all surfaces, over the ocean, and

over land in January and July. The GOSAT values in this

table generally agreed well with CALIPSO data, except for

some points, e.g., CALR values obtained over land from the

slicing are higher than those obtained from CALIPSO.

4.1.1 Latitudinal distribution

Figure 5 presents latitudinal variations of the monthly mean

of CA during daytime and nighttime retrieved using four

methods: the improved slicing method, TIR threshold tech-

nique, CALIPSO, and CAI. The values from CAI are pre-

sented only in the daytime panel because CAI data are not

obtainable during nighttime. All observations show similar

trends: CA is high in the tropics, low in the subtropical high-

pressure belt, and increases with latitude at middle and high

latitudes. The highest value of CA is shown by CAI because

the size of IFOV of FTS is higher than CALIOP and be-

cause CAI can distinguish very small clouds in the IFOV.

The TIR threshold showed the lowest values because opti-

cally thin clouds or partial clouds are detected only slightly

using this technique. The values from the slicing are closer

to those from CALIPSO than either the CAI or TIR thresh-

old, but they appear to be somewhat high in the Northern

Hemisphere during nighttime in January and in the southern

subtropics in July.

Figure 6 shows the latitudinal variations of monthly mean

CAHR, CAMR, and CALR for the entire day. Furthermore,

in this figure, the distribution trends from slicing are similar

to those from CALIPSO for all altitudes. In this figure, CAL

from slicing is higher than that from CALIPSO, especially

for high latitudes of the winter hemisphere, which engenders

high CA during nighttime as shown in Fig. 5. For the anal-

ysis, the surface skin temperature is assumed to be equal to

the air temperature at 2 m height above the surface, as noted

Figure 6. Latitudinal variations of monthly mean CAHR (red line),

CAMR (green line), and CALR (blue line) from the slicing (solid

line) and CALIPSO (dashed line) in January and July.

in Sect. 2. However, the land surface temperature becomes

lower than surface air temperature by radiative cooling dur-

ing nighttime. The higher CA, especially during nighttime, in

the Northern Hemisphere winter implies that these biases are

caused by low surface temperature over land. Table 1 shows

that CA from slicing over the land is higher than that over the

ocean, in contrast to those from CALIPSO. This difference

is possibly related to results from CAL. Clear sky determi-

nation using brightness temperature differences is ineffective

if surface temperature biases exist. Moreover, it can be diffi-

cult to detect a surface by the slicing. In addition, a tendency

by which CAH decreases and CAL increases with latitude

in these areas is presented in Fig. 6. Menzel et al. (1992) re-

ported that the estimated CTH by the slicing tends to be too

high (low) if the actual surface skin temperature is higher

(lower) than assumed. This surface skin temperature bias is

probably greater at high latitudes because the nighttime is

longer in winter. Because of the longer nighttime, high-level

clouds can be detected as lower-level clouds by the slicing.

In Fig. 6, CAHR from the slicing is lower than that from

CALIPSO in the tropics, especially in January. However,

CALR is higher in contrast. This underestimation of CTH

is explainable mainly by two causes: optically very thin cir-

rus and multilayer structure of clouds. CALIPSO can de-

tect optically very thin clouds with optical thickness of ap-

proximately 0.01 (Winker et al., 2007). However, the slic-

ing can reportedly detect clouds in optical thickness down

to 0.1 (Wylie and Manzel, 1999). Optically very thin clouds

such as subvisible cirrus with optical thickness of approxi-

mately 0.03 are known to occur frequently in the tropics, es-

pecially during boreal winter. Their annual mean occurrences

are approximately 0.1 during daytime and 0.15 during night-

time (Sassen et al., 2009; Martins et al., 2011). Furthermore,

clouds in the tropics often have a multilayer structure (Wu

et al., 2011). Menzel et al. (1992) described that the estima-

tion error in height is greatest when transmissive clouds exist

near the tropopause over opaque clouds in the middle tro-

posphere. In this situation, slicing might underestimate the

top of upper-level clouds, similarly to negative surface tem-

perature biases. Therefore, the reason for low CAHR and

high CALR in the tropics is probably that the slicing un-
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Figure 7. Vertical frequency distributions of CTHs from the slicing

(red bars) and CALIPSO (black bars) over all surfaces (top), over

land (middle), and over the ocean (bottom) in January (left column)

and July (right column).

derestimated the upper-level cloud top or detected underly-

ing clouds in the situations of multilayer clouds and optically

very thin clouds.

4.1.2 Vertical distribution

Figure 7 presents vertical frequency distributions of the CTH

from the slicing and CALIPSO. Although clouds higher than

15 km and lower than 1 km are underestimated and those

lower than 10 km are overestimated, the distributions gen-

erally agree. It has been reported from previous studies that

the CTHs of high clouds near the tropopause are generally

underestimated by the slicing method (e.g., Wylie and Wang,

1999; Wylie et al., 2007), mainly because the detection error

of the slicing is larger for optically very thin clouds such as

subvisible cirrus, as explained in Sect. 4.1.1. The extremely

low-level clouds, which have their tops below 1 km, are de-

tected only to a slight degree. Overall, the slicing seems to

exhibit a tendency of slight overestimation of the CTH of

low-level clouds.

The zonally averaged vertical distributions of monthly

mean cloud top occurrence from the slicing and CALIPSO

are portrayed in Fig. 8. Characteristics are readily appar-

ent, such as high frequency above 10 km in the intertropi-

cal convergence zone (ITCZ) and decreasing CTHs with lat-

itude. Furthermore, low-level clouds are frequently detected

at middle and high latitudes. However, the maximum value

of high-level clouds from the slicing is lower than that from

CALIPSO because of the reasons presented above. In the

tropics, the level of the maximum value from the slicing is

lower than that from CALIPSO, which means that the slic-

ing underestimated CTHs. For optically thin clouds, it is ex-

pected that the height level of clouds detected by the slic-

Figure 8. Zonally averaged vertical distributions of monthly mean

uppermost cloud top occurrence obtained from the slicing (left col-

umn) and CALIPSO (right column) in January (top panel) and July

(bottom panel). Zonally averaged values are shown within grid size

of 5◦ horizontally and 1 km vertically.

ing fall below the CALIPSO CTH. This phenomenon is de-

scribed in other reports of studies about cloud retrieval us-

ing nadir-looking passive sensors (e.g., Wu et al., 2009). In

addition, slicing only slightly detected low-level cloud tops

lower than 1 km at middle and high latitudes, where high oc-

currences are observed from CALIPSO.

4.1.3 Horizontal distribution

Figures 9 and 10 present the horizontal distributions of

monthly mean CA, CAH, CAM, and CAL from the slic-

ing, CALIPSO, and their differences within 2.5◦× 2.5◦ hor-

izontal grids. A map showing cloud amounts between the

slicing and CALIPSO shows similarity and general agree-

ment of characteristics such as high amounts in ITCZ and the

western Pacific warm pool, as reported from previous stud-

ies (e.g., Stubenrauch et al., 2012). However, slicing results

show some difference from CALIPSO as follows. In the trop-

ics, CAH is underestimated. This area corresponds to the area

in which sub-visible cirrus and multilayer clouds frequently

occur (Sassen et al., 2009; Martins et al., 2011; Wu et al.,

2011). These cause detection error or a sensitivity difference

of sensors, probably engendering CAH difference.

CAL is overestimated over land at high latitudes, prob-

ably because of surface temperature biases described in

Sect. 4.1.1. However, large underestimation is apparent for

CAL on the west coasts of continents, especially California

in July. There, SST is lower than in other areas because of the

cold current and upwelling of ocean water and because of the
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Figure 9. Horizontal distribution maps of monthly mean CA (top), CAH (middle top), CAM (middle bottom), and CAL (bottom) from the

slicing (left column), CALIPSO (middle column), and their differences (right column) in January.

Figure 10. Same as in Fig. 9 but for July.

downward air flow that generally occurs as a result of sub-

tropical high-pressure belts. Therefore, strong inversion lay-

ers develop frequently, which is a good condition for the oc-

currence of marine stratocumulus with cloud tops as high as

2 km. As Figs. 7 and 8 show, the slicing only slightly detects

low clouds which have cloud tops of less than 1 km because

of the small contrast of temperatures between the surface and

clouds. In addition, the occurrence of an inversion layer is a

major source of detection error because slicing uses the ver-

tical temperature gradient. In the Southern Hemisphere, slic-

ing tends to overestimate CAL. However, low-level partial

clouds occur frequently in this area. Therefore, this overes-

timation is explainable by consideration of the difference of

size of IFOV between GOSAT and CALIPSO.

4.2 Comparison for coincident observations

In this section, the properties derived from slicing are com-

pared with those from co-located CALISPO observations

within 5 km and 2 min, although such data are not so numer-

ous. Actually, 123 GOSAT observations and 316 CALIPSO

observations were found in 2010 only at the middle latitudes

of 24.4–56.6◦ N. Geographical locations of the observations

are presented in Fig. 11. The reason for the number of the
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Figure 11. Geographical locations of coincident observations be-

tween GOSAT and CALIPSO within 5 km and 2 min in 2010.

data is the difference of the size of IFOV and the spatial inter-

vals of the footprint. The latitudinal limitation is attributable

to their different orbital paths and revisit cycles, as described

in Sect. 2. Figure 12 presents a comparison of the CTH de-

rived from the slicing and CALIPSO. Optical thicknesses of

uppermost clouds from CALIPSO are shown in color. The

left panel presents results obtained using the traditional slic-

ing method with original channels corresponding to the HIRS

sensor (Wylie et al., 1994). Slicing calculations were per-

formed three times in maximum as in the top-down approach

shown in Menzel et al. (2008). The right panel shows results

obtained using the improved slicing method developed in this

study. This figure shows that improved slicing is more accu-

rate, which means that channel reconstruction and optimiza-

tion is effective to retrieve CTH. Especially, it enables de-

tection of lower-level clouds down to approximately 1.5 km.

Holz et al. (2006) noted that the detection of low-level clouds

below 3 km is challenging for IR measurements. Therefore,

our results demonstrate that the improvement expands the de-

tectable CTH. Holz et al. (2006) also reported that the slicing

method detects the height at which the integrated cloud op-

tical thickness from the cloud top observed by the lidar is

approximately 1.0. However, most clouds for which the op-

tical thickness from CALIPSO is less than 1.0 are detected

precisely using the improved slicing method, as shown in

this figure. This result demonstrates that the error associated

with the assumption about the infinitesimally thin cloud is

reduced by the reconstruction and optimization of spectral

channels. In some cases, the improved slicing detected low-

level clouds in spite of the fact that CALIPSO detected high-

level clouds in this figure. Investigation of the observed data

from CAI and CALIPSO in those four extreme cases shows

that the clouds in the IFOV have a multilayer structure in two

cases and they are optically thin in the other two cases. This

fact demonstrates that these causes sometimes incur under-

estimation of the CTH by the improved slicing.

5 Discussions and conclusions

A cloud detection algorithm based on a cirrus detection tech-

nique, the CO2 slicing method, was developed for high-

resolution TIR spectral data with channel reconstruction

Figure 12. Comparison of the CTH derived from CALIPSO and

the slicing method with the pair of original channels corresponding

to the HIRS sensor (left), and obtained from the improved slicing

method with the optimal pair of pseudo-channels (right). The color

is the optical thickness of uppermost clouds from CALIPSO.

and channel optimization. Based on the weighting function,

where peak heights correspond to the most sensitive height

of the channels, pseudo-channels were redefined as sets of

original channels in the same height range for each 0.5 km

height increment to decrease the effects of random errors of

observed spectra. Pairs of these pseudo-channels for use in

slicing calculations were optimized for several typical tem-

perature profiles as indicators of latitude and temperature at

500 hPa based on simulation studies with Pstar3. Simultane-

ously obtained results show that these improvements reduce

the effects of random errors of spectra. For GOSAT data anal-

ysis, optimal pairs of pseudo-channels were chosen from the

indicators for each observation.

The improved slicing algorithm was demonstrated using

TIR spectra data observed by TANSO-FTS/GOSAT in 2010.

Then the analysis results were validated using CALIPSO ob-

servation data. Statistical comparison showed that the ana-

lyzed results of the slicing generally agreed with those from

CALIPSO, although some differences are apparent. Slicing

tends to underestimate CAH and detect a lower CTH near

the tropopause in the tropics, probably because of the opti-

cally very thin clouds and multilayer structure of clouds in

this region. Furthermore, CAL is overestimated over land at

high latitudes during winter. For that reason, low-level clouds

were detected in the clear sky or high-level clouds were de-

tected as lower-level clouds, probably because of a very cold

surface. Marine stratocumulus clouds on the west coast of

continents are also less detected, most likely because of their

extremely low CTHs and the occurrences of temperature in-

version layer. Compared to CAI and TIR threshold tech-

niques, slicing represents the closest latitudinal variations of

CA to CALIPSO. This close variation implies that this algo-

rithm can improve cloud screening of GOSAT, which leads

to improvement of gas retrieval, especially with TIR.
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To investigate the accuracy of the algorithm more quan-

titatively, CTHs from the slicing were compared with those

from co-located CALIPSO observations. Comparison of co-

incident observations obtained from GOSAT and CALIPSO

revealed that the improved slicing has higher accuracy than

those of the HIRS-like slicing method. Our results demon-

strated that low-level cloud tops as low as approximately

1.5 km are detectable using the method demonstrated in this

study. However, under circumstances of multilayer structure

or optically thin clouds, CTHs were sometimes underesti-

mated from the improved slicing.

TANSO-FTS TIR spectra have some biases. The effects

of random errors were decreased by channel reconstruction,

as presented in Fig. 3. However, systematic biases can also

affect detection accuracy. Simultaneous studies showed that

the slicing estimates the CTH to be lower (higher) especially

for optically thick clouds if the negative (positive) systematic

biases are included for entire channels (not shown in figure).

Gero et al. (2014) reported that TIR spectra from GOSAT

have a slight bias compared with the Atmospheric Infrared

Sounder (AIRS) and the Infrared Atmospheric Sounding In-

terferometer (IASI). Especially the comparison with IASI in

the cold region revealed large errors. These biases cannot be

removed by our improvements. Therefore, it is possible that

overestimation of CA at high latitudes will partially result

from these biases.

Comparison results show that the algorithm developed for

this study has high detectability of clouds, approximating

that of CALIPSO. Therefore, it can be expected that the accu-

racy of cloud screening and gas retrievals from GOSAT data

would be improved if it were used. Application of this algo-

rithm is planned for data from the GOSAT-2 satellite which

is scheduled to be launched in 2018.
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