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Abstract: The clinical documents stored in a textual and unstructured manner represent a precious source of informa-
tion that can be gathered by exploiting Information Retrieval techniques. Classification algorithms, and their
composition through Ensemble Methods, can be used for organizing this huge amount of data, but are usually
tested on standardized corpora, which significantly differ from actual clinical documents that can be found in
a modern hospital. In this paper we present the results of a large experimental analysis conducted on 36,000
clinical documents, generated by three different medical Departments. For the sake of this investigation we
propose a new classifier, based on the entropy idea, and test four single algorithms and four ensemble meth-
ods. The experimental results show the performance of selected approaches in a real-world environment, and
highlights the impact of obsolescence on classification.

1 INTRODUCTION

In modern hospitals a large amount of clinical docu-
ments are stored in a textual and unstructured manner;
these documents are precious sources of knowledge
that must be exploited rather than uselessly stored.
In order to exploit such knowledge, it is fundamental
to classify the documents. Information Retrieval (IR)
techniques provide an established way to distinguish
the documents according to their general meaning.
Many algorithms for text categorisation have been
proposed in the last decades. Well-known examples
are kNN (Guo et al., 2004), Naive Bayes (NB) (Frank
and Bouckaert, 2006) and Rocchio Algorithm (Roc-
chio, 1971). Moreover, many specialised versions of
classical Artificial Intelligence techniques, like Arti-
ficial Neural Network (ANNs) (Ruiz and Srinivasan,
2002) and Support Vector Machines (SVM) (Chen
and Hsieh, 2006) have been proposed. In some cases
the categorisation performance can be improved by
using additional information, like authors, document
date/time, etcetera.

Several factors can affect the performances of
classifiers, in particular:

• the relation between lexicon and semantic.

• Obsolescence of training documents.

Regarding the former, in IR an implicit assumption

made is that different categories of documents use
different lexicon for representing different semantics;
this results in the fact that the semantic, hidden into
syntactical structures, risks to be lost by simplest al-
gorithms. The latter factor, the documents obsoles-
cence, refers to the fact that in a clinical context the
turn-over of human resources and the introduction
of new techniques and methodologies can quickly
change the text style of medical reports; documents of
the training set that include obsolete terms or structure
can play the role of noise for the classification pro-
cess. While the issues regarding the relation between
lexicon and semantic can be handled by combin-
ing different classifier, based on different features of
clinical documents, through ensemble methods (EM),
there is not a clear solution for handling obsolescence.
The impact of obsolescence, although well-known in
medical IR, has not been investigated in depth in real
hospital environments.

The combination of multiple learnt models has
been well studied in machine learning (Dietterich,
2000). The base idea is to combine several learnt
models in order to obtain a stronger model that
compensates their individual deficiencies. Com-
paratives studies about the composition of clas-
sifiers were provided in (Kuncheva et al., 2001;
Kuncheva, 2004) and in the more recent (Enrı́quez
et al., 2013). Many different techniques for gen-



erating EMs have been proposed in literature: vot-
ing strategies, Mixtures of Experts (Jordan and Ja-
cobs, 1993), Behaviour Knowledge Space (Huang
and Suen, 1993), Bagging (Breiman and Breiman,
1996), Stacking (Wolpert, 1992), Boosting and Adap-
tive Boosting (Freund and Schapire, 1997).

For evaluating this large set of techniques, i.e.
classifiers and EMs, the usual method is to exploit ex-
isting standard corpora. Two well-known corporas are
Reuters-215781 and Ling-Spam.2 Results achieved
on such standard dataset can be significantly different
from those obtained in a real-world medical context.
Moreover, empirical analysis for assessing the impact
of obsolescence and of “predicting overlap” between
algorithms are missing.

In this paper we present the results of an empirical
evaluation of four single classification algorithms on a
large dataset of real clinical documents that were gen-
erated by three different medical Departments in the
last five years. The aim is to obtain realistic perfor-
mance estimation for classifying clinical documents
in a real-world medical context. We designed and
evaluated a new IR algorithm, called ESA, which ex-
ploits entropy idea and considered three state-of-the-
art approaches. We also implemented and tested four
different EMs. The achieved results highlight several
interesting aspects: (i) the better performances of EM
approaches in comparison with single classifiers; (ii)
the high performance of simple EMs; (iii) the impor-
tance of information hidden into syntax, which can be
partially caught using ordered sequences of terms as
features, and (iv) the impact of obsolescence on clas-
sification performance.

The remainder of this paper is organised as fol-
lows. First, we introduce algorithms and EMs consid-
ered in this work. Then we describe the experimental
analysis. Finally, we give the conclusions and outline
future work.

2 CONSIDERED ALGORITHMS

For the sake of this investigation, we considered
three well-known existing classifiers: kNN, Rocchio
and Naive Bayes. We also propose a new classifi-
cation algorithm: Entropy Scoring Algorithm (ESA).
In the following we provide a brief description of the
considered single classifiers and EMs.

1http://kdd.ics.uci.edu/databases/reuters21578
2http://csmining.org/index.php/ling-spam-datasets.html

2.1 Entropy Scoring Algorithm

The training process of ESA is composed of two
steps. First step consists of collecting all the terms
ti that appear in training documents. Given the set of
classes C = {c1,c2, ...,ck} and the set of terms T =
{t1, t2, ..., tn}, ESA calculates the conditional proba-
bility p(ti/c j) that a document is classified as c j given
the fact that it contains the term ti. The set of terms T
is not limited to single words, but it also considers the
ordered sequences of at most three words. The aim
is to catch the semantic hidden into simple syntacti-
cal structures. Terms with extremely low frequency
are not considered for avoiding potential sources of
noise. Longer sequences are not considered due to
the dramatic computational cost increment that this
causes on the classification process.

In the second step, ESA calculates the entropy val-
ues associated to each term ti using Equation 1. Terms
with extremely high entropy value are removed in or-
der to select a subset of informative terms.

entropy(ti) =
m

∑
j=1

p(ti/c j)log2(
1

p(ti/c j)
) (1)

For classifying a new document, the score
score(c j) of each class is determined using Equation
2. Scores are then ordered and the ratio between first
and second higher one is computed.

score(c j) =
n

∏
i=1

[1− p(c j/ti)] (2)

If the scores are very similar, i.e., the ratio value
is close to 1, the document is considered as not clas-
sifiable. Otherwise the given document is classified
as a member of the class with the highest score. The
ratio evaluation is performed in order to improve the
accuracy of ESA. Very similar scores clearly indicate
a high level of uncertainty. On the other hand, if an
output is required regardless of the confidence on the
classification, this final evaluation can be omitted.

2.2 Rocchio, Naive Bayes and kNN

In the followind we provide a brief introduction to the
classifiers. Detailed descriptions of their structure can
be found in literature.

Rocchio classifier uses a Vector Space Model
(VSM) (Salton et al., 1975) to generate a multi-
dimensional space where a document is represented
as a vector, which components are functions of the
frequencies of the terms. For each class of documents,
a centroid is generated. New documents are classified



as members of the class whose centroid is closer. Roc-
chio suffers of low accuracy while it has to classify
documents that are close to the boundaries of a cen-
troid. Our implementation adopted the tf-idf (Salton
and Buckley, 1988) technique to weight the terms in
documents and used an Euclidean Distance metric to
measure distances from centroids.

A Naive Bayes classifier uses a Bayesian approach
to calculate the probability that a document is a mem-
ber of every possible class. Even if it is based on
the strong hypothesis of conditional independence
between features, its performance are usually good;
moreover it allows to estimate the uncertainty by eval-
uating the probability ratios between all the couples of
possible classes.

kNN is probably the most intuitive and famous ex-
isting classifier. It builds a VSM as Rocchio, and plots
any document of the training set into this space. Given
a new document, it calculates the distances with all
the documents in the space and choose the k nearest
ones. k value was set to 5 in our implementation. If
all the k documents are from the same class, the new
one will be classified as a member of that class; other-
wise a voting rule is applied. This approach partially
solves the limit of the Rocchio algorithm near the de-
cision boundaries, but it can be computationally very
expensive.

2.3 Ensemble Methods

We implemented four existing ensemble methods:
Behavior Knowledge Space, Best Predictor and Vot-
ing with and without weights. These EMs are used
for composing all the single classifiers described in
the previous section.

• Voting. This method is implemented in un-
weighted and weighted versions. In the former,
the vote of every classifier has the same value; in
the latter the vote of a classifier is weighted con-
sidering its accuracy on the proposed class. More
accurate classifiers will then have a bigger impact
in the voting process.

• Best Predictor. Given a new document, this
method collects the classes suggested by the in-
cluded algorithms. Such suggestions are then or-
dered accordingly to the accuracy of the propo-
nent algorithm on the suggested class, and the first
one is returned. This method can be seen as a
Mixture of Experts (Jordan and Jacobs, 1993) ap-
proach.

• Behavior Knowledge Space. It tries to estimate
the a posteriori probabilities by computing the fre-
quency of each class for every possible set of clas-

sifier decisions, based on a given training set. Un-
der particular conditions this method is unable to
make a choice (i.e. if the space in the interested
point is empty). In that case, our implementation
proposes the solution given by the Best Predictor.

3 EXPERIMENTAL ANALYSIS

In this section we introduce the data that have been
exploited in this work and we present the results of an
experimental analysis aimed at (i) understanding the
impact of obsolescence and (ii) comparing the perfor-
mance of single classifiers and EM.

3.1 Data sources

Clinical documents were collected from different
medical sources: a Radiotherapy Department, an En-
docrinology Unit (specialised in thyroid diseases) and
a Cardiovascular Diagnostic Unit. Each of them con-
tributed with about 12,000 clinical documents, writ-
ten between 2008 and 2013, that were divided in
seven (Radiotherapy and Endocrinology) and in three
(Cardiovascular) classes. The length of documents is
generally very heterogeneous, since they can refer to
different treatments and different phases of such treat-
ments.

In Voting and Best Predictor methods, part of the
training set is used for estimating the performance
of single classifiers; such estimations are needed for
combining them.

3.2 Obsolescence impact

Since obsolescence can have a great impact on IR, we
specifically designed a set of experiments for evalu-
ating its influence on classifiers performances. Clin-
ical documents from each medical source were sort
following the chronological order and divided into 12
sets of one thousand documents each. The consid-
ered classifiers and EMs were then trained on the first
dataset, according to chronological order, and tested
on all the sets. The results of this analysis are shown
in Figure 1.

As expected, the temporal distance between doc-
uments used for training and those used for testing
can be detrimental for the classification performance
of both single classifiers and EMs. On the other hand,
EMs are usually able to limit the impact of obsoles-
cence. It is worthy to note that the worsening of ac-
curacy is nor always monotone neither smooth. Out
of the three different sources of clinical documents,



Figure 1: The accuracy of single classifiers (left) and EMs (right) on different testing sets of documents, chronologically
ordered, from Radiotherapy (first row), Endocrinology (second row) and Cardiovascular (third row) Departments. The Y-axis
represent the accuracy and the X-axis indicate the testing set used: higher value indicate higher chronological distance from
the training set.

we observed a smooth monotone decrease of accu-
racy only on documents from the Endocrinology De-
partment. On the data from Cardiovascular Depart-
ment we observed that the impact of obsolescence is
limited and affects only the kNN algorithm. Thus,
no significant changes in human resources or medical
guidelines happened in the considered 5-years time
window. Finally, the performance of considered tech-
niques on documents from Radiotherapy Department
show a very unexpected trend. Since the documents
are almost equally distributed on five years, it seems
that the structure of documents significantly changed
at least twice; we believe this is due to both changes in
the medical guidelines and strong personnel turnover.

Moreover, generally the performance are lower than
the ones achieved on documents from different de-
partments. This is probably because in Cardiovascu-
lar and Endocrinology Departments some “standard
sentences” are proposed to the physicians by the in-
put system. The exploitation of a standardised way
for generating documents and for describing common
situations results in a minimisation of obsolescence
deriving from human turnover and, clearly, in a better
accuracy of every classification algorithm.

Interestingly, in the Radiotherapy environment the
EMs do not improve the performance of the best sin-
gle classifiers, and they suffer the quick changes of
documents structure.



3.3 Algorithms comparison

In order to minimise the impact of obsolescence and
to avoid issues related to the use of very large train-
ing sets, which can generate computationally expen-
sive predictive models, we considered 2,500 subse-
quent clinical document at a time. A thousand were
used for training, 500 for estimating the performance
of single classifiers (required by some EMs), and the
rest for testing. The performance are then calculate
in terms of minimum, maximum and average accu-
racy achieved on the testing sets. Table 1 shows the
performances of classifiers and EMs. All the consid-
ered approaches achieved good results on documents
from Endocrinology and Cardiovascular units, proba-
bly because of the exploitation, in such Departments,
of standard sentences proposed by the text editor en-
vironment; while the performance on Radiotherapy
data are not as good, specially for single classifiers.
The best single classifier, accordingly to the average
accuracy, is the ESA one. It is worth noting that ESA
avoids to classify documents for which it is not able
to clearly identify a promising single class. This gives
an obvious improvement to the accuracy but, on the
other hand, leaves some part of the testing instances
(around 30%) unclassified. Also Rocchio is able to
guarantee high-level performance and, moreover, it
classifies all the testing instances. On the other hand,
all the EMs are usually able to provide good perfor-
mance on the Radiotherapy documents, and there are
no significant differences between them. Unweighted
Voting seems to be able to provide the best average
value on the testing instances, this can be seen as a
confirm that simple combination techniques are com-
parable with more sophisticated ones (Kittler et al.,
1998).

We can argue that the good performance of EMs,
especially on Radiotherapy documents, are due to the
fact that the considered single classifiers are comple-
mentary, i.e., they achieve good performance on dif-
ferent classes. In order to confirm this hypothesis,
we evaluated the “predicting overlap” between all the
couples of single classifiers. The overlap gives an es-
timation of the complementarity of two classifiers by
calculating the percentage of testing documents cor-
rectly classified by only one of them. Table 2 shows
the results of this analysis on documents from Radio-
therapy Department. In most of the cases, a signifi-
cant percentage of the documents are correctly classi-
fied only by one algorithm; this confirms our hypoth-
esis about complementarity of considered classifiers.

RT EC CR
(7 classes) (7 classes) (3 classes)
min - max min - max min - max

avg avg avg
kNN 0.84 - 0.93 0.93 - 0.95 0.97 - 1.00

0.89 0.94 0.98
ESA 0.95 - 0.98 0.97 - 0.98 0.97 - 0.99

0.96 0.97 0.99
RO 0.88 - 0.97 0.95 - 0.96 0.99 - 1.00

0.92 0.96 0.99
NB 0.89 - 0.97 0.94 - 0.96 0.98 - 1.00

0.94 0.95 0.99
BKS 0.94 - 0.97 0.96 - 0.97 0.99 - 1.00

0.95 0.96 0.99
BP 0.92-0.96 0.95 - 0.97 0.99 - 1.00

0.94 0.96 0.99
UV 0.94 - 0.97 0.96 - 0.98 0.99 - 1.00

0.95 0.97 0.99
WV 0.93-0.97 0.96 - 0.97 0.99 - 1.00

0.95 0.97 0.99
Table 1: Min, max and average accuracy of single classi-
fiers (upper) and EMs (lower) on the sets from Radiotherapy
(RT), Endocrinology (EC) and Cardiovascular (CR) Depart-
ments. RO, NB, BKS, BP, WV and UV stands for Rocchio,
Naive Bayes, Behavior Knowledge Space, Best Predictor,
Weighted Voting and Unweighted Voting, respectively.

kNN ESA Rocchio NB
kNN 12.3% 19.2% 30.2%
ESA 9.1% 16.5% 29.0%

Rocchio 17.7% 18.4% 43.2%
NB 5.2% 7.2% 17.1%

Table 2: Confusion matrix of the predicting overlap for
each couple of classifiers for the Radiotherapy dataset. For
instance the 17.7% corresponding to the line ’Rocchio’ and
column ’kNN’ means that a number equal to the 17.7% of
the documents identified by both of them is correctly iden-
tified only by Rocchio and not from kNN.

4 CONCLUSIONS

Information Retrieval is of fundamental impor-
tance in modern hospitals for exploiting knowledge
contained in unstructured clinical documents. A first
important step in the direction of allowing the ex-
ploitation of such knowledge is the automatic classi-
fication of such documents. Several techniques have
been proposed for classifying text documents, but
most of them have never been tested on actual clin-
ical documents generated by physicians in hospitals.

In this paper we extensively evaluated existing
classification techniques on a large dataset, composed
of 36,000 clinical documents generated by three dif-



ferent departments. We tested single classifiers and
ensemble methods, and proposed a new single clas-
sification algorithm, called ESA. The experimental
analysis was focused on estimating the impact of ob-
solescence and comparing classification techniques.
Regarding obsolescence, we observed that it is highly
unpredictable; it depends on personnel turnover and
changes on medical guidelines. On the other hand, its
impact can be usually limited by exploiting EMs. The
comparison of classification techniques outlined that
ESA is able to achieve good performance in terms of
accuracy, this is probably due to the fact that it is able
to exploit the semantic hidden into syntactical struc-
tures, but it avoids to classify about the 30% of the
testing dataset; EMs have very good average accu-
racy, also on documents from the Radiotherapy De-
partments, which have very irregular structures. The
irregularity of documents is related to the lack of a
supporting environment that is able to provide “stan-
dard sentences” to physicians while they are generat-
ing clinical documents.

Future work include further improvements of
the ESA algorithm by exploiting automatic param-
eter configuration techniques (e.g., ParamILS (Hut-
ter et al., 2009)), since it uses several parameters
as thresholds, and a study of the impact of obsoles-
cence that helps engineers in designing the best pos-
sible training set giving a large set of clinical docu-
ments. Interesting literature is available about this is-
sue (Cano et al., 2006; Foody et al., 2006; Sánchez
et al., 2003) but a specific analysis considering the
peculiar features of the clinical domain is still miss-
ing. We are also interested in investigating a better ex-
ploitation of standard sentences techniques, in order
to improve the systems used by physicians for gener-
ating clinical reports, and for simplifying documents
classification.
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