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This study aimed to identify genetic evaluation models (GEM) to accurately select cattle for milk production when only limited
data are available. It is based on a data set from the Pakistani Sahiwal progeny testing programme which includes records from
five government herds, each consisting of 100 to 350 animals, with lactation records dating back to 1968. Different types of GEM
were compared, namely: (1) multivariate v. repeatability model when using the first three lactations, (2) an animal v. a sire model,
(3) different fixed effects models to account for effects such as herd, year and season; and (4) fitting a model with genetic
parameters fixed v. estimating the genetic parameters as part of the model fitting process. Two methods were used for the
comparison of models. The first method used simulated data based on the Pakistani progeny testing system and compared
estimated breeding values with true breeding values. The second method used cross-validation to determine the best model in
subsets of actual Australian herd-recorded data. Subsets were chosen to reflect the Pakistani data in terms of herd size and
number of herds. Based on the simulation and the cross-validation method, the multivariate animal model using fixed genetic
parameters was generally the superior GEM, but problems arise in determining suitable values for fixing the parameters. Using
mean square error of prediction, the best fixed effects structure could not be conclusively determined. The simulation method
indicated the simplest fixed effects structure to be superior whereas in contrast, the cross-validation method on actual data
concluded that the most complex one was the best. In conclusion it is difficult to propose a universally best GEM that can be
used in any data set of this size. However, some general recommendations are that it is more appropriate to estimate the genetic
parameters when evaluating for selection purposes, the animal model was superior to the sire model and that in the Pakistani
situation the repeatability model is more suitable than a multivariate.
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Implications

This study is concerned with methods to assist in selecting
the best dairy animals in developing dairy sectors such as
Pakistan. Limited data are available in these sectors and so
selection can be difficult. Genetic evaluation models can be used
to help this process but models that are too simple or complex
can lead to inaccurate or biased results. Based on the study
outcomes, it is recommended to use a repeatability animal
model for evaluating the first three lactations in which genetic
parameters are estimated as part of the model fitting process.

Introduction

The genetic evaluation model (GEM) used in a country is
dependent on the type of dairy system, the population of

animals and the number of animals recorded for both per-
formance and pedigree. Throughout the world there are
varying levels of development in dairy sectors, and many of
them have their own GEM. In developed dairy sectors such as
Australia and The Netherlands where the national herd size is
~1.5 million animals, about 45% of animals are being herd-
recorded (CRV, 2008; Australian Dairy Herd Improvement
Scheme (ADHIS), 2011). In contrast, in developing dairy
sectors performance records are seldom kept and therefore
there is a vast difference in the options available for the
genetic evaluation of animals. For example, in Pakistan there
are ~25 million dairy cattle, but the most established pro-
geny testing system in the country records <1000 milking
animals per year. Furthermore, in developing dairy sectors,
problems can be exacerbated due to the large environmental
effects, poor management due to limited resources and poor
data quality (Dahlin, 1998; Ilatsia et al., 2007). These problems† E-mail: dmcgill@csu.edu.au

Animal (2014), 8:10, pp 1577–1585 © The Animal Consortium 2014
doi:10.1017/S1751731114001682

animal

1577

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Crossref

https://core.ac.uk/display/194448759?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
mailto:dmcgill@csu.edu.au


have their implications and potentially reduce genetic gain.
For example in developed dairy sectors, evidence shows
genetic gains in milk production of ~2% per year (Hill, 2010),
whereas looking at similar information from Pakistan we can
see little to no increase (Khan et al., 2008). This difference in
success is not confined to the Pakistani dairy system, but is
common in low-input smallholder systems throughout the
world (Rege et al., 2011).
The primary aim of any GEM is to select animals based on

performance-recorded data as accurately as possible to
maximize genetic gain in the population. In developed dairy
sectors, complex GEMs such as random-regression test-day
models are used to account for as much variation as possible
within the data (Interbull, 2009). Although a theoretically
superior model, it requires sufficient recorded data to ensure
the evaluation is accurate. In developing dairy sectors the
number of recorded animals can often be very low and hence
complex GEMs may not be feasible within their system. This
can also occur in developed dairy sectors where there are
animals being evaluated from small herds or where traits
are recorded only on research farms. In these cases, simpler
models involving less computation and requirements for
recorded information may be helpful.
A particular problem with a low number of animals in an

evaluation is to account for environmental or management
effects for animals recorded from the same herd, year and
season. These are generally fitted as fixed effects within the
evaluation model and account for ~40% of the variation
seen in milk and fat yield (Chauhan, 1987; Van Bebber et al.,
1997). It is well established that ignoring fixed effects can
lead to biased predictions of breeding values (Henderson,
1975a). However, it is also important to consider that when
fixed effects are of little consequence, the resultant decrease
in the contemporary group (CG) size may lead to an increase
in prediction error variance. Furthermore, if records are
obtained from closely related animals, then these records
contribute little information to the evaluation (Van Vleck,
1987; Visscher and Goddard, 1993).
Therefore, the aim of this study was to assess the best

GEMs to predict breeding values in dairy cattle in Pakistan
where there are limited data available. To address this aim,
simulated data sets with known breeding values were used
and compared with the estimated breeding values (EBVs)
from various GEMs. Second, actual herd recorded data from
an Australian progeny testing system was divided into subsets
resembling the Pakistani progeny testing system. These
subsets were then analysed using GEMs and breeding values
were estimated and compared using cross-validation (CV).

Material and methods

Overall this study compares a number of different types of
GEMs. The main factors considered are: (1) a multivariate
(MV) v. a repeatability (RP) model in accounting for pro-
duction in the first three parities; (2) an animal (ANIM) v. a
sire (SIRE) model in modelling the random genetic effects;
(3) different fixed effects models to account for effects such

as herd, year and season; and (4) fitting a model with genetic
parameters fixed v. estimating the genetic parameters as
part of the model fitting process.
This was carried out by using historical data from

Pakistan’s Sahiwal progeny testing system to provide a basis
of the herd structures and sizes. Subsequently, two methods
were used for the comparison of models. The first method
used simulated data based on the Pakistani progeny testing
system. The second method used subsets of actual herd
recorded data from the Australian dairy system to provide an
indication of how the models compare based on actual
industry data. Model comparisons were not carried out on
the original Pakistani data set as it was only a single data set
with small numbers of records per year and a small number
of herds making CV less reliable.

Data
Pakistan milk yield data. Historical data from the Research
Centre for the Conservation of Sahiwal Cattle, Jhang, Pakistan
(RCCSC, http://www.rccsc.com.pk/), were used in this study
as the basis for simulation and analysis. These records
included both lactation and pedigree records from five major
government Sahiwal herds involved in herd recording since
1968. The herd size of these farms was between 100 and
350 milking animals. In total there were 29 790 lactations
from 310 sires and 6895 dams with an average number of
lactations per dam of 4.3. The information available for each
lactation record was the herd, date of calving, age at calving
and in the majority of cases, the sire and the dam of the
lactating animal.

Simulated data. Data were simulated based on genetic
parameters estimated from a preliminary analysis of the
RCCSC herd recorded data (see Supplementary material S1).
Specifically, additive genetic effects (breeding values, a)
were generated for each of n animals and for three parities
from a MV normal N(0,G) distribution where

G ¼
σ2a1 σa12 σa13
σa21 σ2a2 σa23
σa31 σa32 σ2a3

0
B@

1
CA � A

where A is the numerator relationship matrix based on the
RCCSC pedigree, and where the additive genetic variances
and covariances (σaij) were based on the output of the pre-
liminary analysis of the first three parities. Residual effects (e)
were generated from a MV normal N(0,R) distribution, where

R ¼
σ2e1 σe12 σe13
σe21 σ2e2 σe23
σe31 σe32 σ2e3

0
B@

1
CA � In

where the residual variance-covariance matrix (σeij) was also
based on the preliminary analysis, MV normal data were
generated with the rmvnorm (Genz et al., 2013) function in
R Version 3.0.2 (R Core Team, 2013). These additive and
residual effects were summed to obtain phenotypes for the
first three parities of each animal (y = a+ e). Note that no
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fixed effects were added to the simulated data (though fixed
effect terms were included in the model fitting to assess the
impact of CG size on the analysis, see below). Subsequently, a
sample of second and third parity lactations were removed to
mimic the culling and mortality levels seen in the original
RCCSC data set. This resulted in 1138, 921 and 698 first,
second and third parities, respectively, the same as the original
RCCSC data set. This process was repeated 500 times to
yield multiple simulated data sets to compare the GEMs in
the study.

Actual herd recorded data. For assessing the GEMs on actual
herd recorded data it would be difficult to obtain sufficient
data sets from Pakistan to compare numerous models. So
instead, historical test-day records were obtained from the
ADHIS (http://www.adhis.com.au) and were used as a pool
of data to draw subsets which resemble the general herd
structure of the progeny testing records from Pakistan.
In total 178 dairy herds from Victoria with between 100 and
350 milking Holstein–Friesian animals each year from 1993
to 2002 were used to select five herds at random to represent
the size of the Pakistani data set. This was repeated
500 times and for each subset of data the test-day records
were used to determine an adjusted 305-day lactation yield
for the first three parities using the test-interval method
(ICAR, 2009).
It is evident that Australian Holstein–Friesian animals do not

truly represent the situation of the recorded Sahiwal population
in Pakistan. However, for the purposes of this study by
repeating the process of randomly selecting five herds of
similar herd sizes to the Pakistani situation 500 times, we can
assess the effect of different models with respect to fixed and
random effects using CV. So although not truly representing the
Pakistani situation, conclusions could be drawn from the
Australian data by limiting the data included in its analysis.

GEMs tested
Two types of GEM were tested; the RP model (1) and MV
model (2). The RP model is

y ¼ Xb + Z1a + Z2pe + e (1)

where y is the vector of random variables of the recorded
trait; b the vector of fixed effects with an incidence matrix X
relating observations to effects; a the vector of additive
genetic effects (or animal or sire effects) with an incidence

matrix Z1 relating observations to random (polygenic animal
or sire) effects where the a � Nð0; σ2aAÞ where A is the
numerator relationship matrix and σ2a is the additive genetic or
sire variance; pe the vector of random permanent environmental
effects with an incidence matrix Z2 relating observations
to permanent environmental random effects where pe �
Nð0; σ2pe

IÞ where I is the identity matrix and σ2pe
is the

permanent environmental variance; and e the vector of
independent residual effects where e � Nð0; σ2eIÞ.
The MV model is:

yi ¼ Xibi + Ziai + ei (2)

where the terms in the model (2) represent the same as in (1).
However, there are now three traits indexed by i (that is
parity one, two and three) and instead of a permanent
environmental effect (pe) for each animal there is a genetic
(G) and residual (R) variance-covariance matrix such that:

G ¼
σ2a1 σa12 σa13
σa21 σ2a2 σa23
σa31 σa32 σ2a3

0
B@

1
CA � A and

R ¼
σ2e1 σe12 σe13
σe21 σ2e2 σe23
σe31 σe32 σ2e3

0
B@

1
CA � I

assuming the data vector is stored in the form
y ¼ ðy01; y02; y03Þ0. For both the RP (1) and MV (2) model the
random effects structure (Za) and the fixed effects (Xb) can
be altered. In this study, the random effects were altered
to compare the ‘ANIM’ model with the ‘SIRE’ model and the
fixed effects structures (Table 1) were compared to see
the impact of CG size and structure on animal evaluation.
The number of levels of each fixed effect was herd (five), year
(up to 10) and parity (three). The number of levels of season
was two, four or 12 as depicted within the brackets of
Table 1. Age at calving was fitted as a second order poly-
nomial effect.
In each of the simulated and actual herd recorded data

runs, there were 20 models fitted and compared. That is, two
model types (RP and MV), with two random effect structures
(ANIM and SIRE) and five fixed effects structures (F1 to F5,
from Table 1). All models were fitted using ASReml-R Discovery
Edition 1.0 (Butler et al., 2009).

Table 1 Specification of fixed effect model structures

Model number Fixed effects structure

F1 Herd× parity+ year× parity+ season[2]× parity+AgeAtCalving× parity+AgeAtCalving2× parity1

F2 Herd : year : parity+ season[2]× parity+AgeAtCalving× parity+AgeAtCalving2× parity1

F3 Herd : year : season[2]× parity+AgeAtCalving× parity+AgeAtCalving2× parity1

F4 Herd : year : season[4]× parity+AgeAtCalving× parity+AgeAtCalving2× parity1

F5 Herd : year : season[12]× parity+AgeAtCalving× parity+AgeAtCalving2× parity1

The symbol ‘× ’ indicates fields fitted with an interaction and ‘:’ indicates concatenated fields which were fitted without the main effects.
1The number of levels of season was two, four or 12 as depicted within the brackets.
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The models were fitted with the estimation of genetic
parameters included in the model fitting process, as well as
fitted using fixed genetic parameter values. These fixed
parameter values were obtained from the different analyses
of: (1) the original RCCSC data that were used for the
simulation study and (2) the entire Australian dataset of 178
herds. Details of these values can be found in Supplementary
material S1 and S2.

Comparison of models
Convergence and estimation of genetic parameters. When
genetic parameters are fixed, the model fitting process
requires one non-iterative BLUP run to solve the generalized
least squares equations and therefore every model success-
fully returns estimates of fixed and random effects (e.g.
breeding values). If genetic parameters are estimated as
part of the model fitting process, the REML iteration process
may fail to converge. Where parameters were estimated,
the percentage of model fittings that converged was used
to assess the robustness of each model. In addition, the
heritability (h 2), genetic correlation (rg) and other genetic
parameter estimates of these models were compared to the
‘true’ simulated values (Supplementary material S1) and
‘gold standard’ values obtained from the analysis of the
ADHIS data set of 178 herds (Supplementary material S2).

Mean square error of prediction. For determining the ‘best’
model in each study, a mean square error of prediction
(MSEP) was calculated and used to compare the ability of the
model to estimate breeding values. In the simulation study,
the simulated breeding values were compared directly with
the EBVs predicted by each of the models. For the MV
models, the EBVs were averaged over the three parities to
yield a single EBV for comparison with the RP models. The
MSEP was calculated for each model according to equation
(3) (Mevik and Cederkvist, 2004).

MSEP1 ¼
Xn
i¼1

ðSimulatedBV� EstimatedBVÞ2=n (3)

where n is the number of records in the subset of data.
In the study using subsets of actual herd recorded data

from Australia, the true breeding values were unknown.
Therefore, adjusted milk yields were calculated by subtract-
ing the fitted fixed effects from the raw milk yields using the
most complex model (MV-ANIM-F5) to the whole Australian
dataset of 178 herds. These adjusted yields (y� ¼ â + ê for
the MV and y� ¼ â + p̂e + ê for the RP) were compared to
predicted sire effects (predicted yields; ŷ ¼ ŝ for the SIRE
models) or additive genetic effects (predicted yields; ŷ ¼ â
for the ANIM models).
A CV procedure was conducted to assess the ability of the

models to estimate breeding values with smaller subsets of
data. This was repeated ten times for each model in every
run. In this procedure, 90% of the animals in the subset of
the data for each run were selected at random and used to fit
the model. The remaining 10% had their yields predicted

using the model output. The MSEP for the analysis using
actual herd recorded data was calculated for each of the 10
CV procedures using the following equation (Mevik and
Cederkvist, 2004):

MSEP2 ¼
Xn
i¼1

ðAdjustedYield � PredictedYieldÞ2=n (4)

An average of the 10 CVs was taken to be the MSEP2 for that
particular model and run. For both the simulation method
and the CV method using actual data, the model yielding the
lowest MSEP2 for each run was considered to be the ‘best’
model for that particular data set.

Sire ranking. The correlation and corresponding rankings of
the EBVs of the sires evaluated was used as a secondary
check on the differences between models. For each subset of
data, the EBV of all sires with greater than five daughters
was compared with the ranking according to: (1) the true BVs
for the simulation study; and (2) the EBVs from the ‘gold
standard’ model output (MV-ANIM-F5) for the study on
actual data. This is an important verification step as the sire
ranking and selection is the primary outcome following the
genetic evaluation process.

Results

Convergence
When genetic parameters were estimated, the results for
both the simulated data sets and the subsets of actual herd
recorded data (Table 2) show the RP model was the most
robust model as it had the highest success rate of model
fittings. With the MV models, the convergence rates are
much lower than the RP models suggesting that these
models fail to estimate the genetic covariance between
parities one, two and three. Within the simulated data sets,
the SIRE model was slightly more successful than the ANIM
model in contrast to the results from the actual herd recorded
data in which the ANIM model was more successful. Models
that failed to converge were not included in subsequent
analysis or calculations.

Table 2 Percentage of converged models for the 500 simulated data
sets and 500 subsets of actual herd recorded data where genetic
parameters were estimated as part of the model fitting process

Simulated data Actual herd recorded data

Fixed
Multivariate Repeatability Multivariate Repeatability

model1 Animal Sire Animal Sire Animal Sire Animal Sire

F1 65.0 69.4 100.0 100.0 89.6 87.6 100.0 100.0
F2 63.6 66.0 100.0 100.0 66.8 52.8 100.0 100.0
F3 64.8 67.2 100.0 100.0 66.8 55.2 100.0 100.0
F4 59.6 65.6 100.0 100.0 67.4 57.0 100.0 100.0
F5 56.2 54.8 100.0 100.0 64.6 53.2 100.0 100.0

1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1.
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Simulated data
Estimation of genetic parameters. When genetic parameters
were estimated on the simulated data sets, the average
results (Table 3) from the RP models show that ANIM models
yield a h 2 estimate (0.13) that is close to the average ‘true’
value of parities one, two and three (0.15), but the SIRE
models overestimate this value (0.25). With the MV models,
both the ANIM and SIRE model estimates of h 2 were also
very close to the ‘true’ values (0.201, 0.121 and 0.116).
Similarly, the rg estimates for both the MV-ANIM and MV-
SIRE models differed little from the ‘true’ values (0.92, 0.85,
0.98). However, the standard deviations on the rg estimates
of MV-ANIM (ranging from 0.25 to 0.26) are much lower
than those of the MV-SIRE model (0.35 to 0.40) indicating
that the MV-ANIM model had greater precision.

Model comparison. The percentage out of 500 runs where
each individual model was considered to be the ‘best’ model
according to the lowest MSEP1 can be seen in Table 4. This
was determined separately for models were genetic para-
meters were fixed and estimated. An overall result from
Table 4 is that the SIRE model was seldom the model with
the lowest MSEP1. When genetic parameters were fixed, the
results show that the MV-ANIM-F1 model is superior to all
the other models. However, if genetic parameters are esti-
mated, the RP-ANIM-F1 model is superior. More generally,
comparing within the same fixed effect structure, MV models
are superior when genetic parameters are fixed, RP models
are superior when the parameters are estimated (Table 4).

Sire ranking. The correlation between the sire EBVs of
the different tested models with the ‘true’ EBVs ranged
from 0.969 to 0.983 with standard deviations of ~0.01 for all
models. These values demonstrate that sire rankings between
the models varied very little.

Actual herd recorded data
Estimation of genetic parameters. The average estimates of
h 2 for both the RP-ANIM and RP-SIRE models can be seen in
Table 5. Compared with the average ‘gold standard’ h2

(0.384) it can be seen that all the RP models underestimate
this value. Furthermore, the RP-ANIM estimates are closer to

the ‘gold standard’ than that of the RP-SIRE. Considering
only the RP models, the RP-ANIM-F1 model was the one with
the closest h 2 estimate to the ‘gold standard’.
The average estimates of genetic parameters for the MV

analyses can be seen in Table 6. The results for the F2 and F4
models are not shown here, but they were similar to those
presented for F3. From Table 6 we can see that the h 2

estimates for the F1 are higher than that of F3 and F5.
In addition, the estimates for the rg between parities when

Table 3 Estimated genetic parameter values from the simulated data sets using repeatability and multivariate for both the ANIM and SIRE models
averaged across all fixed effects structures

Repeatability Multivariate (h 2) Multivariate (rg)

Random model Estimated h 2 s.d. Parity Estimated s.d. Parities Estimated s.d.

ANIM 0.13 0.05 1 0.20 0.08 1 with 2 0.91 0.26
2 0.13 0.06 1 with 3 0.83 0.25
3 0.12 0.06 2 with 3 0.98 0.25

SIRE 0.25 0.08 1 0.20 0.09 1 with 2 0.91 0.35
2 0.13 0.06 1 with 3 0.85 0.38
3 0.12 0.07 2 with 3 1.01 0.40

The ‘true’ simulated heritability values for parities one two and three were 0.201, 0.121 and 0.116. The ‘true’ rg values were 0.92 for parities 1 and 2, 0.85 for parities 1
and 3 and 0.98 for parities 2 and 3.

Table 4 Percentage of times from 500 simulated data sets that the
specified model had the lowest MSEP1

Genetic parameters fixed Genetic parameters estimated

Fixed
Multivariate Repeatability Multivariate Repeatability

model1 Animal Sire Animal Sire Animal Sire Animal Sire

F1 76.20 0.00 5.00 0.00 25.20 0.20 43.20 0.00
F2 10.40 0.00 0.80 0.00 6.20 0.00 10.20 0.00
F3 4.60 0.00 0.40 0.00 4.00 0.00 4.20 0.00
F4 2.40 0.00 0.00 0.00 2.80 0.00 1.40 0.00
F5 0.20 0.00 0.00 0.00 0.80 0.00 1.80 0.00
Total 93.80 0.00 6.20 0.00 39.00 0.20 60.80 0.00

This was calculated separately for models when genetic parameters were fixed
and estimated.
1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1.

Table 5 Average estimates of heritability (h 2) of the actual herd
recorded data and their standard deviations for the repeatability
models of 500 subsets of data

Animal Sire

Fixed model1 h 2 s.d. h 2 s.d.

F1 0.329 0.089 0.255 0.252
F2 0.311 0.090 0.205 0.181
F3 0.312 0.090 0.209 0.183
F4 0.316 0.093 0.218 0.185
F5 0.321 0.095 0.222 0.186

1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1.
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using the F1 model are lower. Comparing these values to
each other, it seems that the h 2 of the MV-ANIM-F1 model
are the closest to the ‘gold standard’ (0.429, 0.344 and
0.378). However, the rg values of the F1 model are very
low compared with the ‘gold standard’ (0.945, 0.926 and
0.996). Contrastingly, the MV-ANIM-F5 model estimates
of rg are much closer to the ‘gold standard’ than that of the
MV-ANIM-F1 but the h 2 estimates are slightly lower. Despite
this, it seems that the MV-ANIM-F5 model estimates are the
closest overall.
The greatest difference from these results is between the

h 2 and rg estimates from the ANIM and SIRE models. Not
only do the estimated values differ, but the standard
deviation values from the SIRE model are much higher than
the ANIM. This again suggests that the ANIM model is more
precise with data sets of this size.

Model comparison. Using MSEP2, Table 7 shows the
percentage of times where each model was considered
‘best’ when genetic parameters were fixed or estimated.
When genetic parameters were fixed, the MV model (69.6%)
was superior to the RP (30.4%), the ANIM model (92.0%)
was superior to the SIRE (8.0%) and the fixed effects models F3
(24.2%), F4 (23.8%) and F5 (23.8%) were considered superior
more often than the F1 (10.4%) and the F2 (17.8%) models.
When genetic parameters were estimated, the MV (44.4%) and
RP (37.8%) models were similar, the ANIM model (82.2%) was
still superior to the SIRE (17.8%) and models with increasing
complexity of fixed effects were more frequently the best model
(F1 to F5: 9.6%, 18.4%, 21.0%, 24.0% and 25.0%).
The overall outcome using actual herd recorded data

shows that when genetic parameters are fixed or estimated,

the MV-ANIM-F5 model is considered to be the superior
model. This is in contrast to the results from the simulated
data study which determined the MV-ANIM-F1 model to be
superior when parameters were fixed and the RP-ANIM-F1
when parameters were estimated.

Sire ranking. Despite the differences in the MSEP2 the cor-
respondence between the sire rankings from the output of
each of the models varied very little for the herd recorded
Australian data (see Table 8). These results show that the
number of sires ranked in the top 10 sires from each model
output had a narrow range with the lowest average across all
models being 3.37 (MV-SIRE-F1) and the highest average
value at 4.31 (MV-ANIM-F2 and RP-ANIM-F2). Furthermore,
the correlation between the EBVs of the different tested

Table 6 Average estimates of genetic parameters (rg, h
2) for parities one, two and three and their standard deviations as

calculated from the F1, F3 and F5 multivariate models on actual herd recorded data

Fixed model1 Random model Parity h 2 s.d. Correlation between parity X and Y rg s.d.

F1 Animal 1 0.413 0.107 1 with 2 0.770 0.140
2 0.355 0.106 2 with 3 0.873 0.132
3 0.397 0.128 1 with 3 0.715 0.161

Sire 1 0.648 0.301 1 with 2 0.677 0.217
2 0.540 0.252 2 with 3 0.816 0.178
3 0.550 0.255 1 with 3 0.557 0.264

F3 Animal 1 0.369 0.104 1 with 2 0.886 0.110
2 0.300 0.109 2 with 3 0.974 0.140
3 0.348 0.132 1 with 3 0.879 0.125

Sire 1 0.296 0.122 1 with 2 0.801 0.196
2 0.239 0.124 2 with 3 0.946 0.230
3 0.287 0.160 1 with 3 0.803 0.237

F5 Animal 1 0.381 0.106 1 with 2 0.894 0.121
2 0.318 0.117 2 with 3 0.973 0.135
3 0.355 0.143 1 with 3 0.873 0.163

Sire 1 0.294 0.124 1 with 2 0.782 0.407
2 0.234 0.126 2 with 3 0.953 0.356
3 0.291 0.161 1 with 3 0.797 0.291

1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1. The results for the F2 and F4 models are not shown here, but they
were similar to those presented for F3.

Table 7 Percentage from 500 runs that the specified model had the
lowest MSEP2 for the subset of five selected herds from the actual herd
recorded data

Genetic parameters fixed Genetic parameters estimated

Fixed
Multivariate Repeatability Multivariate Repeatability

model1 Animal Sire Animal Sire Animal Sire Animal Sire

F1 5.8 0.4 4.0 0.2 2.8 1.0 5.6 0.2
F2 10.8 1.0 5.6 0.4 9.8 2.8 7.2 0.6
F3 14.8 1.0 6.6 1.8 9.4 2.8 7.4 1.4
F4 16.2 1.2 5.4 1.0 10.4 3.8 9.2 0.6
F5 18.2 0.2 4.6 0.8 12.0 3.6 8.4 1.0
Total 65.8 3.8 26.2 4.2 44.4 14.0 37.8 3.8

1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1.
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models with the ‘gold standard’ EBVs ranged from 0.980 to
0.985 with standard deviations of ~0.01 for all models.
These statistics demonstrate that sire rankings between the
models compared were both highly correlated and showed
little variation in selection outcomes.

Discussion

Data
The primary aim of this research was to assess the best GEMs
to predict breeding values in Pakistani dairy cattle when
there are limited data available.
Before discussing the results, it is important to first high-

light some key assumptions that will affect breeding value
estimation in any situation where data may be limited or of
poor quality. A key problem is the accuracy of the pedigree
information. Research shows that pedigree misidentification
is common (Visscher et al., 2002; Weller et al., 2004, Sanders
et al., 2006) and can reduce the accuracy of breeding values
and hence reduce genetic gain (Sanders et al., 2006). This is
likely to be an even greater problem in Pakistan, but in the
short-term is unavoidable. Therefore, for the purposes of this
study it is assumed that the pedigree errors will have an
equal effect on the different models tested. Keeping this in
mind, the outcomes of this work are discussed below relating
to convergence rates, estimation of genetic parameters, and
finally the choice of model.

Convergence
From both the simulated data and actual data it was
apparent that when using small data sets, a high number of
MV model fittings failed to converge when genetic para-
meters were estimated. This suggests that these models may
not be suitable and instead a RP model would be more
appropriate, because fewer parameters need to be esti-
mated. Comparing between the ANIM and SIRE models the
rates differed slightly between the two data sets. However,

this difference is more likely a reflection on the depth of
pedigree rather than an implication for the model of choice.
The pedigree for the Australian data is more accurate
and contains fewer gaps in parental information than the
Pakistani pedigree used for the simulation. For this reason,
the advantages of the ANIM model over the SIRE model
could not be exploited with the simulated data, whereas in
contrast, the Australian data could.

Estimation of genetic parameters
Results from both the simulated data and actual herd
recorded data show that in some cases although model fittings
may converge and yield genetic parameter estimates, they may
yield biased genetic parameters or violate assumptions made.
For example, the MV model rg estimates, although close, are
less than one and the variance components of the first three
parities are quite different (Supplementary material S2). These
values suggest that the RP model assumption, that each parity
is genetically the same trait, is not correct. This is consistent
with the literature which generally reports the three parities as
separate traits (Weller, 1986; Schaeffer et al., 2000; Powell and
Norman, 2006). Furthermore, the ANIM model would be more
suitable than the SIRE model as the genetic parameter esti-
mates are closer to the correct values and much more precise as
shown by the lower standard deviations.
Looking further into the MV results from the actual herd

recorded data (Table 6), estimates of h 2 in the F2 to F5 SIRE
models were generally lower, by 20% to 30%, compared
with both the ANIMmodels and the ‘gold standard’ using the
whole Australian dataset (Supplementary material S2). This
is presumably due to the inclusion of more complete rela-
tionships in the ANIM model as ignoring relationships that
exist results in a reduction of estimates of genetic variance
(Henderson, 1975b). In contrast to the h 2 estimates, the
estimates of rg were not so much affected by the random
effects in the model (ANIM or SIRE) as expected (Dong et al.,
1988). However, the rg estimates from the ANIM model were

Table 8 Mean number of corresponding sires with the ‘gold standard’ model in the top 10 breeding value rankings when calculated from actual
Australian herd recorded data using both fixed and estimated genetic parameters

Genetic parameters fixed Genetic parameters estimated

Multivariate Repeatability Multivariate Repeatability

Random model Fixed model1 Mean s.d. Mean s.d. Mean s.d. Mean s.d.

ANIM F1 3.39 1.38 3.39 1.39 3.56 1.39 3.59 1.42
F2 4.31 1.43 4.31 1.42 4.00 1.38 4.15 1.35
F3 4.28 1.46 4.30 1.45 3.99 1.34 4.13 1.35
F4 4.19 1.52 4.22 1.43 4.04 1.38 4.11 1.34
F5 4.26 1.42 4.13 1.45 3.94 1.32 4.11 1.34

SIRE F1 3.37 1.41 3.43 1.44 3.42 1.37 3.49 1.40
F2 4.18 1.43 4.11 1.38 3.92 1.40 4.03 1.38
F3 4.17 1.44 4.11 1.39 3.95 1.38 3.99 1.37
F4 4.18 1.44 4.07 1.5 3.98 1.41 4.01 1.38
F5 4.19 1.48 4.14 1.42 3.86 1.37 3.99 1.39

1Fixed model: F1 to F5 refer to the fixed effects structures described in Table 1.
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still closer to the ‘gold standard’ and more accurate than the
SIRE model. The results from the simulated data concur with
these general outcomes from the actual herd recorded data and
therefore they indicate that the ANIM model is superior to the
SIRE model when it comes to estimating genetic parameters.
Lastly, looking at the different fixed effects structures, the

results from the actual herd recorded data (Table 6) show
that the rg values of the F1 model are very low compared
with the ‘gold standard’ whereas the more complex fixed
effects models (F2 to F5) yield estimates that are much closer
to the gold standard. This is an expected but important
result, which is consistent with the idea that ignoring fixed
effects can lead to biased estimates of variances and corre-
lations (Henderson, 1975c; Van Bebber et al., 1997).
Another option considered in preliminary comparisons of

this study was to treat some CGs as random effects. Although
showing promising results, a number of studies explain that
this is only suitable if sires are randomly spread across CGs
(Chauhan, 1987; Meyer, 1987; Visscher and Goddard, 1993).
This is generally not the case with the Pakistani data set used in
this study and hence it was removed from the final analysis.

Model choice
The conclusions on the ‘best’ model from the simulated data
and the actual herd recorded data are slightly different.
Results from the simulated data (Table 4) indicate that the
best model is a MV-ANIM-F1 model when using fixed genetic
parameters, but the best model is a RP-ANIM-F1 model when
genetic parameters are estimated. The superiority of the RP
model over the MV model when parameters were estimated
is partially due the lower success rates when fitting the MV
models. In contrast, results from actual herd recorded data
for both the fixed and estimated genetic parameters (Table 7)
show that a MV-ANIM-F5 model is considered the best. The
contrast in the model superiority between the simulated and
actual data suggests that when genetic parameters are
estimated, the MV models are more accurate with the actual
data than with the simulated data. This is likely due to the
pedigree of the actual herd recorded data being deeper than
that of the simulated data (based on the RCCSC data set).
The results of the most superior fixed effects structure

differ between the simulated and actual herd recorded data.
This makes it difficult to determine a general recommenda-
tion from this study alone. These contrasting results may be
due to the method of evaluation. Using the simulated data,
EBVs were compared with simulated BVs (based on an MV-
ANIM-F1 model). With the real data results, EBVs were
compared with phenotypic yields corrected for fixed effects
based on outputs from the ‘gold standard’ model (from the
MV-ANIM-F5 model). The CV results may therefore be biased
towards the ‘gold standard’ model. Nevertheless, both the
CV and simulation methods generate knowledge about
the behaviour of the different models. This is in addition to
the more common method of comparing models using the
correlation of EBVs frommodel outputs (Wiggans and Goddard,
1997; Mostert et al., 2006). Further research comparing
between fixed effects structures could be beneficial if it could

link the superiority of models with information based on
relationships between CGs.
Overall, the results of this study show that given a limited

data set, the top 10 sires do not correspond entirely with the
true top 10 ranking sires. In a practical sense, this means
the accuracy and hence the genetic gain will be reduced.
However, this difference is apparent regardless of the model
choice as the sire rankings and correlations are similar from
all the models compared. This similarity between the models
shows that the accuracy and genetic gain of all the models
would differ very little. Despite the little difference in the
ranking and thus selection outcomes between models,
recommendations can still be made on the suitability and
robustness of the categories of GEM, rather than choosing a
superior individual model.
First, the results suggest that if accurate genetic parameter

values can be obtained from a separate source, then it is
better to fix them rather than estimate them as part of the
model fitting process. However, a complication arises when
determining the value of the fixed genetic parameters and
the effect on the evaluation outcomes. In single trait selec-
tion, errors in estimates of genetic parameters are overcome
by the robustness of BLUP, but in multiple trait selection
small errors in estimated (or fixed) values can dramatically
reduce the accuracy of selection (Henderson, 1984). For this
reason it would be recommended to estimate genetic para-
meters as part of the model fitting process while ensuring
genetic parameter estimates fall within a realistic range
before interpreting any EBV outputs.
Second, based on the MSEP criterion in both the simulated

and actual data sets, the ANIM model was generally more
appropriate than the SIRE model. With these comparisons, it
is important to consider that the SIRE model is slightly dis-
advantaged in the calculation method of MSEP with the actual
data. This is because the residual variance contains 75% of
genetic variance and hence the SIRE models would always
have a larger MSEP. However, with the simulated data the
comparisons between EBVs were more definitive and in this
case, the ANIM model was clearly the superior model.
An interesting discussion point of this study is the suit-

ability of RP model v. the MV model. Although the literature
agrees that the first three parities are separate traits and the
results from the data analysed in this study concur with this,
the outcomes of this study recommend that the RP model
would be more suitable for genetic evaluation in Pakistan.
This is for two main reasons. First, from Table 2 it is apparent
that with both simulated data and actual data, there is a high
proportion of failed MV models suggesting that it may be
difficult to fit these models in the Pakistani situation. Second,
the results from the actual data (Table 7) suggest that if
genetic parameters are to be estimated then there is little
difference between the models (MV; 44.4%, RP; 37.8%)
whereas from the data simulation, which is based on
Pakistani data (Table 4), there is a much greater difference
with the RP (60%) model being superior to the MV (40%).
Given the general recommendations discussed here, if we

focus the results from this study on only the RP-ANIM models
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where genetic parameters are estimated a closer examina-
tion of the fixed effects models can be carried out. These
results show clearly that the F1 model is superior (43.2%)
more times than models F2 to F5 (10.2%, 4.2%, 1.4% and
1.8%) when using the simulated Sahiwal data (Table 4).
However, when using the actual herd recorded data the
distinction is not as clear with the model superiority being
very similar ranging only from 5.6% to 9.2% (Table 7).
Therefore, as discussed earlier it is difficult to recommend a
specific fixed effects structure for data sets of limited size.
This aligns with the generally accepted view that every data
set and structure is unique and hence it is difficult to make
general statements about the most suitable model to analyse it
(Henderson, 1975c). Consequently, we would refer to the gen-
eral recommendation in the literature to keep the average CG
size between 8 and 25 and to have no less than three records
within each CG (Urgate et al., 1992; Van Bebber et al., 1997).

Conclusions

This paper aimed to select and recommend the best model to
use for genetic analysis in Pakistan’s dairy sector where
limited data are available. Although a specific fixed effects
model structure could not be chosen, broad recommendations
can be given regarding the type of GEM to be implemented. The
main outcome of this research suggests that applying a RP
animal model where genetic parameters are estimated
appeared to be the best GEM for the Pakistani Sahiwal progeny
testing system.
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