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Abstract

Reliability evaluation by analytic modelling constitute an important issue of
designing a reliable multiprocessor system. In this thesis, a model for
reliability and fault tolerance analysis of the interconnection network is
presented, based on graph theory. Reliability and fault tolerance are
considered as deterministic and probabilistic measures of connectivity.
Exact techniques for reliability evaluation fail for large multiprocessor
systems because of the enormous computational resources required.
Therefore, approximation techniques have to be used. Three approaches are
proposed, the first by simplifying the symbolic expression of reliability; the
other two by applying a hierarchical decomposition to the system. All these

methods give results close to those obtained by exact techniques.
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Chapter 1

Introduction

1.1 THE IMPORTANCE OF RELIABILITY

The reliability of computer systems has been a major concern since the
introduction of the first electronic digital computers which used relays,
vacuum tubes and another relatively unreliable components. With the
second generation of computers, semiconductor components with much
greater reliability were introduced. Nevertheless, today there is a growing
interest in reliability, because of the increased advances and complexity of
microelectronics and computer systems, together with the increased
dependence on such systems, thus demanding for safer, more reliable and
more available systems. The importance of human safety, mission success,
equipment protection and data integrity, together with recent trends like
harsher environments, novice users, increasing repair and maintenance
costs and the development of larger systems are some of the reasons for the

requirement to improve reliability in computer systems.



1.2 RELIABLE SYSTEM DESIGN

In addition to improvements in component reliability and in test methods
to avoid the occurrence of failures; redundancy at various levels of system
organisation has to be used to increase the probability of correct operation,
providing for tolerance to failures. Fault avoidance and fault tolerance are
the two major design approaches to increase reliability, that supported by
system evaluation constitute the basic reliable system design methodology,
as illustrated in Figure 1.1. Analytic modelling and experimental simulation
techniques used for the assessment of the reliability requirements constitute

a very important issue of designing a reliable system.

System
requeriments

1 System
evaluation

Y

Fault
avoidance

Fault
tolerance

Modelling Simulation

FIGURE 1.1
Reliable system design methodology



1.3 RELIABILITY IN MULTIPROCESSOR SYSTEMS

The rapid expansion of multiprocessor or multicomputer systems has been
possible by the continuous decline of hardware costs, the introduction of
microprocessors and the development of distributed and parallel systems.
Design of computing systems incorporating more processing elements has
resulted in a two-sided relationship involving reliability. On one hand, it
opened the way to new possibilities of obtaining high reliability and fault
tolerance by the use of the inherent redundancy without prohibitive
additional costs. On the other hand, as the number of elements increases,
the probability of failure existing somewhere in the system at any time also

increases.

1.4 PURPOSE OF THIS WORK

The purpose of this work is the study and implementation of models for
reliability and fault tolerance analysis of multiprocessor systems. The
attention is basically given to the intercommunication structure, i.e. the
interconnection network, so models can be based mainly in graph theory.
Reliability and fault tolerance are considered as deterministic or probabilistic
measures of connectivity, i.e. the successful communication among the
nodes (computers) throughout the network in spite of faults in the
communication paths (node and/or link failures) for several rooted and
unrooted connectivity problems.

The trend towards constructing multiprocessor systems with large
number of processors has meant that exact reliability modelling techniques

cannot be applied without prohibitive computational overheads. Therefore,



it is proposed to employ approximate techniques for reliability modelling of
large multiprocessor systems based in a hierarchical decomposition of the

system.

1.5 OUTLINE OF THE THESIS

Chapter 2 provides a general overview and introduces some aspects of fault
tolerance and reliability in computer systems, considering basic concepts and
definitions of fault tolerance and fault avoidance techniques,
characterisation of faults, redundancy and system service where the main
reliability measures are introduced. The application areas for fault tolerant
systems are described, the need for reliability assessment is highlighted and
a general design methodology is suggested for implementing fault tolerance
and consequently high reliability in computer systems.

Chapter 3 describes the characteristics of multiprocessor systems
followed by the principal considerations and methodology to implement
fault tolerance and reliability in such systems. A theoretical model based in
graph theory is proposed to study the reliability in the intercommunication
network, considering the deterministic or structural as well as the
probabilistic, stationary and dynamic, aspects of the network.

Chapter 4 is devoted to the implementation of a deterministic model
and a probabilistic model for reliability analysis of multiprocessor systems.
An evaluation of some network architectures is also presented.

Chapter 5 presents a description of the hierarchical clustering method
and the subsequent hierarchical reliability evaluation of large
multiprocessor systems as well as the results obtained when applying this

method to some multiprocessor configurations.



Chapter 6 presents a summary, conclusions and recommendations for
future work.

Appendix A describes some basic concepts of graph theory related to
the graph model for reliability.

Appendix B presents computer implementation details of the

reliability model.



Chapter 2

Aspects of Fault Tolerance and
Reliability

2.1 INTRODUCTION

In this chapter are presented some aspects of fault tolerance and reliability in
computer systems, considering basic concepts and definitions of fault
tolerance and fault avoidance techniques, characterisation of faults,
redundancy and system service where the main reliability measures are
introduced. The application areas for fault tolerant systems are described,
the need for reliability assessment is highlighted and a general design
methodology is suggested for implementing fault tolerance and

consequently high reliability in computer systems.



2.2 BASIC ASPECTS AND TERMINOLOGY

2.2.1 FAULT AVOIDANCE AND FAULT TOLERANCE

There are two major approaches for attempting to improve or maintain
normal performance and consequently reliability of a system. These two
approaches can be combined and are applicable to all parts of the system.

The first approach is called fault avoidance in which the reliability of
the system is assured by preventing the cause of unreliability, i.e. of faults.
This can be achieved by techniques such as design review, quality control on
components and system testing.

The second approach is by fault tolerance, which is defined as: “the
ability of the system to continue to perform its specified functions regardless
of the presence of faults” [AVI 78].

Fault tolerance can be achieved in one of two ways :

(a) Static: through the masking or hiding of the effects of faults

(fault masking), or
(b) Dynamic: by identification of sources of failure, followed by

undertaking actions to appropriately compensate for the effects of

identified failures.

2.2.2 CHARACTERISATION OF FAULTS

A fault is defined as any erroneous state of the system. In a computer system
there are two types of faults: hardware and software faults. Hardware faults
are caused by physical factors resulting from component failures (wear-out
or manufacturing defects), external disturbances, and design or

implementation mistakes. Software faults result from design or



implementation mistakes. An error is the manifestation of a fault in the
system. A failure or malfunction is the effect of an error in the system
service or behaviour as it is perceived by the user. An error will lead to the
failure of a system unless tolerance to such fault has been provided [JOH 84].

The general effects of faults in a system are illustrated in Figure 2.1.

Design
mistakes

implementation )
mistakes

System
fallures

Component
failures

Hardware
faults

Extemal
disturbances

FIGURE 2.1
Cause and effect relationship of faulfs

Faults may be further characterised by other properties besides their
type and cause :

e palue : determinate (such as stuck-at models) or indeterminate;

 duration : permanent, intermittent, transient or latent;

e level : fault in a component, module, subsystem, etc.;

e extent : local or global.

Figure 2.2 shows the barriers constructed against faults by fault

avoidance, static and dynamic fault tolerance.
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FIGURE 2.2
Barriers against faults

2.2.3 REDUNDANCY

Redundancy is the key issue in all fault tolerant systems, it consists in the

addition of resources beyond what is needed for normal system operation.

Redundancy may take several forms [JOH 84]:

(a) information redundancy, e.g. error detecting codes;

(b) hardware redundancy, i.e. physical replication of hardware;

(c) software redundancy, replication of software or programs to perform
validity checks, self-tests, etc.;

(d) time redundancy, uses additional time mainly to distinguish between

permanent and intermittent failures.



In fault masking systems, generally hardware redundancy is employed
in the form of replication and voting (n-modular redundancy), where
multiple copies of an entity are utilised with outputs decided by majority
vote. A common method is triple modular redundancy or TMR which is

illustrated in Figure 2.3 with an ideal voter.

module 1

module 2

input »O output

module 3

FIGURE 2.3
TMR with ideal voter

In contrast to masking failures which requires a large amount of
resources, by using the second (dynamic) approach of fault tolerance, the
amount of adittional resources can be minimised. This approach is formally

categorised into [KUH 86]:

(1) Fault detection: the ability of the system to recognise that a fault has
occurred;

(2) Fault location (diagnosis): the process of determining the location of a
fault or faults in the system;

(3) Fault containment: the process of isolating a fault and preventing its

effects from propagating throughout the system;
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(4)  System reconfiguration or repair: the logical or physical removal of the
failed component, along with rearrangement of the remaining non-
faulty elements to compensate for the loss of the failed component.

(5)  System recovery: the restoring of data and computations to a consistent
operational state. This may involve rolling back computations to a pre-

failure state and then restoring them.

2.2.4 SYSTEM SERVICE

The life of a system is perceived by the user as an alternation between two

states of the delivered service with respect to the specified service [AVI 86].

*  proper service where the service is delivered as specified;
. improper service where the delivered service is different from the

specified.

The events which constitute the transitions between these two states
are the failure and the restoration of service or repair. Quantifying the
alternation between delivery of proper and improper service leads to the

two main measures of system reliability.

e  reliability: a measure of the continuous delivery of proper service
from a reference initial instant.

e  availability: a measure of the delivery of proper service with
respect to the alternation of delivery of proper and improper

service.

Reliability and availability are formally described in chapter 3.

11



2.3 APPLICATION AREAS FOR FAULT TOLERANT SYSTEMS

The application area determines the requirements placed upon a system. To

employ fault tolerance in a computer system involves trading off the cost of

failure against the cost of implementation. Based in this criteria there have

been defined five primary application areas [REN 80] (ordered by the most to

the less stringent fault tolerance requirements and cost).

(a)

(b)

(c)

(d)

(e)

Critical applications : systems on which failure can place human lives
in danger. They require high reliability and short reconfiguration time,
such as real time control systems. Examples are: passenger transport,
patient monitoring, control of nuclear power plants, etc.

Long life control systems: systems in environments that do not allow
access for manual maintenance such as spacecrafts, satellites,
underwater stations, etc..

High availability general purpose applications: the main characteristic
of these systems is that they can allow frequent outages as long as the
duration of each outage is small. Examples of these systems are large
resource sharing systems like telephone switching, book-keeping
systems, etc.

High performance computing: systems where expected performance
cannot be achieved without the use of fault tolerance.

Maintenance postponement is required when maintenance is very
costly or difficult to perform, such as remote processing stations. The
main goals are to postpone maintenance until convenient times and

still have a system that can perform at least a subset of its service.
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In addition to the above areas, fault tolerance offers significant

psychological support for human users who depend on or interact with a

computer system.

2.4 RELIABILITY EVALUATION

The choice of fault tolerant functions and redundancy techniques needs to
be supported by a quantitative or qualitative assessment whether the system
possesses the expected reliability. There are two approaches to reliability

evaluation [AVI 78]:

(a) Analytic approach, in which fault tolerant and reliability measures are
obtained from a mathematical or graph model of the system.-

(b) Experimental approach, in which faults are inserted either into a
simulated model of the system or into a prototype, and fault tolerance

and reliability measures are estimated from statistical data.

A variety of models have been created for analytical studies of fault

tolerance and reliability, that can be broadly divided into two classes :

(@) Deterministic models. For the investigation of problems to describe the
architecture, connectivity, diagnosability, robustness, reconfigurability
and other aspects related with fault tolerance, reliability and
performance.

(b) Probabilistic models allowing the computation of reliability and
performance parameters such as the probability of success, reliability,

availability, MTTF, MTBF, survivability, etc.
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2.5 FAULT TOLERANCE AND RELIABILITY DESIGN ISSUES

Fault tolerance can be introduced into the system architecture through
a systematic sequence of design activities [AVI 78], [DEP 77]. A general

methodology can be summarised as follows :

(1) Specification of the computational task and description of system
requirements (I/O interfaces, etc.).

(2) Determination of the basic system architecture.

(3) Specification of the reliability goals according with the application area.
(a) Identification of classes of faults to be tolerated: implementation

errors, component failures or external disturbances.
(b) Quantitative reliability requirements
(c) Postulation of the methods for evaluation.

(4) Fault detection mechanisms: initial testing, concurrent detection (on-
line) or scheduled detection (off-line), as well as redundant testing.

(5) System reconfiguration and recovery algorithms: manually controlled
or automatic; full recovery, degraded recovery (graceful degradation or
soft fail operation) or safe shutdown (fail-safe operation). A special case
of recovery results from fault masking.

(6) Evaluation of the fault tolerance and reliability of the design by means
of analytic modelling, experimental simulation or both. Physical,
structural and reliability parameters are used in generating the
reliability prediction.

(7) Design refinement. The goal is to balance the protection provided to
each subsystem in such a way that reliability goals are obtained without
a single dominating contributor of unreliability and at the lowest cost

of additional hardware and software.



Chapter 3

Fault Tolerance and Reliability in
Multiprocessor Systems

3.1 INTRODUCTION

A key issue for successful operation of a multiprocessor system is the
exchange of information between the processing nodes. Therefore, one of
the critical problems in designing multiprocessor systems is to provide an
appropriate, highly reliable and fault tolerant communication subsystem, so
that all the processing nodes are able to communicate at all times.

In this chapter are described the main characteristics of multiprocessor
systems, followed by the considerations and methodology to implement
fault tolerance and reliability in such systems. A theoretical model based in
graph theory is proposed to study the reliability in the intercommunication
network, considering the deterministic or structural as well as the

probabilistic, stationary and dynamic, aspects of the network.



3.2 PROPERTIES OF MULTIPROCESSOR SYSTEMS

The term multiprocessor systems is used here to represent systems which
are known with different names, such as: computer networks,
multicomputers, distributed processing systems, parallel processors, etc.
Multiprocessor systems extend from geographically distributed networks up
to VLSI systems which interconnect a large number of simple processing
cells in a single chip.

Multiprocessor architectures can be categorised by their degree of

integration and processor granularity [PRA 86] as it is shown in Table 3.1.

TABLE 3.1
Network structures
Degree of Processor Network
integration granularity examples
LOW LARGE Long-haul
networks
MEDIUM MEDIUM Local area
networks
MEDIUM MEDIUM Multiprocessor
systems
HIGH SMALL VLSl based
systems

Despite the different names, degree of integration and granularity,

multiprocessor systems have the following basic properties : [KUH 86]

(@ Autonomy: A number of autonomous, cooperating processing
elements (PEs) interconnected between them. At the system level,
these PEs and their interconnection links are viewed as the basic
components of the system. Each PE has its own local memory and

there is no shared memory between PEs. The interconnection schemes

16



allow high bandwidth communication between the PEs generally

through message passing and can be classified into three categories:

* Link oriented
* Bus oriented
* Connection network based.
(b) Modularity: A high degree of distribution of control or operating
system functions among the PEs (resources distribution).
(c) Parallelism: Highly parallel computations, on the classes of SIMD
and/or MIMD.

These properties make the system inherently redundant, thus allowing
the implementation of fault tolerance capabilities in multiprocessor

systems, minimising the need for additional redundancy.

3.3 METHODOLOGY AND CONSIDERATIONS FOR FAULT TOLERANCE
AND RELIABILITY

Most of the same design issues described in section 2.5 apply also to
multiprocessor systems, but in order to extend this methodology specifically
for such systems, the following considerations must be taken in account :

[REN 80], [KUH 86]

3.3.1 GENERAL

(a) The design methodology can be applied locally (within each processor)

and/or globally (across the collection of processors and their

interconnections).

17
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(b) Redundant partitioning. Whole processor partitioning or sub-modules
partitioning. In general, for multiprocessor systems, the appropriate
level to consider is at the processor level and communication paths in
the interconnection structure.

(c) Protection of hard core items: Clocks, common control, power supplies,

recovery mechanisms, etc.

3.3.2 REPLICATION AND MASKING

(d) Dynamic (selective) redundancy. In contrasting with traditional static
redundancy, selective redundancy is implemented according to the
needs and requirements of a specific application and can be adjusted to
protect critical computations with higher levels of redundancy

compared with less important computations.

3.3.3 FAULT TOLERANCE THROUGH DIAGNOSIS, REPAIR AND RECOVERY

(e) Fault detection. At processor level can be distinguished in two ways:
external (generally neighbouring processors) and internal detection.

(f) Fault diagnosis. Traditional system level diagnosis can be employed,
but extended to consider diagnosis of failures in interconnection paths.

(g) Reconfiguration and recovery. Preferable logical to physical hardware
reconfiguration due to the non-scarce redundancy in PEs, and the cost
and reliability involved in hardware reconfiguration to switch-in spare
modules, redirect communication paths, etc. Two important situations
can be distinguished related with reconfiguration: configurations with
spare nodes in which there is no degraded performance and graceful

degradation.



(h) Effectiveness of fault detection and recovery: Coverage.

3.3.4 COMMUNICATION FEACILITIES

(i)

Intercommunication structure and redundancy: If several processors
are required to work cooperatively on a task, a frequent exchange of
data among them is expected. The amount of data, the frequency with
which they are transmitted, the speed of their transmission and the
route that they take are all significant in affecting the
intercommunication and its reliability.

The key structural consideration in the design of fault tolerant and
high performance multiprocessor systems 1is the system
interconnection. Ideally if one processor wants to communicate with
another, then it should do it over a channel that directly connects the
two. Such a system would be prohibitively expensive. A channel
between every pair of processors would require O(n?) channels for n
processors. So it is necessary to trade cost for speed and reliability. The
compromise that is made involves routing data from one processor to
another via intermediate processors so creating communication paths.
A redundant connection that is made to increase reliability, must allow
for fault tolerance so that any node can be reached by a different path if
one path should fail (robustness and reconfigurability).

Broadly speaking, a viable interconection strategy must have a small
number of channels and easy routing rules, should provide for fault

tolerance, re-routing and gracefully recover in case of failures.
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3.3.5 OTHER CONSIDERATIONS

() Type and importance of modules, capability, 1/0O, peripherals
connected, etc. The functions that depend on the connected hardware,
in case of reconfiguration, can only be delegated to predeterminate
modules of the same type.

(k) Performance. The structure of the system also affects other factors, such
as interprocessor distance, delays, message routing, expansion
capability, etc. In degradable systems there is also a degradation in
performance (mode of operation or service rate), which is of

considerable importance.

3.4 RELIABILITY MODELLING

The operation of a multiprocessor system is a function of the success of
many factors; our goals in reliability modelling or assessment are to obtain a
measure of a system utility which contributes to its overall performance.
For this work we have concentrated basically on reliability from the
point of view of the intercommunication structure of the system, i.e. the
interconnection network. Communication network reliability is defined as
“the ability of a network to carry out a desired operation” [COL 87].
Necessary network operations have been identified so as to continue to
afford communication routes between some target nodes when other nodes
or link fail.
The measures of network reliability fall into two classes:
(a) Deterministic : depend only on the structure of the network, that is, on
the number of nodes and links and the way they are connected.
(b) Probabilistic : depend not only on the structure but also on the

probabilities of failure of nodes and links.

20



3.4.1 GRAPH MODEL

An important approach to fault tolerant design and reliability modelling is
the utilisation of models based in graph theory [HAY 76]. Graph models
have been utilised within the field of fault tolerance for the design of
algorithms for fault detection, diagnosis [PRE 67], [MEY 85], [MAE 86],
reconfiguration [MAE 86], recovery [YAN 86] and replication [CHE 85]

among others.

The basic concepts of graph theory related to the reliability model can

be found in Appendix A.

Graph representation

A multiprocessor system can be viewed as a directed or undirected graph
G = (N, E) in which the set of nodes or vertices N represents the set of 7
processors, N = {x;, x,,..., x,} and the set of links or edges E represents the
unidirectional or bidirectional interconnection channels between the PEs,
E = {e, e, ...} ; an example of an undirected graph is shown in Figure 3.1 and

a directed graph in Figure 3.2.

P node (PE)

_a bidirectional edge
(connecting path)

FIGURE 3.1
Undirected Graph
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P node (PE)

. unidirectional edge
(connecting path)

FIGURE 3.2
Directed Graph

In a graph model, the representation of faults in nodes and faults in
edges is shown in Figures 3.3a and 3.3b respectively. A node or edge failure
has the effect of modifying the graph topology creating a subgraph (G,) of the
graph G when faulty nodes and/or edges are removed from the system
graph; it is assumed that removing a node includes removing all its
incident edges.

Successive failures can, eventually, result in a disconnection of the
system, and therefore prevent some processors from communicating to

some other processors.

faulty node

faulty edge
\\‘ o~ g

(@) (b)

FIGURE 3.3
Representation of faults: (@) fault in a node; (b) fault
in an edge.



Assumptions

The following is generally assumed :

(a) Information is directly relating to the topology.

(b) Elements (nodes and edges) have two states: operational and failed.

(c) If the system cannot maintain a specified level of service then is failed.

(d) There is no correlation between the failure of elements (statistically
independent failures).

(e) A situation where the graph topology is disconnected is equivalent to a

state of total system failure.

Based on these assumptions the reliability goal is then to determine
the effect of the topology on the operational states of the network

represented as a deterministic or probabilistic graph.

3.4.2 RELIABILITY PROBLEMS

In a graph model of the interconection network it is assumed that any two
nodes can communicate if they are both operative and if there is a path of
operative nodes and edges between them. Reliability calculation is based not
only on the operation of a path but also on the total number of
communications of such paths. Based in this criterion, reliability is a
measure of connectivity.

Reliability problems in a probabilistic communication network are
identified and classified in [SAT 82] and [COL 87] as either unrooted or
rooted problems. Rooted problems represent tree connectivity problems

which are useful, for example, in studying the reliability of successful



broadcasting of information originated by a central controller (source node)
to a set of target nodes in a network. For our model it is proposed to extend
this classification to be used also to characterise the deterministic reliability
model. For a graph G, the reliability problems considered for deterministic

and probabilistic models include :

Unrooted problems

(@) Two-terminal reliability (TT) : a specified node pair in G can
communicate each other. TT connectivity is useful because many
applications of multiprocessing require connection between two nodes
over a period of time, for example in remote interactive computing.

(b) Owerall reliability (AT) : all node pairs in G can communicate.

(c) K-terminal reliability (KT) : among a set K of specified nodes in G, all
node pairs can communicate. It is useful for example in distributed

computing.

Rooted problems

(d) Source to terminal reliability (ST) : a specified node (S) in G can
communicate to another specified node (T).

(e) Source to all terminal reliability (SAT) : a specified node (S) in G can
communicate to all other nodes.

(f) Source to K-terminal reliability (SKT) : a specified node (S) in G can
communicate to a set K of specified nodes.

(g) K-source to K-terminal reliability (KSKT) : a set (Ks) of specified source

nodes in G can communicate to a set (Kt) of specified terminal nodes.

For undirected graphs, TT and ST can be viewed as equivalent
problems since each link can communicate in both ways. Likewise AT and

SAT are equivalent, and KT with SKT are equivalent as well. For a graph G
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with n nodes, TT and AT are special cases of KT with K=2 and K=n

respectively.

Another reliability problem that has been considered for the
probabilistic model due to its importance as the general model of redundant
systems is:

(h) K-out-of-N system reliability (KON) : probability that K out of N

components in G must work for system success.

The general mechanism to define a reliability problem is as follows
[COL87]:

For any graph G = (N, E) it is defined a state of G to be a subset S of G;
this is interpreted to mean that all elements (edges and nodes) in S are
operational and all elements in G - S are failed.

The universe of possible states is the power set U(G) = 2%, where ne is
the total number of elements (ne = n + e). A network operation is specified
by defining the set OP(G) subset of 27 ; here OP(G) is the set of states
considered to be operational. Equivalently, network operation can be

defined in terms of FA(G) = U(G) - OP(G) the set of failed states.

3.4.3 DETERMINISTIC MODEL

The graph model is utilised for the deterministic reliability model to analyse
the characteristics, in terms of reliability, fault tolerance and structural
performance, of the interconnection structure. The most important
deterministic measures, related to reliability, taken from the graph theory

domain are:
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Degree of node. Is the number of neighbours nodes, or equivalently the
number of edges incident on a node, it represents the number of

communication ports. The largest degree of all nodes is denoted by d,,, and

max

the smallest by d,,,,, if d,,, =d,,, then the graph is regular of degree d .

Distance. Distance or length between two nodes I (i,j) is the number of
edges in the shortest path between node i and node j . Average distance (/,,)
is the internode distance averaged over all the node pairs; it is a measure of

the average delay. Diameter (I,,,) is the maximum internode distance.

Size (e). Is the total number of edges. Denseness (s). Is a measure of how well

e
connected the graph is. Formally, s = -, - Usually, s = log, n is considered a

fairly dense graph, s = O(1) is sparse while s = O(n) is a very dense graph.

Node connectivity (K, ). Is the minimum number of nodes which when
removed will disconnect the graph. Edge connectivity (K, ). Is the minimum

number of edges whose removal will disconnect the graph.

The degree of fault tolerance (K) has been defined as the maximum number
of elements (nodes and/or edges) which can become faulty without

disconnecting the graph, ie. K=K, -1.

These parameters can also can be used for:

(a) Analysing the diagnosability of different configurations, which is a
~direct function of connectivity.

(b) Analysing the suitability of various configurations for a desired
application from the point of view of fault tolerance, diagnosability,

reconfigurability (number of possible configuration states for a given
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application without degradation) and structural performance (such as
distance) in order to determine an appropriate (optimal or near
optimal) configuration in terms of minimum hardware investment,
i.e. minimum size and number of nodes.

Selective redundancy can be incorporated in the model, allowing a
critical task to be replicated for two PEs (mutual monitoring) (Fig. 3.4a)
or three PEs (2-out-of-3 decision) (Fig. 3.4b), if the configuration allows

direct connection between the processors.

@ ®)

FIGURE 3.4
Replication of modules: (a) two nodes (1 and 2);
(b) three nodes (1, 2 and 3).

(d) In a gracefully degrading system it is possible to reconfigure the system

(reassign or reduce the computational tasks from the faulty processor(s)
to the remaining operational ones) for different degraded
configurations down to a minimum configuration allowable or until
the graph becomes disconnected, being also possible to analyse the
parameters mentioned (connectivity, diameter, distance, etc.) for each
degraded configuration in order to obtain a measure of survivability

(how gracefully the system degrades).
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3.4.4 PROBABILISTIC MODEL

The probabilistic model is concerned with the probability that the
interconnection network is able to perform a desired operation in an
environment of random component failures.

The reliability of a system can be derived in terms of the individual
reliabilities of the components used to build it. The various reliability
modelling techniques that have been developed tend to fall into one of two

classes [STI 86]:

(@) Combinatorial models: attempt to categorise the set of operational
states (or conversely the number of unoperational states) of a system in
terms of the functional states of its components in such a way that the
probabilities of each of these states can be determined by combinatorial
means.

(b) Continuous-time discrete-state Markov models: concentrate on the
transition rates between the possible states of the system (state
probability) and then use this information to determine the
probabilities that the system is in each of these states at any given time.
Markov models are applicable when the system states are dependent
on parameters such as reconfiguration, degradation, repair, coverage,

etc.

Markov models have been widely used in the modelling of reliability
and behaviour of simple multiprocessor systems since they have the
characteristics above explained. Several models have been developed for
specific applications. Some of them present a model which also includes

performance analysis [BEA 78] (performance & reliability = performability).
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Others also have considered parameters such as intermittent and transient
faults [MAL 81].

A considerable effort has been expended for several researchers to
develop a complete model based on Markov methods which deal with the
problem of reliability prediction of complex fault tolerant computer systems,
mainly for critical applications where ultrahigh reliability is required (e.g. in
the order of 1-10°). The most representative Markov models are reviewed
and criticized in [GEI 83] : ARIES, SURF, CAST, and CARE-III, where is
concluded that all these models suffer from multiple limitations, and
therefore they propose a new model: HARP.

The main disadvantage of all Markov methods is that they require to
enumerate all possible states of the system, which is impractical for systems
of medium to large size. For each probabilistic event considered, the
number of states is directly proportional to the branching factor, existence of
cross links and the depth of the network. Also, when availability is needed
the state diagram has to be expanded to account for the non-homogeneity
when the failure and repair rates are different for the different components
[MAK 83].

On the other hand, an equivalent analysis of interconnection network
reliability is obtained by combinatorial techniques as demonstrated in
[MAK 83]. By using a combinatorial Boolean algebraic approach it is possible
to achieve efficiency and functionality of the model, as it is described in the

following subsection.

3.4.4.1 Combinatorial approach

Several combinatorial methods for system reliability are given in [HWA 81];

these methods are classified as :
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(a) State enumeration
(b) Reduction to series-parallel networks
(c) Path enumeration

(d) Cutset enumeration

(e) Others

Type (a) methods present the same disadvantages as Markov models
because of the large number of states to be enumerated. Type (b) methods
are not applicable when both nodes and links are unreliable and since most
of the networks cannot be reduced to series-parallel subnetworks. In
methods of type (c), the reliability expression is obtained by finding the set of
possible paths for the reliability problem to solve, and then applying
Boolean algebra and probability theory to modify the set of paths to an
equivalent set of mutually exclusive (disjoint) paths. Cutset enumeration
methods (type (d)) are equivalent to path enumeration methods to obtain
the unreliability instead of the reliability. The disadvantage is that it is more
difficult to implement algorithms for cutsets than for paths.

For the reliability analysis, it is desirable to use a symbolic expression

because it presents several advantages [HAR 86] :

() when the network has a fixed topology the reliability of its elements
can change with time, reliability can be calculated by simply
substituting the values of the element reliabilities in the symbolic
expression and the effects of their changes can be estimated.

(b) In some applications it is desired to improve reliability of a network
under a given cost constraint. The symbolic expression can be used to

identify the critical elements to optimise the reliability.
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Probabilistic graph

For the probabilistic model, in addition to the graph model of a
multiprocessor system, a probabilistic graph having a probability of

operation associated with each node and edge, is also required.

Assumptions

First, it is assumed that the system is coherent, i.e. :

(@) when the system has failed, no failure will restore the system to a
successful state,

(b) when the system is operating successfully, no repair will cause the
system to fail,

(c) failure of components causes the system to fail,

(d) when all components are working the system is successful.

It is also generally assumed that the probability of failures of the
elements are statistically independent, i.e. there is no correlation between

failures of different nodes and links.

3.4.4.2 Stationary reliability

In the static or stationary reliability analysis, the processing nodes and the
communication links are associated with probabilities of being operational,
i.e. reliabilities. It is assumed that these reliabilities are constant during the

time interval in which the system is being analysed.



The reliability of the i* component (node and/or edge) is given by :
pi = Pr {i* component is working } ..

and the unreliability is given by :

qi = 1_pi .(32)

3.4.4.3 Dynamic reliability

In practice the parameters that are associated with reliability evaluation are
described by probability distributions [BIL 83]. The times-to-failure describe
the probability that a given component fail within or survive beyond a
certain specified time. To study dynamic or time dependent analysis of the
various connectivity problems, there are considered two different operating
environments, namely, closed or non repairable, i.e. no repair of failed
elements (nodes and links) is possible during the time interval of interest,
and repairable when the failed elements are repaired and made operational.

Dynamic reliability analysis has several advantages [MAK 83], such as:

(a) the provision for incorporation of different probability distributions for
failure and recovery times,

(b) the computation of task and mission related measures such as MTTF
and MTBF (as explained below),

(c) system design is based on the dynamic behaviour of the individual
network elements, where a single probability of success p; is

inadequate.

The most important dynamic reliability measures for the design and

evaluation of the intercommunication network are the following [BIL 83],

[RAG 86]:
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For closed (non repairable) systems :

Reliability R(t): Is the probability that the network has not failed by time ¢,
given that it was fully operational at time zero (all components operating).
There may be many failures of components but the network remains
operational throughout the interval [0, t].

Mean time to failure (MTTF): Is the average time it takes for the network
to enter the failed state for the first time, given that it was fully operational

at time zero. Is the average time to first failure or expected life of the system.

For repairable systems :

Availability A(t) : Is the probability that the network is operational at time
t, given that it was fully operational at time zero. The network might have
been failed and repaired one or more times during the interval [0, ¢] but it
was made operational again by repairing or replacing the failed elements.
Mean time to repair (MTTR) : Is the average time it takes to repair the
network. Usually this time is very small compared to MTTF.

Mean time between failures (MTBF) : Is the average cycle time between
successive failures for repairable networks.

Steady-state availability (SA) : Is the probability of the system being
operational once it has reached a steady-state (¢ = o). It is a measure of the

fraction of time the communication system is operational.

Dynamic reliability evaluation for individual system components.

Eailure rate (A;) : Is the average measure of the rate at which failures occur.
It is generally assumed to be constant for the normal operating period
(useful life) of the system, it is characterised by the exponential distribution.

Repair rate (y;) : 1Is the average measure of the rate at which repair occur. It

is generally assumed to be constant (exponential distribution).
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Figure 3.5 shows the typical bath-tub curve for failure rate of a
component. Region I is known as the infant mortality phase; region II is the
useful life period or normal operating phase in which the failure rate is

constant; and region III represents the wear-out phase.

failure
rate A
(. i ,
1 1
] 1
] 1
1 ]
1 ]
] 1
] 1
] 1
[] ]
[} []
I [}
] ]
]
bum-ini useful life ' wear-out
E e
time
FIGURE 3.5

Bath-tub curve

Under this assumption, the time dependent measures of element x; in

the useful period of the system are :

For closed systems :

The reliability at time ¢ :
R(x,-,t)=exp[-l,vt] (33)

Mean time to failure :

- 1
MTTE (x; ) = fR(x,-,t)dt=;t— ...(34)
0

(

where J; is the failure rate of element x;



For repairable systems :

The availability at time ¢ is obtained with Markov modelling for a

single repairable component : [BIL 83]

Hi Ai
+
A«,’“i'/.ti l,"f‘/.li

A(x;,t) = expl[-A;+ )t ] ...(3.5)

Mean time to repair and mean time between failures are given by:

1
MTTR (x; ) = Z ...(3.6)

1
b —

1
MTBF (x; ) = MTTF (x; ) + MTTR (x; ) = l_
i 24

...37)

where 2; is the failure rate and ; is the repair rate of element x; .

The steady-state availability is the availability at time .

m MTTFE (x)
SA (x;)=A (x;, ) = P ~ MTTF (x;) + MTTR (x;)

... (3.8

Figure 3.6 shows the average cycle time performance for a repairable
component.

If the component failures and repairs are described by other general
probability distribution functions, it is required to use Laplace transform
techniques to solve for the reliability measures of network components.

The symbolic expression for reliability based in the probability of

elements p, is transformed into a time dependent expression by substituting

R(x;,t)orA(x;,t)forp,.
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Average cycle time

3.4.4.4 KON system reliability

A system can be represented as a reliability network for the general model of
redundancy, which includes series, parallel and k-out-of-n systems defined

as follows:

Series system. A series system represents a non redundant system, where
the elements of the system are said to be in series from a reliability point of
view if they all must be operational for the system to be operational (R;) or
only one needs to fail for system failure (Q,).

R, = Pr {all elements are operating} is given by :

R, = Hpi ...(39)
1=1
and Q, = 1-R;

where p; is the probability of element i working

Parallel system. A parallel system represents a fully redundant system,
where the elements of the system are said to be in parallel from a reliability
point of view if only one needs to be operational for the system to be

operational (R,) or all must fail for system failure (Q,).
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R, = Pr {at least one element is operating} is given by :

R, =1- u(l-pi) .. (3.10)

and Q, = 1-R,

where p; is the probability of element i working

K-out-of-n system. In a k-out-of-n system or partially redundant system, at
least k elements out of n must be operational for the system to be
operational (Ry) or n -k +1 must fail for system failure (Qy).

A k-out-of-n system is the general model of active redundant systems,
where series and parallel systems are particular cases with k=n and k=1
respectively. Therefore, the implementation of a reliability model for k-out-
of-n systems is sufficient for the modelling of series and parallel systems as
well.

In a k-out-of-n system the number of components operating has a
binomial distribution with parameters n and p, Assuming that the n
components have the same probability (p):

Ri = Pr {at least k out of n elements are operating} is given by :
Ro =Y Chpi-p)i ... (311)
%

where CJ, is the number of combinations of j from n elements and is

given by :
S L ...(3.12)
"l (n-j)!
and Qr = 1-R;

This system can also be analysed for the dynamic (time dependent)
environment by substituting the component reliability for the appropriate

dynamic parameter.
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3.4.5 COMPLETE NETWORK RELIABILITY MODEL

After the specification of the deterministic and probabilistic reliability

models, we can propose a methodology for the design and analysis of a fault

tolerant multiprocessor system incorporating both models for the

intercommunication network in order to cover the different aspects

described previously in sections 2.3 and 3.2. Broadly speaking, the basic

methodology could be as follows:

(1)

(2)

3)

Specification of the initial requirements and constraints:

(a) Suitable system topologies for an application and if applicable the
possible degraded configurations.

(b) Structural parameters related with fault tolerance and
performance, such as maximum number of elements, degree of node,
maximum distance, degree of fault tolerance, diagnosability and
reconfigurability, etc.

(c) Parameters for the reliability model: Reliability and performance
goals, physical parameters such as failure rates; behavioural
parameters, such as repair rate (or no repair), coverage, etc.
Deterministic evaluation of these topologies, by studying the results in
terms of fault tolerance, diagnosis, reconfiguration, cost, etc. These
results are then used as the basis for the structural parameters in the
probabilistic model.

Probabilistic evaluation: This model utilises the structural parameters
(obtained in (2)) and the reliability parameters specified in (1.c) to
compute the reliability, availability, MTTF, etc. If the required goals are
met, then the most suitable configuration is chosen; If not, it is
necessary a refinement of the design, which involves returning to

stage (1) to obtain a different configuration.
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Chapter 4

Model Implementation

4.1 INTRODUCTION

In this chapter is described the implementation of a deterministic
(structural) model and a combinatorial probabilistic model for reliability
analysis of multiprocessor systems. Both models are based in concepts of
graph theory and the criteria of reliability as a measure of connectivity, i.e.
the operation of the communication paths among the different elements in
the system which is relative to the number and structure of such paths for
specific reliability problems.

In a deterministic model, reliability is dependent of the distance, degree
and mainly number of edge and node disjoint paths (connectivity) between
the nodes in the graph representing the system. In a probabilistic model it is
assumed that the elements (nodes and edges) of the system fail with some
known probability, stationary (time invariant) or dynamic (time dependent)

in an environment of statistically independent failures.
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The computer representation of a graph is described in section 4.2; the

deterministic model is presented in section 4.3 and the probabilistic model

in section 4.4.

4.2 GRAPH REPRESENTATION

The efficiency of a graph algorithm as well as the ease of implementation
depends on the graph representation. For our model two data structures for
representing directed and undirected graphs have been used :

*  Adjacency lists

*  List of edges.

4.2.1 UNDIRECTED GRAPHS

Adjacency lists

An undirected graph (Figure 4.1) can be described by the list of all
neighbours of each node Adj(i). An example of adjacency lists for the graph
of Figure 4.1 is shown in Figure 4.2 where the relative order in Adj(n) is
unimportant. This structure is implemented by an array of n linearly linked

lists.

el o4

nl

e2 eb

FIGURE 4.1
Undirected Graph



n Adj (n)

3 1 2l | 4
4 2 3
FIGURE 4.2

Adjacency lists for undirected graphs

List of edges

The list of edges in the graph is represented as pair of nodes; it can be
implemented by two linear arrays : g = (g1, g2, ..., &) and h = (hy, hy, ..., h,).
Each entry in these arrays is a node label, the i** edge e, is between nodes g;

and h;. For example, the graph in Figure 4.1 would be represented as :

g§=01,1,223)
h =(2/313/4/4)

4.2.2 DIRECTED GRAPHS

Adjacency lists
In a directed graph, the adjacency lists represent the lists of all succesors of

each node, as it is shown in Figure 4.4 for the digraph of Figure 4.3.
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FIGURE 4.3
Directed Graph
n Adj(n)
1 2 3
2 3 4
3 2l | 4 g
4 . 1
FIGURE 4.4

Adjacency lists for digraph

Lis