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1 Introduction

We consider positive solutions of a semilinear elliptic system with # equations (n > 2)

Auy + Mi(uy, up,...,u,) =0, x€,
Auy + Ao (U, g, ..., u,) =0, %€,
1.1)

Auy + My(ur, ug, ..., u,) =0, x€,

uy(x) = - = uu(x) =0, x €08,

where A > 0 is a positive parameter, Q is a bounded smooth domain in RV, and f; (i =
1,2,...,n) are smooth real-valued functions defined on R = {(u1,uy,...,u,) € R" 1 u; >
0,1 < i < n} satisfying the following.

Cooperativeness Define the Jacobian of the vector field (f;,...,f,) as

0 )
8_{111 % oo f

H(uy,...,u))=| + N IR (1.2)
duy duy nl nn

Then df;/0u; > 0 (i #j) for (uy,...,u,) € RY.

The purpose of this paper is to study the existence, uniqueness and stability of positive
solutions of such cooperative system (1.1) under certain conditions of f;.
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The existence, uniqueness and stability of positive solutions to sublinear semilinear el-
liptic systems with two equations have been recently studied in [1-4]. The sublinear con-
dition plays an important role. In this paper, we continue the effort in [3] to prove the
stability of a positive solution to (1.1) under some reasonable sublinear conditions, and
the stability implies the uniqueness of the positive solution. We also prove corresponding
existence results using bifurcation theory and the continuation method. This is motivated
by the existence study of exact multiplicity (and uniqueness) of positive solutions to the

scalar semilinear elliptic equation:

Au+if(u)=0, xe,
u(x) =0, x €09,

1.3)

starting from Korman et al. [5, 6]. In Ouyang and Shi [7, 8], their result classified the
different global exact multiplicity of (1.3) for more general nonlinearity f. There are more

results on the existence and uniqueness of solution to the semilinear cyclic elliptic system

Au+rf(v)=0, x€,
Av+Agu)=0, x€Q, (1.4)
ulx)=vx)=0, xe€dQ.

The notation of sublinearity and superlinearity of the nonlinear vector field or the ones in
higher dimension was considered in Sirakov [9]. Our definition of sublinear nonlinearity
is quite different, and ours is similar to the one in Ouyang and Shi [8] for the scalar case.
Dalmasso [10] obtained the existence and uniqueness result for a more special sublinear
system, and it was extended by Shi and Shivaji [4]. The uniqueness of a positive solution for
large A was proved in Hai [11,12], Hai and Shivaji [13]. If Q2 is a finite ball or the whole space,
then the positive solutions of systems are radically symmetric and decreasing in radical
direction by the result of Troy [14]. Hence the system can be converted into a system of
ODEs. Several authors have taken that approach for the existence of the solutions, see
Serrin and Zou [15, 16], and much success has been achieved for Lane-Emden systems.
Using the scaling invariant in the Lane-Emden system, the uniqueness of the radial positive
solution was shown in Dalmasso [10], Korman and Shi [17]. Cui et al. [18, 19] considered
cyclic systems with three equations, and the uniqueness and existence of positive solutions
were obtained. For the Lane-Emden systems with # equations, Maniwa [20] obtained the
uniqueness and existence of positive solutions to systems under the sublinear conditions.

We organize the rest of this paper in the following way. In Section 2, we recall the
maximum principle and prove the main stability result. In Section 3, we use the stabil-
ity result and bifurcation theory to prove the existence and uniqueness of a positive so-
lution. We also obtain the precise global bifurcation diagrams of the system (the bifurca-
tion diagram is a single monotone solution curve in all cases) and give some examples.
In Section 4, we consider the similar question for merely Holder continuous nonlineari-
ties, and we use monotone methods for existence. We use W2#(Q2) and Wif (R2) for the
standard Sobolev space, C(R2) for the space of continuous functions defined on €, and
Co(Q) = {u € C(Q) : u(x) = 0,x € 3Q}. We use N(L) and R(L) to denote the null space and
the range space of a linear operator L.
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2 Stability and linearized equations

In this section, we study the stability result about a positive solution. Let U = (u,...,u,)
be a solution of (1.1). We shall denote the partial derivative of f;({/) with respect to u; by
Si(U) or f;. The stability of U is determined by the eigenvalue equation

A&+ M)E + Mg+ M E = b, x€Q,
A&y + )"](2/151 + )\_f2,252 L )\fz/n%_n =—u&, xeq,

(2.1)
Aén + )‘f;:lgl + )‘f;:2§2 + e+ )\-f;q/nsn = _Mém X € Q,
E1(x) =&(x) =--- = £,(x) =0, x €08,
which can be written as
Lu=Hu+ uu, (2.2)
where
& YS! S S
u=1:1, Lu= , and H=| @ - - (2.3)
En -Ag, w0

Definition 2.1 [16] An n x n matrix A is reducible if for some permutation matrix Q,

r (B O
QAQ _(C D))

where B and C are square matrices and Q7 is the transpose of Q. Otherwise, A is irre-
ducible.

Throughout this paper, H is assumed to be irreducible, since if not the case, the lin-
earized system (2.1) can be reduced to two subsystems with one being not coupled with
the other. If we assume that H is cooperative and irreducible, then the maximum prin-
ciples hold for such systems. Before stating our results, we recall some known results as
required.

Lemma 2.2 Let X = [Wli‘f(Q) N Co(R)]", and let Y = [LP(Q)]" for p > n. Suppose that
L, H are given as in (2.3), and H = (fl;) is irreducible and satisfies fl]’ >0 (i #j) for
(t1,...,uy,) € R} Then we have the following.
1. w1 =inf{u € spt(L — H)} is a real eigenvalue of L — H, where spt(L — H) is the spectrum
of L-H.
2. For pu = wa, there exists a unique (up a constant multiple) eigenfunction w, € X, and
u; >0in Q.
3. For p <y, the equation Lu = Hu + pu + f is uniquely solvable for any f € Y, and
u>0aslongasf>0.
4. (Maximum principle) For u < 1, suppose that u € [Wli’f(Q) N C(Q)]" satisfies
Lu>Hu+puin Q,u>00n i, thenu> 0 in Q.

Page 3 of 14
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5. Ifthere exists u € [WZ’P(Q) N C(Q)]" satisfying Lu > Hu in Q, u> 0 on 9Q, and

loc

eitheruz 0 on 02 or Lu # Hu in , then 1y > 0.

For the result and proofs, see Sweers [21], Proposition 3.1 and Theorem 1.1. Moreover,
from a standard compactness argument, there are countably many eigenvalues {u;} of
L—-H,and |pu; — 1| — oo as i — o0o. We notice that u; is not necessarily real-valued. We
call a solution U stable if u; > 0; and otherwise, it is unstable (u; < 0).

For our purpose, in this section, we also need to consider the adjoint operator of L — H.

Let the transpose matrix of the Jacobian be
o I
=l o o] (2.4)
l/n T fr;n

Then, evidently, the results in Lemma 2.2 also hold for the eigenvalue problem
Lu* = HTu* + pu®, (2.5)
which is

A&+ MOET + My + -+ My = —ug, x€Q,
AES + MBES + Mpbs +- -+ Mpby =-ué;, x€Q,
(2.6)
A&+ M+ M€y + -+ My by =—1g), xeQ,
) =8 =-=£x=0, x€0Q,

where u* = (§],&5,...,&")T. It is easy to verify that L — HT is the adjoint operator of L — H,
while both are considered as operators defined on subspaces of [L2(2)]". By using the
well-known functional analytic techniques (see [21, 22]), one can show the following.

Lemma2.3 Let X, Y, L and H be the same as in Lemma 2.2. Then the principal eigenvalue
w1 of L—H is also a real eigenvalue of L— H”, 1y = inf{u € spt(L—HT)}, and for i = wy, there
exists a unique eigenfunction uj € [Wli’f(Q) N Co(Q)])" of L — HT (up a constant multiple),
and uf >0 in Q.

Cui et al. 3] obtained the stability result of a positive solution for the system with two
equations. We give the following stability result about a positive solution of (1.1).

Theorem 2.4 Suppose that U = (u,...,u,) is a positive solution of (1.1), f; is cooperative
and H = (f;) is irreducible, then U is stable if f; satisfies one of the following conditions: for
any U e RY,

(Hy)

n

filt) > > fithu, i=1,...,m or 2.7)

Jj=1
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(Hy)

> fithu, i=1,...,n. 2.8)

Jj=1

Proof LetU = (u1,...,u,) beapositive solution of (1.1), and let (11, u*) be the correspond-
ing principal eigen-pair of (2.6) such that §* > 0 in Q forany1 <i <.

We assume that f; satisfies (H;). Multiplying the system (1.1) by u*, the system (2.6) by
U, integrating over Q and subtracting, we obtain

/_,Llf iuiéi* dx = )»/ En )i%‘i* dx_)”/ iét* En L]i}/'u/dx
Qg Q1 2 j=1
Qg j=1

Hence u; > 0 if (H;) is satisfied.

Similar to the proof above, let (41, w) be the corresponding principal eigen-pair of (2.1)
such that & > 0 in Q for any i = 1,...,n. We assume that f; satisfies (H). Multiplying
the system (1.1) by u, the system (2.1) by U, integrating over €2 and subtracting, we can

get
n n n n
Ml/ZWéidx:kf E Ii&'dx—)»/Z&‘ iy dx

Qa Qg Qa1

(2.10)
- )\/ Zf;‘i(fi - Z‘J;;u,) dx.
e j=1

Hence u; > 0 if (H,) is satisfied. |

On the other hand, the same proof also implies the following instability result under the
opposite condition of (H;) and (Hy).

Theorem 2.5 Suppose that U = (uy,...,u,) is a positive solution of (1.1), f; is cooperative
and HT = 1;) is irreducible, then U is unstable if f; satisfies one of the following conditions:
forany U e RY,

(H
ﬁ(u)<n2ﬂ§(u)u,», i=1,...,m; or (2.11)
P
(H)
ﬁ(U)<2n:j;;(U)u,», i=1,...,n (2.12)

Jj=1

Page 5 of 14
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Remark 2.6

1. In [8], for positive solutions of the scalar equation
Au+rh(u)=0, xeg, ulx)=0, x€0d,

the function A(u) is called a sublinear function if &(u) > uh'(u), and it is superlinear if
h(u) < ul'(u). It was proved in Proposition 3.14 of [8] that a positive solution u is
stable if / is sublinear, and u is unstable if / is superlinear. Now our conclusions,
Theorems 2.4 and 2.5, are generalizations of the corresponding results. The
condition (H;) for i = 1,2 is the generalization of sublinearity (or superlinearity) to
n-variable vector fields.

2. The conditions (H;) and (H,) can be written in a vector form F(U) > H(U)U and
F(U) > HT(U)U, where F(U) = (AU),....f,(U)T, U = (uy,...,u,)T, and H is the
original Jacobian matrix of the vector field (f,(U),...,f,(U)), and HT is the transpose
matrix of the Jacobian H. The condition (H;) is clearly more natural as the conditions
for f; are separate. Hence the sublinearity can be defined for a single n-variable
function. The condition (H;) is defined for the whole vector field (f(U),...,f.(U)).

3. Ifa solution U is stable, then it is necessarily a non-degenerate solution. That is, any
eigenvalue p; of (2.1) has a positive real part. But when a solution is proved to be
unstable, it can be a degenerate one with zero or pure imaginary eigenvalues.

3 Existence and uniqueness
In this section, we consider the uniqueness and existence of positive solutions for the fol-
lowing problem:

Auy + AMgu(ur) + gauz) + - + g1a(u,) =0, x€Q,
Auy + M1 (1) + go2(u2) + - + gon(40)) =0, x€Q,
(3.1)

Auy + Mgn (1) + Gua(U2) + -+ + gun(,)) =0, x €,

uy (%) = up(x) = - - - = u,(x) =0, x €.

Suppose that each gj;(x) (i,/ = 1,2,..., ) is a smooth real function defined on R, satisfying

(A1) g;(0)=>0;
(A2) g;(%) >0, (g;(x)/x) <0, forall x> 0.

The Perron-Frobenius theorem plays a critical role in our main result.

Lemma 3.1 (Perron-Frobenius theorem: strong form [23, Theorem 5.3.1]) Let n x n ma-
trix A be a nonnegative irreducible matrix. Then p(A) is a simple eigenvalue of A, as-
sociated to a positive eigenvector, where p(A) denotes the spectral radius of A. Moreover,
p(A)>0.

Here let (11, ¢1) be the principal eigen-pair of

-Ap =iy, x€L, px)=0, x€0d, (3.2)

Page 6 of 14
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such that ¢;(x) > 0 in © and ||¢1 ]| = 1. We have the following existence and uniqueness
result for this sublinear problem.

Theorem 3.2 Assume that each of g;(x) satisfies (A1), (Ay) and

(As) lim, o 9% 0.
1. If at least one of g;(0) (i =1,2,...,n) is positive and matrix G = (g;(0)) is irreducible,
then (3.1) has a unique positive solution U(L) = (ur(A), ua(X),...,u, (1)) for all > 0;
2. Ifg;(0) =0, g{j(O) >0 foreach i,j=1,2,...,n and matrix G' = lfj(O)) is irreducible,
then for some Ly > 0, (3.1) has no positive solution when A < Ay, and (3.1) has a
unique positive solution U(A) = (uy (L), uz(A), ..., uy (X)) for A > Ay
Moreover, {(A, u1 (L), ua(X),...,u,(X)) : A > Ay} (in the first case, we assume A, = 0) is a
smooth curve so that u;(X) is strictly increasing in A, and u;(A) — 0 as A — AJ.

Proof Our proof follows that of Theorem 6.1 in [4]. Firstly, we extend g; to be defined
on R and they are continuously differentiable on R. From (A;), g;;(x) > glfj(x)x implies that
Z;;lgi,(uj) > Z;’zlg;j(u,)u,, so filll) = fi(ua, ..., u,) = Z;ilg,y(uj) satisfies (H;). Hence from
Theorem 2.4, any positive solution of (3.1) is stable.

Let us define

Auy + Agu(un) + 2(u2) + - - - + g1 (1))

Aty + Mgo1 (1) + g2 (142) + - - - + g2 ()]

FOLU) = ) (3.3)

Any + Mg (u1) + () + - -+ + Zun ()]

where A € R and uy,uy,...,u, € Cg’“(ﬁ). Here g; are at least Cl,then F:Rx X — Y is
continuously differentiable, where X = [C3*(2)]” and Y = [C*(R)]". For weak solutions
U = (u,...,u,), one can also consider X = [W>?(Q) N Wé’p(ﬂ)]" and Y = [L?(R2)]"” where
p > 1is properly chosen.

It is easy to see that (A, U) = (0,0,...,0) is a solution of (3.1). We apply the implicit func-
tion theorem at (A, U) = (0,0,...,0). The Fréchet derivative of F is given by

b Ay + Alg) ()1 + gl (ua) s + - - + g}, ()]

b2 Ay + Ags ()1 + g5y (2) o + -+ + g5, (1) ]

Fu,| . | = (3.4)

o.)  \Ag,+ Mg @)1 + () + - + g (1))

Then Fy(0,0,...,0)(¢1,...,0,)T = (A¢y,..., Ap,)T is an isomorphism from X to Y, and
the implicit function theorem implies that F(A, /) = 0 has a unique solution (A, U(A)) for
A € (0,8) for some small § > 0, and (x;(0),...,u,,(0)) is the unique solution of

Agr +g1(0) +12(0) + - +£1,(0) =0, x€Q,
Ady +221(0) +g22(0) +--- +2,(0) =0, x€,
(3.5)
Ay +gm(0) + g2(0) + -+ + gun(0) =0, x€K,
$1(x) =+ = Pu(x) = 0, xe€dQ.
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Therefore,

u;(0) = (g11(0) + g12(0) + - - - + g1,(0))e
15(0) = (g21(0) + g22(0) + - - - + g2,(0))e

1#,(0) = (€1 (0) + 2(0) + - - + gun(0))e,
where e is the unique positive solution of

Ae+1=0, xe€€, e(x)=0, xe€0d. (3.6)

If Z;ilgi,»(O) >0 forany i =1,2,...,n, then U(X) = (u1(A),...,u,(A)) is positive for A €
(0,6). If there exists i such that g;1(0) + g2(0) + - - - + £:,(0) > 0, then u;(X) > 0 for A € (0,6).
For k # i, Aug(X) = —A[g(X) + - - - + gkn(X)] and gj is positive, hence ui (1) > 0 as well.

Next we assume that g;;(0) = 0 and gl.’].(O) >0 (i,j=1,...,n). The linearized operator is

@, A®; + A[g],(0)D; + g, (0)Dy + - - - + g, (0)D,,]
Eano,.oy| 2| = [ 202+ HE 91 + 8,000 1 -+, 000
@, AD, +A[g,(0)P; +g,,(0)P; +--- +g,(0)D,]
AD, 21(0)  g},(0) 21,(0)\ [P
Ad, gél(o) géz(o) gé,,(o) ®,
= . + A . ) . )
AP, g;a(o) g;l2(0) g;/qn(o) o,
AD, @,
AD, o,
= . +M L] (3.7)
AD, o,
where
21,(0) 21,(0)
J=| :
2,1(0) £,,(0)

Since g;;(0) > 0, all entries of matrix J are positive. Therefore, by using Lemma 3.1, there ex-
ist a positive principal eigenvalue x; and the corresponding eigenvector (ki, k..., k)T of
...,0), where A, = A;/x;. Similarly, /T has the same principal eigenvalue x;, and the corre-
sponding eigenvector (k' ¢, K5¢1,. .. ,k;,“gol)T, where & (i=1,...,n) is a positive constant.

Hence when A = A, = A1/x, Fu(2,0,...,0) is not invertible and A = X, is a potential bi-
furcation point. More precisely, the null space N(F;(A4,0,...,0)) = span{(ki¢1, ..., k,¢,)}
is one-dimensional.
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Suppose that (/3,..., h,)T € R(Fy (A, 0,...,0)), then there exist (Y, ..., ¥,) € X such that

(41
Fy(A,,0,...,0)
Yn
Ay &u0) -+ g0\ (¥ 0
= + Ay =11 (3.8)
Awn g;ll (0) e g;m(o) I/fn hn

Consider the adjoint eigenvalue equation

N 143 Ayy &u(0) - g,(0) vy
S ESAN B N I R TR c =0 39
AN vy Ay, 8,0 -+ g, (0)) \¥;

where (7,..., ¥ = (kFgy,..., ki)
Multiplying the system (3.8) by (¥/,...,v¥;), the system (3.9) by (¥,...,v¥,), integrating

over 2 and subtracting, we get
/ (M + -+ b)) dx = / (kfmgy + -+ + kihypr) dx = 0. (3.10)
Q Q

Hence (M, ..., h,)" € R(Ey (7,0, ...,0)) if and only if (3.9) holds, which implies that the
codimension of R(Fy;(A,0,...,0)) is one.
Next we verify that Fy (A, 0,...,0) k@1, ..., k,o1]T & R(Fy (A4, 0,...,0)). Indeed,

kit k ky
Fyi(Ay,0,...,0) =Jl  laea=x1] " |- (3.11)
knq)l kﬂ kn

But this contradicts with

0= X}/ (klkf 4ot k,,k:)q;lz dx > 0. (3.12)

Q

Hence

FAU()‘-*; 0, e 0)[k1(p1’ .. 'rkn§01]T é R(FL[()\-*, 0, .o .,0)).
By using a bifurcation from a simple eigenvalue theorem of Crandall-Rabinowitz [24], we
conclude that (1,,0,...,0) is a bifurcation point. The nontrivial solutions of F(A,u, ...,
u,) = (0,...,0) near (A4,0,...,0) are in the form of {(A(s), #1(s),...,u,(s))} for s € (-=6,6),

where u;(s) = kisp1 +0(s) (i = 1,..., n). From the stability of positive solutions, each positive

solution is non-degenerate.

Page 9 of 14
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Next we claim that (1.1) has no positive solution when A < A,. Let (i, ..., u,) is a positive
solution of (1.1) and (kj'¢1,...,k}¢;) satisfy

Akiou &u0) - g,0)) (kg
: L : =0. (3.13)
Ak &n(0) -+ ,00)) \Kion
Multiplying the system (3.1) by (k{¢1, k301, ..., k5p,), the system (3.13) by (uy,...,u,), in-
tegrating over 2 and subtracting, by (A;) and Z;il gi(0) = 0, we obtain

)‘*_/ Z[Zk;"gg(o)um} dix = )‘_/ Z[Z/(;kgtj(uj)<ﬂ1:| dx
21 Lj=1 2501 Li=1
<A / Z[Z k?‘g;(o)u;wl} dx. (3.14)
Q50 L=l

Hence (3.1) has no positive solution when A < A,. And the solution {(A(s), u1(s), ..., u,(s))}
can also be parameterized as (A, u1(X),...,u, (1)) for A € (A4, Ay +38). With the implicit func-
tion theorem, we can extend this curve to the largest A*.

Let I' = {(A, u1(A), ..., un(X)) : L < A < X*}. We show that (u1(A),...,u,(A)) is strictly in-
creasing in X for A € (A, 1*). In fact, (dus(X)/9A, ..., du,(A)/d)) satisfies the equation

duy (»)
oA
Fu(x, U)
dun(2)
oA
AL gim() o g, [
= : |+ ! o : !
A Ynd) Gaw () - g, w,(1)) \ P

gu(n(A) + - + giuu, (1))
- : X (3.15)
g (1 (X)) + - + gun(u,(X))

Hence (du1(A)/9A,...,0u,(A)/dA) from the maximum principle (Lemma 2.2 part 3) and
the fact that p1 ((u1 (1), . .., u,(1))) > 0 from the stability of positive solutions. We claim that
A* = 00. Suppose not, then A* < oo and ||(z1(1), ..., #,(A))|lx < 00. Then one can show that
the curve I" can be extended to A = A* from some standard elliptic estimates, then from
the implicit function theorem, I' can be extended beyond A = A*, which is a contradiction;
if A* < oo and ||(u1(A),...,u,(1))|lx = 00, a contradiction can be derived with the solution
curve which cannot blow up at finite A* (see similar arguments for the scalar equation in
[25]). Hence we must have A* = oco.

Finally, we claim the uniqueness. If there is another positive solution for some A > X,
then the arguments above show that this solution also belongs to a solution curve defined
for A € (A4, 00), and the solutions on the curve are increasing in A, but the nonexistence of
positive solutions for A < A, and the local bifurcation at A = A, exclude the possibility of

Page 10 of 14
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another solution curve. Hence the positive solution is unique for all A > .. This completes
the proof. O

Example 3.3 We consider the following cyclic system:

Auy + Afi(up) = 0, xeQ,
Auy + Afo(usz) =0, x €,
(3.16)
Auy + AMy(uy) = 0, x€Q,
w(x) = =u,x)=0, xe€dQ,

where f; are smooth real functions defined on R, satisfying (A;), (A;) and (A3). Then The-
orem 3.2 implies the existence and uniqueness of a positive solution of problem (3.16),
and the bifurcation diagram is a single monotone solution curve. The n-dimensional cyclic
positone and semipositone system was considered in [26] and [27]. They got the existence
and multiplicity of positive solutions result for some combined sublinear condition by the
method of sub-super solutions.

Example 3.4 Consider the general Lane-Emden system

Auy + Abi(an + u)P -+ - (ay, + uy)’ =0, x€ 9,

Au; + Mbi(an + m)P - (@ + uPn =0,  x€Q, (3.17)

Au; + Ab, (@, + w)Pm - (@pn + uny)Pm =0, x €L,

ur(x) = =u,(x) =0, x €09,

where A > 0 is a positive parameter, b;, a; (1 < i,j < n) are positive constants, p; (1 <
i,j < n) are nonnegative constants satisfying Y ., p; <1 and £ C RY denotes a bounded
domain of class C?%, & € (0,1). For the case N = 2, (3.17) has been studied by many authors.
Especially, Dalmasso [10] proved the uniqueness and existence of positive solutions to
(3.17) for the case N = 2, p11 = p22 = 0, 0 < prapn < 1.

In this section, we show the uniqueness and existence of positive solutions for (3.17) by
using super-subsolution methods and the stability of positive solutions by using Theo-
rem 2.4.

Let e(x) be the unique positive solution of
Ae+1=0, x€g, e(x)=0, xe€dQ.

We construct a super-solution (uy, ..., u,) = M(e(x),...,e(x)). There exists a suitable pos-
itive constant M such that

A(Me) + Ab;(a;y + Me)P? - - - (a;, + Me)'

< —M + Ab;(a; + Me)PL**Pin < (,
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where @; = max{a;,...,a;,}. We construct a sub-solution in the form of (u,...,u,) =
(e@1,...,€¢1), where ¢ will be specified later. Recall that ¢, is the positive principal eigen-
function with ||¢; ||cc = 1. Now, for the ith equation of (3.17), we have

Alepr) + Abi(an + ep)P -+ (i + €)' > —eh1@1 + Abi(a; + e )P *Pin

> —edi1@1 + Abi(gq )P i,

where 4; = min{ay,...,a;,}. Hence (u,;,...,4,) is a subsolution of (3.17), if we choose ¢
smaller, and it satisfies ¢ < (kbi/kl)m llg1]15L. Hence if we choose & smaller so that
(uy,...,u,) < (Uy,...,u,), then (u,v) is a subsolution of (4.1). Therefore, there exists a pos-
itive solution (uy,...,u,) of (3.17) between the supersolution and the subsolution.

Next, we show the solution is stable. Letting f;(U) = b; ]_[;’:1(@/ + u;)Pi, by simple calcu-
lation, we get

) =bipy [ [ (au+w)?(ay + uz)'i
1=1,1%
and

S = fiWhuy = b; | [y +wy = " bipy [ | (@ + wy(ay + w)i™

j=1 j=1 j=1 =Ll
n n P
; ij
= bl H(ﬂtl + Ml)pll 1- Z 4+ 1 j
=1 j=1 9

I=1

> b; H(aﬂ + ug )il |:1 - Zp,{| > 0.
j=1
So, f; satisfies (H;), hence from Theorem 2.4, any positive solution of (3.17) is stable.

4 Application: Holder continuous case
In this section, we consider that f; € C* (ii) N CY{R?) for a € (0,1).

Example 4.1 Consider

Au+Mau—u? +Juv)=0, x€Q,
Av+a(bv=v? +Juv) =0, x€X, (4.1)
u(x) = v(x) =0, x€0Q,

where A > 0 is a positive parameter, a,b > 0.
We use the monotone method to prove the existence of a solution. For the supersolution,
we choose (i1,V) = (@+b +1,a+ b +1). Then

Aﬁ+)\(aﬁ—ﬁz+\/ﬁ)5A[a(oz+b+1)—(a+b+1)2+(a+b+1)]

§A(a+b+1)[(a+1)—(a+b+1)]50.
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Similarly, we have 0 < v < (a + b + 1). Then it is clear that (u, V) is a supersolution of (4.1).
We construct a sub-solution in the form of (u,v) = (e¢1,£¢1), where ¢ will be specified
later. Recall that ¢ is the positive principal eigenfunction with ||¢; || = 1. Now, for the
equation of u or the equation of v, we have

—eher + A(agpr — (e91)” + £¢1)

Alep) + A(agpr — (e01)” + e91)

swl[k(a +1)— A1 — A£<p1].

Ma+l)=A1 A(b+1)-M
ol il ) S0 that () <

(%, v), then (1, v) is a subsolution of (4.1). Therefore, there exists a positive solution (u, v)

Hence if we choose ¢ smaller and it satisfies & < min{

of (4.1) between the supersolution and the subsolution when A > max{A;/(a +1), A;/(b+1)}.
We remark that the stability defined in Section 2 can still be established for a nonlinear
function f! to become co near 92 by using Remark 3.1 in [28]. Thus the positive solution
(u,v) of (4.1) is stable.

Remark 4.2 Since (4.1) is a cooperative model from ecology with logistic growth rate and
sublinear interaction term, we can get the stable result. When the interaction terms are uv
(Lotka-Volterra type) and /uv as proposed here, and they do not satisfy the conditions of
Theorem 3.2, thus, the solution may not be unique.
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