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Abstract
In this paper we extend the complete convergence for weighted sums of dependent
random fields to the case that different indices have different powers in the
normalization. Results are obtained for negatively associated random fields and
ρ∗-mixing random fields.
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1 Introduction
Let Zd

+ (d ≥ ) denote the set of positive integer d-dimensional lattice points. For the ele-
ments of Zd

+, we use bold symbols m, n and define usual partial ordering for elements of
Zd
+, i.e., for m = (m,m, . . . ,md) and n = (n,n, . . . ,nd), m ≤ n if and only if mi ≤ ni for

all i = , , . . . ,d. The strict inequality m < n if and only if m ≤ n and m �= n. We assume
that n → ∞ means max≤i≤d ni → ∞ and use |n| for ∏d

i= ni. In this work, C indicates a
generic positive number which may be different at different places, and I(·) indicates the
indicator function.
Joag-Dev and Proschan [] introduced the definition of negative association and showed

that many of the well-known multivariate distributions possess the negatively associ-
ated property, for example, multivariate hypergeometric distribution, negatively corre-
lated normal distribution, random sampling without replacement, etc. Also, they have
showed that the class of negatively associated random variables is the only one among the
different types of negative dependence which has the important property of being closed
under formation of a nondecreasing function of disjoint sets of random variables.

Definition . (Joag-Dev, Proschan []) A random field {Xn,n ∈ Zd
+} is said to be nega-

tively associated (NA) if for every pair of disjoint subsets A and B of Zd
+ and any pair of

coordinatewise nondecreasing functions f and g ,

Cov
(
f (Xi, i ∈ A), g(Xj, j ∈ B)

) ≤  (.)

whenever f and g are such that the covariance exists.

In many papers one can find some interesting results concerning the fields of negatively
associated random variables. We refer only to some of them: Roussas [] for the central
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limit theorem for weakly stationary fields; Zhang and Wen [] for the Rosenthal maxi-
mal inequality; Xia and Chu [] for the convergence rates in the law of iterated logarithm
and the Rosenthal maximal inequality for identically distributed random variables; Li []
for the convergence rates in the law of iterated logarithm. One can find more interesting
results in the recent monograph of Bulinski and Shashkin [].
Peligrad and Gut [] investigated a class of dependent random fields based on an inter-

laced condition which uses the maximal coefficient of correlation, and they defined the
condition in the following way: Let {Xn,n ∈ Zd

+} be a random field, let S ⊂ Zd
+ and define

Fs = σ (Xi, i ∈ S)

= the σ -field generated by the random variables
{
Xi, i ∈ S ⊂ Zd

+
}

and

ρ∗(k) = sup corr(X,Y )

= sup
S,T

(
sup

X∈L(FS),Y∈L(FT )

|Cov(X,Y )|
(VarXVarY )/

)
,

where the supremum is taken over all S,T ⊂ Zd
+ with dist(S,T) ≥ k, and all X ∈ L(FS),

Y ∈ L(FT ) and

dist(S,T) = inf
x∈S,y∈T ‖x – y‖ = inf

x∈S,y∈T

n∑
i=

(xi – yi),

i.e., Euclidean distance. Various limit properties under condition ρ∗(k) →  were studied
by Bradley [, ] and Miller []. Bryc and Smolenski [] and Peligrad [] pointed out
the importance of the condition

lim
k→∞

ρ∗(k) <  (.)

in estimating the moments of partial sums or the maxima of partial sums. Let us also note
that since  ≤ · · · ≤ ρ∗(n) ≤ ρ∗(n – ) ≤ · · · ≤ ρ∗() ≤ , (.) is equivalent to

ρ∗(N) <  for some N ≥ . (.)

Definition . A random field {Xn,n ∈ Zd
+} is said to be ρ∗-mixing if (.) holds.

The ρ∗-mixing random variables were investigated by Bryc and Smolenski [] (moment
inequalities of partial sums), Bradley [, ] (equivalentmixing conditions and various limit
properties), Peligrad [] (amoment inequality ofmaximal partial sums for sequences) and
Peligrad and Gut [] (a moment inequality of maximal partial sums for fields and almost
sure results of Marcinkiewicz-Zygmund type).
Recently, Kuczmaszewska and Lagodowski [] proved the complete convergence for

negatively associated random field and ρ∗-mixing random field.
Let {Xn,n ∈ Zd

+} be a field of real random variables, and let {an,k,n ∈ Zd
+,k ∈ Zd

+,k ≤ n}
be an array of real numbers. The weighted sums in the form

∑
k≤n an,kXk can play an im-

portant role in various applied and theoretical problems, such as those of the least squares

http://www.journalofinequalitiesandapplications.com/content/2013/1/348


Ko Journal of Inequalities and Applications 2013, 2013:348 Page 3 of 8
http://www.journalofinequalitiesandapplications.com/content/2013/1/348

estimators (see Kafles and Bhaskara Rao []) andM-estimates (see Rao and Zhao []) in
linear models, the nonparametric regression estimators (see Priestley and Chao []) etc.
So, the study of the complete convergence for the weighted sums is very important and
significant.
The aim of this paper is to extend a complete convergence of weighted sums

∑
i≤n an,iXi

to the case that different indices have different powers in the normalization, where
{an,i,n ∈ Zd

+, i≤ n} is an array of real numbers and {Xi, i ∈ Zd
+} is a field of negatively asso-

ciated random variables and ρ∗-mixing random variables.
We define α = (α,α, . . . ,αd) and, without loss of generality, we assume that the coor-

dinates are arranged in nondecreasing order so that α is the smallest one and αd is the
largest one.We further let p denote the number of α’s which are equal to the smallest one,
that is,

p =max{k : αk = α}.

As is easily seen, the domain of interest concerning the α’s becomes




≤ α ≤ α ≤ · · · ≤ αd ≤ ,

where the boundary 
 takes us into the realm of the central limit theorem and the bound-

ary  corresponds to the Kolmogorov strong law.

Remark
() α = α = · · · = αd = 

 case: Let {Xn,n ∈ Zd
+} be a strictly stationary associated

random field with EX =  and EX
 < ∞. If

∑
n≥Cov(X,Xn) = , then

|n|– 
 Sn →D N(, ), where →D means convergence in distribution and

Sn =
∑

i≤nXi (see Newman []).
() α = α = · · · = αd =  case: Let {Xn,n ∈ Zd

+} be a field of identically distributed and
negatively associated random variables with EX = . Then

E|X|
(
log+ |X|

)d– < ∞ implies that
Sn
|n| →  a.s.

(see Ko []).

Finally, for ease of notation, we use the notation nα = (nα
 ,nα

 , . . . ,nαd
d ) and |nα| =∏d

i= n
αi
i .

2 Results
We start this section with the following lemma useful in the proofs of the main results.

Lemma. (Kuczmaszewska andLagodowski []) Let {Xn,n ∈ Zd
+} be a field of negatively

associated random variables with EXn =  for n ∈ Zd
+.Then, for q ≥ , there exists a positive

constant C = C(q) such that, for all n ∈ Zd
+,

Emax
k≤n

|Sk|q ≤ C
{(

log |n|)qd
(∑

k≤n

EX
k

)q/

+
∑
k≤n

E|Xk|q
}
. (.)
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Now we consider the main result.

Theorem . Let {Xn,n ∈ Zd
+} be a negatively associated random field and let {an,i,n ∈

Zd
+, ≤ i ≤ n} be an array of weights. Let α = (α,α, . . . ,αd), αr > , α > 

 and 
 ≤ α ≤

α ≤ · · · ≤  and let for some q ≥ ,
(a)

∑
n |n|αr– ∑

i≤n P(|an,iXi| > |nα|) < ∞,
(b)

∑
n |n|α(r–q)– ∑

i≤n |an,i|qE(|Xi|qI[|an,iXi| ≤ |nα|]) < ∞,
(c)

∑
n |n|α(r–q)–(log |n|)qd(∑i≤n an,iE(X

i I[|an,iXi| ≤ |nα|])) q < ∞,
(d) maxj≤n |∑i≤j E(an,iXiI[|an,iXi| ≤ |nα|])| = o(|nα|),

where nα = (nα
 ,nα

 , . . . ,nαd
d ) and |nα| = nα

 × nα
 × · · · × nαd

d .
Then, for all ε > ,

∑
n

|n|αr–P
{
max
j≤n

∣∣∣∣
∑
i≤j

(an,iXi)
∣∣∣∣ > ε

∣∣nα
∣∣} <∞. (.)

Proof Let, for  ≤ i≤ n,

X ′
n,i = XiI

[|an,iXi| ≤
∣∣nα

∣∣] + |nα|
an,i

I
[
an,iXi >

∣∣nα
∣∣] – |nα|

an,i
I
[
an,iXi < –

∣∣nα
∣∣],

S′
n,i =

∑
≤i≤n

(
an,iX ′

n,i – Ean,iX ′
n,i

)
.

Let us notice that if the series
∑

n |n|αr– is convergent, then (.) always holds. Therefore
we consider only the case such that

∑
n |n|αr– is divergent.

Let us observe that using the Chebyshev inequality we get

P
[
max
j≤n

∣∣∣∣
∑
i≤j

(∣∣nα
∣∣I[|an,iXi| >

∣∣nα
∣∣] + ∣∣nα

∣∣P[|an,iXi| >
∣∣nα

∣∣])
∣∣∣∣ >

∣∣nα
∣∣ ε


]

≤ P
[∑
i≤n

(
I
[|an,iXi| >

∣∣nα
∣∣] + P

[|an,iXi| >
∣∣nα

∣∣]) > ε



]

≤ 
ε

∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]. (.)

By simple computations, using (.) and the assumptions (a) and (d), we obtain the fol-
lowing estimation:

P
[
max
j≤n

∣∣∣∣
∑
i≤j

(an,iXi)
∣∣∣∣ > ε

∣∣nα
∣∣]

≤ P
[
max
j≤n

∣∣∣∣
∑
i≤j

an,iXi

∣∣∣∣ > ε
∣∣nα

∣∣, |an,X| ≤
∣∣nα

∣∣, . . . , |an,nXn| ≤
∣∣nα

∣∣]

+ P
[
max
j≤n

∣∣∣∣
∑
i≤j

an,iXi

∣∣∣∣ > ε
∣∣nα

∣∣, |an,X| >
∣∣nα

∣∣ ∪ · · · ∪ |an,nXn| >
∣∣nα

∣∣]

≤ P
[
max
j≤n

∣∣∣∣
∑
i≤j

an,iXiI
[|an,iXi| ≤

∣∣nα
∣∣]

∣∣∣∣ > ε
∣∣nα

∣∣] +
∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]
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≤ P
{
max
j≤n

∣∣S′
n,j

∣∣ > ε
∣∣nα

∣∣ –∑
i≤n

∣∣nα
∣∣(I[|an,iXi| >

∣∣nα
∣∣] + P

[|an,iXi| >
∣∣nα

∣∣])

–max
j≤n

∣∣∣∣
∑
i≤j

E
(
an,iXiI

[|an,iXi| ≤
∣∣nα

∣∣])
∣∣∣∣
}
+

∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ P
{
max
j≤n

∣∣S′
n,j

∣∣ +max
j≤n

∑
i≤j

∣∣nα
∣∣(I[|an,iXi| >

∣∣nα
∣∣] + P

[|an,iXi| >
∣∣nα

∣∣]) ≥ ε
∣∣nα

∣∣

–max
j≤n

∣∣∣∣
∑
i≤j

E
(
an,iXiI

[|an,iXi| ≤
∣∣nα

∣∣])
∣∣∣∣
}
+

∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ P
{
max
j≤n

∣∣S′
n,j

∣∣ > ∣∣nα
∣∣ ε

–max

j≤n

∣∣∣∣
∑
i≤j

E
(
an,iXiI

[|an,iXi| ≤
∣∣nα

∣∣])
∣∣∣∣
}

+ P
{
max
j≤n

∣∣∣∣
∑
i≤j

∣∣nα
∣∣(I[|an,iXi| >

∣∣nα
∣∣] + P

[|an,iXi| >
∣∣nα

∣∣])
∣∣∣∣ >

∣∣nα
∣∣ ε


}

+
∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ P
[
max
j≤n

∣∣S′
n,j

∣∣ > ∣∣nα
∣∣ ε


]
+

(

ε
+ 

)∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣] for all ε > . (.)

Note that the last inequality of (.) is obtained by (.) and (d).
Let C in our further consideration denote a positive constant which changes from one

appearance to the next.
Using the Cr inequality, we can estimate that

E
∣∣an,iX ′

n,i – Ean,iX ′
n,i

∣∣q
≤ CE

∣∣an,iX ′
n,i

∣∣q
= C

{
E
(|an,iXi|qI

[|an,iXi| ≤
∣∣nα

∣∣]) + ∣∣nα
∣∣qP(|an,iXi| >

∣∣nα
∣∣)}. (.)

Thus, by (.), the Chebyshev inequality, Lemma . and (.), we get

P
[
max
j≤n

∣∣∣∣
∑
i≤j

(an,iXi)
∣∣∣∣ > ε

∣∣nα
∣∣]

≤ P
[
max
j≤n

∣∣S′
n,j

∣∣ > ∣∣nα
∣∣ ε


]
+

(
 +


ε

)∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ C
|nα|q Emax

j≤n

∣∣S′
n,j

∣∣q +
(
 +


ε

)∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ C
|nα|q

{(
log |n|)qd

(∑
i≤n

E
(
an,iX ′

n,i – Ean,iX ′
n,i

))q/

+
∑
i≤n

E
∣∣an,iX ′

n,i – Ean,iX ′
n,i

∣∣q} +
(
 +


ε

)∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ C
|nα|q

{(
log |n|)qd

(∑
i≤n

Ean,iX
′
n,i


)q/

+
∑
i≤n

E
∣∣an,iX ′

n,i
∣∣q}
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+
(
 +


ε

)∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]

≤ C
{∣∣nα

∣∣–q[(
log |n|)qd

(∑
i≤n

E
(
an,iX


i I

[|an,iXi| ≤
∣∣nα

∣∣]))q/

+
∑
i≤n

E
(|an,iXi|qI

[|an,iXi| ≤
∣∣nα

∣∣])] +
∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]}

≤ C
{
|n|–αq

[(
log |n|)qd

(∑
i≤n

E
(
an,iX


i I

[|an,iXi| ≤
∣∣nα

∣∣]))q/

+
∑
i≤n

E
(|an,iXi|qI

[|an,iXi| ≤
∣∣nα

∣∣])] +
∑
i≤n

P
[|an,iXi| >

∣∣nα
∣∣]}

since



≤ α ≤ α ≤ · · · ≤ αd ≤ . (.)

Therefore, it follows from (a), (b), (c) and (.), that (.) holds. This completes the proof
of Theorem .. �

Remark In the case q = , the assumptions (b) and (c) reduce to

(b′)
∑
n

|n|α(r–)–(log |n|)d ∑
i≤n

E
(
an,iX


i I

[|an,iXi| ≤
∣∣nα

∣∣]) < ∞.

Letting α = α = · · · = αd = α and an,i =  for all n ∈ Zd
+,  ≤ i≤ n from Theorem ., the

following corollary (Theorem . of []) is obtained.

Corollary . (Kuczmaszewska and Lagodowski []) Let {Xn,n ∈ Zd
+} be a field of nega-

tively associated random variables. Let αr > , α > 
 and for some q ≥ ,

(i)
∑

n |n|αr– ∑
i≤n P(|Xi| > |n|α) < ∞,

(ii)
∑

n |n|α(r–q)– ∑
i≤n E(|Xi|qI[|Xi| ≤ |n|α]) < ∞,

(iii)
∑

n |n|α(r–q)–(log |n|)qd(∑i≤n E(X
i I[|Xi| ≤ |n|α])) q < ∞,

(iv) maxj≤n |∑i≤j E(XiI[|Xi| ≤ |n|α])| = o(|n|α).
Then

∑
n

|n|αr–P
{
max
j≤n

|Sj| > ε|n|α
}
<∞ (.)

for all ε > , where Sj =
∑

i≤jXi.

Next we extend the complete convergence for weighted sums of ρ∗-mixing random field
to the case that indices have different powers in the normalization.

Lemma . (Peligrad and Gut []) Let {Xn,n ∈ Zd
+} be a field of ρ∗-mixing random vari-

ables satisfying (.), EXn =  and E|Xn|q < ∞ for q ≥  and n ∈ Zd
+. Then there exist posi-

tive constants K = K(q,ρ∗(N),d) and K = K(q,ρ∗(N),d) such that

Emax
k≤n

|Sk|q ≤ K

{∑
k≤n

E|Xk|q +
(
log |n|)qd

(∑
k≤n

EX
k

)q/}
for all n ∈ Zd

+ (.)
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and

E|Sk|q ≤ KE
(∑

k≤n

X
k

)q/

for all n ∈ Zd
+. (.)

We are going to generalize the result given by Kuczmaszewska and Lagodowski [, Theo-
rem .] to the case that different indices have different powers in the normalization.

Theorem . Let {Xn,n ∈ Zd
+} be a field of ρ∗-mixing random variables with EXn =  and

let {an,i,n ∈ Zd
+, ≤ i ≤ n} be an array of real numbers. Let αr > , α > 

 and let for some
q ≥ , (a)-(d) in Theorem . be satisfied. Then (.) holds.

Proof Let, for  ≤ i≤ n,

X ′
n,i = XiI

[|an,iXi| ≤
∣∣nα

∣∣],
Yn,i = an,iX ′

n,i – an,iEX ′
n,i and S′

n,k =
∑
i≤k

Yn,i.

By (.) we obtain (.) arguing as before in the proof of Theorem .. �

Letting α = α = · · · = αd =  from Theorem ., the following corollary (Theorem .
of []) is obtained.

Corollary . Let {Xn,n ∈ Zd
+} be a field of random variables satisfying (.). Let αr > ,

α > 
 and, for some q ≥ , (i)-(iv) of Corollary . be satisfied. Then (.) holds.
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