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ABSTRACT 

A barotropic numerical model of the Arctic Ocean is formulat:d to include irregu!ar b~sin. shape, variable 
bathymetry, lateral friction, bottom drag, and nonlinear advectwn terms. Soru:ce-smk d1stnbutI?ns around 
the perimeter of the basin are used to represent exchange between the Arctic and other p~rt10~s of the 
world ocean and the actual bathymetry is parameterized to simulate the effects of weak stratification. The 
model ocean is spun up using averaged annual wind stress distributions for the Arctic and numerically 
simulated under-ice stress distributions. 

A number of computer runs were made using what were thought to be appropriate parameter ranges for 
the Arctic. The controlling dynamics in the development of the circulation was discussed for a number of 
cases and some comparisons made between the model results and observed circulation pa~terns. . 

The results of the investigation indicate that topographic Rossby waves play a dommate role m the 
development and maintenance of general circulation of the Arctic. The intensification of the Beaufort Gy~e 
along the north coast of Alaska is seen to be dynamically simila~ to t~e ':estern boundary c~rre.nts found m 
mid-latitude oceans, the major difference being that bathymetnc vanatwns take over the s1gmficance that 
variations in the Coriolis parameter assume in mid-latitude cases. 

1. Introduction 

The object of this study was to begin a numerical 
investigation of the large-scale circulation of the Arctic 
Ocean. 

In the past numerical models of the Arctic Ocean 
have concentrated their attention on the sea ice that 
overlies most of the Ocean (Campbell, 1965) and tried 
to answer questions concerning the drift and climato
logical permanence of the pack ice (Maykut and 
Untersteiner, 1971). With the exception of Campbell's 
use of a simplified ocean model under an ice-layer 
model, no efforts directed toward a numerical study of 
the actual flow of the Arctic Ocean's waters have been 
reported, al though there are studies along these lines 
being conducted at the NOAA Geophysical Fluid 
Dynamics Laboratory at Princeton, N. J. (Semtner, 
1972, personal communication). 

At the onset of the research it must be admitted that 
very little is actually known about Arctic Ocean dy
namics and that difficulties can be anticipated in 
deciding on appropriate boundary conditions and input 
parameters for the model. In many cases field data 
from the Arctic are lacking or inadequate to give the 
required stress fields of inflow-outflow conditions with 
sufficient accuracy. This then demands that best esti
mates of boundarv conditions serve as a tentative 
guide and that wide ranges of parametric inputs actu
ally be investigated. The resulting numerical explora-

1 Present affiliation: :\TOAA-Pacific Ocean Laboratory, Uni
versity of Washington, Seattle. 

tion can then yield considerable insight into the relative 
significance of various oceanographic parameters. 

In addition to the uncertainties related to the lack 
of actual input data, the development of a new nu
merical model has potential difficulties inherent in the 
finite-difference mathematics that must be used. Both 
these problems can best be addressed by the careful 
development of the model from simple to more complex 
cases in a stepwise progression with each step being 
checked against all available data (from the field or by 
analytic considerations). 

The first step in the model to be used for the Arctic 
assumes homogeneous water and variable depth which 
is in some way similar to a model used by Holland 
(1967). The grid system used is based on a triangular 
plan similar to some systems used by Williamson (1968) 
and Sadourny et al. (1967). Both lateral and bottom 
friction are included in the model. The flow is driven 
by stress applied at the surface (simulating the wind 
or ice stress) and by source-sink distributions around 
the edge (that simulates major channels between the 
Arctic and other oceans). The details of the develop
ment for the model are given in Section 3. 

In Section 4 a description of some of the computer 
runs exploring parametric variations will be presented 
and in Section 5 some of the dynamics elucidated by 
the model will be discussed. Prior to the actual formula
tion of the model equations some consideration must 
be given to the roll that sea plays in the circulation of 
the Arctic Ocean. 

It is perhaps appropriate to point out that the next 
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section is largely a development of how an ice cover 
might modify the length and time scales of thermo
haline and wind stress forcing and is not strictly 
necessary to the continuity of the present work. There
fore, if the reader is only interested in the numerical 
methods employed and the results of the present mode, 
the next section could be skipped. On the other hand, 
it is felt by the author that pack ice does significantly 
affect the circulation in the Arctic and that the dy
namics of this process is essentially unique to the 
Arctic ocean. Section 2, then, is included in an attempt 
to point out some of the actual dynamics that are im
portant in the Arctic, to help clarify some of the 
fundamental limitations of the present model, and to 
suggest what might be profitable avenues for future 
model development and exploration. 

2. Significance of an ice cover 

There can be little doubt that much of the large-scale 
circulation of the Arctic Ocean is wind driven, either 
directly or indirectly through an ice cover that acts as 
some sort of coupling element (Campbell, 1965). The 
details of how the ice cover couples the atmosphere to 
the ocean and to what extent it filters the time and 
space variations are unknown. It should be possible, 
however, to get a qualitative feeling for the types of 
interactions possible by a simplified consideration of 
the physical processes acting. 

We may start by considering the vorticity balance 
for an ice-covered ocean. The curl of the wind field 
leads to a torque from the wind stress which will be 
applied to the top of the ice. The ice will then spin-up 
in some sense and its motion relative to the water 
underneath will produce the stress that drives the 
ocean. The ice then might be expected to introduce 
some delay in time and a smoothing in space for the 
transmission of torque from the atmosphere to the 
ocean. How much delay and how much smoothing will 
depend on the nature of the wind curl. 

To see how the ice filter characteristics will depend 
on the wind field we must think about the structure of 
the pack ice. It is made up of a number of individual 
flows. The actual size distribution of the ice flows is 
fairly complicated but for the problem at hand we 
need only state that at all times of the year cracks 
appear every few kilometers or less. 

First consider a case with positive curl in the wind 
stress. Under these conditions the movement of the 
ice will generally be divergent. (Under some conceivable 
models for the atmospheric boundary layer this may 
not be true, but for this qualitative argument we can 
proceed with the above as an assumption.) With a 
divergence in the ice field the flows separate, leaving 
leads or polynyas. The cracks between flows offer no 
resistance to tension on the pack ice and the divergence 
takes place rapidly, thus transferring time scales longer 
than a few hours almost directly from the wind to the 

water. ln addition, a polynya, during the winter, is <l 
region of very high surface cooling; this results in verti
cal convection which is particularly effective at car
rying momentum across the mixed layer. This again 
tends to directly couple the air and water with almost 
no change in length scale because of the ice. 

Next we consider the case where the wind has a 
negative curl. Under these conditions the movement of 
the pack ice will tend to be convergent. The ice flows 
will jam together and rotate as a single piece. Basically 
the ice flows show considerable resistance to compres
sion and nearly solid-body rotation of the pack ice over 
hundreds of kilometers has been observed under anti
cyclonic wind fields (Bushuyev et. al., 1967). Thus, 
negative curl in the wind field is transferred to the 
ocean with the pack ice acting as a fly wheel. Both 
time and space scales are extended and the stress 
applied to the water represents a considerable smooth
ing of the actual wind stress pattern. 

Thus far we can see that the ice acts in some ways 
like a rectifier. Positive stress curl from the wind is 
transferred more or less directly to the water while for 
negative stress curl the higher frequencies and shorter 
length scales are smoothed out. Before discussing the 
implications of this suggestion one additional case 
should be considered. 

If the convergence or the resulting shear stresses in 
the pack ice become great enough, mechanical failure 
takes place and pressure ridges form with large shears 
often developing across leads. This results in a stress 
field on the ocean very different from the one suggested 
by the rectifier analog. In this case large-scale stress 
fields from the wind are delivered to the ocean during 
the mechanical failure, and length and time scales are 
likely to be very much shorter than those found in the 
wind stress pattern. 

Thus, it is possible for the hypothetical ice filter to 
have a very complicated nature, in some cases increas
ing the effective length scales in the wind field and in 
other cases shortening them. The response that we 
expect from the ocean will be quite different for these 
two options. The relevant length scale for the problem 
turns out to be what might be thought of as the internal 
Rossby deformation length 

t:.p gh 
V=-

P f2' 

where g is the acceleration of gravity, j the Coriolis 
parameter, h the geometric mean of the depths above 
and below the pycnocline, p the density, and Ap the 
density difference across the pycnocline. [Some authors 
prefer to relate L to the internal Froude number (e.g., 
Holton, 1965).] Physically this length can be thought 
of as how far an internal wave will travel in an inertial 
period. For the Arctic the stratification is weak and f 
is relatively large, giving L on the order of tens of 
kilometers. If the stress field applied to the ocean is 
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large compared to L, the transient response will be 
primarily barotropic and if it is small compared to L, a 
baroclinic response can be anticipated (Veronis and 
Stammel, 1956). 

Over much of the Arctic Ocean and particularly the 
Canadian side of the Lomonosov Ridge the wind field 
is anticyclonic and here then we find a convergent ice 
pack. 

There is some evidence that the very short length 
scales associated with fractures are effective at forcing 
a transient baroclinic response in the Canadian Arctic 
(Galt, 1967; Coachman and Newton2). Significant shear 
stresses with a length scale of tens of kilometers or less 
are relatively rare in the oceans. They occur under 
hurricanes and in coastal upwelling regions, and in both 
cases result in significant baroclinic transients. For the 
Arctic case the actual dynamics of how these transients 
occur and the ultimate disposition of their energy and 
its interaction with the mean circulation represents an 
interesting and as of yet an unanswered question. The 
flow is fundamentally baroclinic and the present study 
will not be able to shed any light on its characteristics. 

For most of the Arctic for a majority of the time it 
appears that these baroclinic transients are not present 
and the stress delivered to the ocean is smoothed and 
most of the transients occur initially as barotropic 
waves (Somov, 1954-55; Coachman and Newton2). For 
these kinds of conditions ice models have been fairly 
successful using either highly viscous compressible flow 
(Campbell, 1965), or incompressible invisid flow (Roth
rock, 1972; Witting, 1972). In all these models the ice 
effectively interacts over relatively large length scales 
and realistic looking flow patterns are generated. In 
the same vein one might expect that a barotropic model 
of large-scale ocean spin-up and circulation could add 
some insight into Arctic dynamics. This is the motiva
tion for the presentation of this research. 

3. Development of the numerical model 

When one considers the actual complexity of the 
circulation in the Arctic Ocean and the wide variety of 
numerical modeling techniques available for its study 
it is by no means obvious which path will lead to 
maximum returns. Each of the presently used numerical 
models has its advantages and limitations. In an at
tempt to address this question in a rational way it was 
decided to start with the simplest numerical model 
that could simulate what are thought to be the domi
nant forcing and geomorphology in the Arctic. 

Studies by Coachman and Barnes (1961, 1963) and 
Aagaard (1966) all indicate that there may be dy
namically significant exchange between the Arctic 
Basin and the adjacent portions of the world ocean. 
For this reason the numerical mo<lel incorporates 

2 Personal communication. 

sources and sinks of water around its perimeter to 
simulate the major channels between the Arctic and 
the adjacent parts of the ocean. 

Looking at Fig. 1, it is seen that a large fraction of 
the Arctic is covered bv the relative shallow Siberian 
Shelf, while the deeper .portion of the Arctic Ocean is 
divided into two basins (both over 4000 m deep) by 
the Lomonosov Ridge. In an attempt to retain some of 
the dynamical effects caused by these large bathy
metric variations the model includes variable depth. 

It is likely that the density variations in the Arctic 
Ocean affect the flow. For example, a full treatment of 
the movement in the Atlantic layer (Coachman and 
Barnes, 1963) will certainly require a baroclinic model. 
On the other hand, there are some actual current 
measurements from the Arctic (Niki tin and Dem'yanov, 
1965; Galt, 1967; Coachman, 1969) that indicate a 
substantial barotropic, or depth-independent, compo
nent to the currents. This coupled with a consideration 
of the great increase in complexity required for variable 
density models suggests that for the initial numerical 
exploration a homogeneous or barotropic formulation 
be used. 

The circulation in the Arctic is not well enough 
known to come up with an accurate appraisal of the 
significance of frictional forces. It seems likely that 
near source-sink points lateral friction could affect the 
flow. Over the large area covered by the Siberian Shelf 
it is quite possible that bottom friction might also be 
significant. Accordingly both lateral and bottom fric
tion were included in the model and it was anticipated 
that some range of frictional parameters would be 
investigated to test for significance. 

To develop a model with the characteristics de
scribed above, the following integrated form of the 
equations of motion are used: 

Du 1 aP Ru .,x 
-- fv= -- -+Kv2u--+-, (1) 
Dt p ax h ph 

Dv 1 aP Rv rY 
-+ju= -- -+KV2v--+-, (2) 
Dt p ay h ph 

where the dependent variables u and v are the hori
zontal components of velocity which are independent 
of depth. The density p is a constant; rx and rY, the 
components of the wind stress, h the depth, and f the 
Coriolis parameter are functions of position; K and R 
are constants that specify the effectiveness of the 
horizontal and vertical frictional forces respectively. 

In addition to these equations of motion we have 
the continuity equation: 

a a 
-(/m)+-(lw) = 0. (3) 
ax ay 
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ALASKA 

CANADA 

FIG. 1. Chart of Arctic Basin with 100, 1000 and 2000 fathom depth contours. 
Cross indicates location of North Pole. 

A transport streamfunction is introduced such that 

-hu= ay;l 
ay 

hv= ay;J. 
i:Jx 

(4) 

Eqs. (1)-(4) can be nondimensionalized by intro~ 
ducing the variables 

t=t'(~), f=J'F 

:c=x't:., y=y't:. 
(S) 

h=h'D, r=r'C70) 

where the primed quantities are all nondimensional, F 
is the maximum value of the Coriolis parameter, -6 
the finite-difference grid spacing, D the average depth 

of the model, and -./; 0 is equal to the maximum range of 
streamfunction on the boundary of the model, or the 
maximum value expected for the wind-driven portion 
of the flow, whichever is the most convenient. Using 
the new variables defined above, the following vorticity 
equation can be obtained: 

ae (ae+J') -- (V'X-.J;'k) · \7 --
i:Jt h' 

= 11v2e-2-[e + Vtf''. v(2-)J+ vx(~'), (6) 
h' It' Jz' 

where 
()ii au' 

e=---
ax' uy' 

a a 
V=i-+j-

<Jx' i:Jy' 

and i, j, k are the unit vectors in the right-handed x, y, 
z coordinate system. 
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FIG. 2. Grid pattern used in finite-difference scheme and numbering system used in computational molecule. 

The nondirnensional constants appearing in Eq. (6) are 

fo 
a=--

!:l2DF 

K 
/3=-

1i2p 

R 
"f=-

DF 

These three nondimensional parameters govern the 
character of the solution. For example, setting a= 0 
removes the nonlinear advective terms from the model. 
The size of f3 determines how important lateral friction 
is in the solution, and 'Y scales the importance of bottom 
friction. 

From the above we also obtain the following rela
tionship between the vorticity and the streamfunction: 

~(~,w')=e. (7) 

Eqs. (6) and (7) can now be solved for the vorticity 
and streamfunction provided that the proper initial 
and boundary conditions are given. In particular the 
following must be specified: 

(i) !{-given within the region of interest at t= 0 
(ii) ,P-given on the boundary of the region for all 

time 
(iii) ~-given within the region of interest at t= 0 

Note that (ii) is equivalent to specifying the source-sink 
distribution around the edge of the model. 

The finite-difference grid system for the model was 
made up of equilateral triangles with the basic compu
tational molecule being a hexagon. Field variables were 
then specified as a one-dimensional array with the 
computational molecule again being a hexagon and a 
relative indexing system as shown in Fig. 2, N being 
the number of points in a row of the matrix of field 
points. 

The vorticity equation was integrated forward in 
time using the three-level Adams-Bashforth method, 
and then the streamfunction was obtained with suc
cessive over relaxation techniques. All differencing was 
kept accurate to second order and highly conservative 
(Arakawa, 1966). For example, the advective terms 
conserved vorticity, vorticity squared, kinetic energy, 
kinetic energy squared, etc. The actual finite-difference 
equations used, the error estimates, and some results 
from preliminary lest runs are presented by Galt 
(1972a). 

For convenience the basic finite-difference equations 
that were used will be briefly outlined below. We begin 
by transposing the field advection term from the right
hand side to the left-hand side. The result can be 
written as3 

a~ 
-=g, (8) 
at 

" From this point on the primes will be dropped and all terms 
will be non-dimensional unless otherwise specified. 
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z 
sea level 

FrG. 3. Representation of scaling of bathymelry: continuous 
lines, actual bathymetric profile, short dashes, 503 scaled halhy
melric profile, long dashes, mean depth. 

where g is given by 

g= (V'Xifk) · V'c~: 1)+/JV'2~ 

-~[ ~+W· vG) J+vxG). (9) 

Eq. (8) can be integrated forward in time using the 
difference equation 

W+ flt)= Ht)+ [~g(t)-!g(t- flt) ]M (10) 

In order to use this equation we must have a finite
difference fonn for all of the spatial derivatives in g, 
the development of which will follow. 

An additional feature of the numerical model was 
that the bathymetric variations could be scaled. One 
parameter was used to specify the percent of the 
actual bathymetric variation that was to be included 
for any computer run. In this way all cases from a fiat 
bottom ocean to one with the real bathymetry (in so 
far as the horizontal grid could resolve it) could easily 
be compared. To get a better idea how this scaling 
works consider the bathymetry shown in Fig. 3. The 
actual depth is entered into the model as a mean depth 
and a deviation from the mean. At run time the depth 
in the model is taken as the mean depth plus some 
percentage of the deviation. Through this numerical 
artifact the qualitative effect of weak stratification 
could be simulated and the dynamic significance of 
bathymctric effects could easily be seen. Perhaps the 
major potential difficulty associated with this simpli
fied bath)111etric representation is that it does not allow 
for the possibility of the joint bathymetric-baroclinic 
interaction that Holland (1973) has shown to be of 
major significance in a numerical model study of the 
western Atlantic. The significance of this type of inter
action seems to depend strongly on the overadjustment 
of the internal density field with the accompanying 
formation of a deep counter current. This could be 
expected where current systems are strongly nonlinear 
or where there is a strongly developed thermohaline 

circulation. In the major basins of the Arctic Ocean 
neither of these cases seem to develop and there has 
been no observation evidence of a deep counter-current 
system under the strongest gyre that develops in the 
Canadian Basin. As an additional point the preliminary 
results of a baroclinic model study of the Arctic Ocean 
done by Semtner (1973, personal communication) indi
cate that this joint interaction term is not of major 
significance. A more detailed discussion of this feature 
in the model is given by Galt (1972b). 

We are now in a position to write down the finite
difference representation of g given in Eq. (9). Starting 
first with the field advection tenn, we have 

(a~+J) (V'Xifk) · V' -h-

= 3-l[ (lfL-N+1-h+1) (PV L-N+l + p V L+1) 

+(h-N-h-N+1)(PVL-N+PVL-N+1) 

+ (ifL-1-lfL-N )(PV L-1+ p V L-N) 

+(h+N-1-h-1)(PVL+N-1+PVL-1) 

+(if L+N-if L+N-1) (P V L+N- p V L+N-1) 

+(i/'L+r-ifL+N)(PV L+1+PV L+N)], (11) 

where 

PV1=a(~1)+ f1, 

and h is the depth scaled as is indicated in the pre
ceding paragraph. 

The second term in g represents lateral friction and 
is written 

/JV'2~= /J m (h+1+ h-N+l+ h-N+ h-1 

+h+N-1+h+N-6h). (12) 

The third term m g gives the bottom friction 
contribution: 

=!-{~L+~[(lfL+1--./;L-1)(-1 --1 
) 

lJ 4 ftL+l ftL-1 

+Hif L-N+1-if 1,+N-1+if L-N-if L+N) 

( 
1 1 1 1 )]} x-----+---

hL-N+i lzL+N-1 lzL-N lzL+N ' 
(13) 

where H is the true non-dimensional depth rather than 
the scaled bathyrnetry. 

The last term in g is the rate of torque added by the 
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Fie. 4. Arctic configuration used in numerical model. Heavy line indicates basin shape. 
Dotted lines give bathymetric contours in fathoms. 

wind curl: 

vx(7i)=~[ (:2) L+1-(:2) L-J 

-J-{ (:l) I~N+l -(:l) L+N 

+(:l)L-N -(:1) L+N-J (14) 

where Gl is the component of the wind stress in the 
direction from L to L+J and G2 is the wind stress in 
a direction 90° to the left of Gl. 

Substituting Eqs. (11)-(14) into (9) and then into 
(10) a new value of the vorticity can be obtained for 
each grid point. 

4. Description of cases studied 

The numerical model contains a number of possibili
ties for representing various physical situations. In 

theory, to model the Arctic the actual oceanographic 
parameters are determined and inserted into the nu
merical model. In practice, these relevant parameters 
cannot be estimated with any real certainty and the 
appropriate course of action is to make a number of 
runs exploring what are thought to be the most likely 
regions of the parameter space. This exploration indi
cates the sensitivity of the model to each parameter and 
shows which feature of the solution is associated with 
particular processes. 

The parameters for this model can be thought of as 
external, i.e., dealing with boundary conditions, or 
internal, i.e. dealing with the governing equations. 
External parameters are 1) the source-sink distribution 
around the edge, and 2) the surface driving stress; the 
internal parameters are 1) the Rossby number a, 2) 
the horizontal Ekman number {3, 3) the bottom drag 
coefficient 'Y, and 4) the percentage of the bathymetric 
variation that will be included. 

During the initial development of the model all of 
the parameters were varied over large ranges. For this 
presentation, however, attention will primarily be con-
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FIG. 5. Contours of the curl of the wind stress obtained from average annual winds. All values are 
negative except where indicated positive. The maximum magnitude of the curl of the wind stress found 
in the Canadian Basin is 0.158X io-1 gm cm-2 sec-2. 

fined to Arctic cases; accordingly, the basin shape and 
bathymetry are held constant (Fig. 4). For this case 
the grid spacing was 170 km. The shape of the model 
was roughly that of the Arctic Ocean with a representa
tive portion of the Siberian Shelf included. The hori
zontal resolution was sufficient to easily delineate the 
major bathymetric features. 

Two different options were considered for the source
sink distribution around the edge of the model. For the 
fast option no flow was allowed across the model 
boundaries. For the second option flow with no relative 
vorticity was specified as flowing into the model as 
follows (all units m3 sec1): 

1) 2X 106 through the Chuckchi Sea 
2) 2X 106 between Franz Josef Land and Severnaya 

Zcrnlya 
3) 5X 106 in the region of the West Spitsbergen 

Current. 

To balance this, outflow advecting whatever local vor
ticity was available was specified as 

1) lX 106 through McClure Straits 
2) lX 106 through Nares St 
3) 7X 106 through the region of the East Greenland 

Current. 

For the surface stress driving the model there were 
also two options considered. For the first the wind 
stress field used by Campbell (1965) and representing 
mean annual conditions was applied to the model. For 
the second an ice-covered ocean was approximated by 
applying the above stress to an ice model developed 
by Campbell (loc. cit.) and using the water stress pre
dicted by his results to force the ocean model. In order 
to indicate how these stresses are going to apply to the 
model we may look at Figs. 5 and 6. In these two 
figures the curl of the surface stress patterns for the 
two options is qualitatively represented. Considerable 
similarity is seen between these two patterns with the 
most conspicuous feature being the large negative rota
tion region centered over the Beaufort Gyre. It should 
be pointed out that although the patterns in these two 
figures have much in common the actual magnitudes 
associated with the under-ice stress (Fig. 5) is less by 
approximately a factor of 3 than the values given in 
Fig. 4. This seems to be due to the very large dissipa
tion used in Campbell's model and it is likely that 
neither of these stress fields is quantitatively very 
accurate. 

For each of the possible combinations of the external 
parameters specified above a series of cases was investi-
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FIG. 6. Contours of the curl for the stress from the bottom of Campbell's ice model. Cross-hatched 
areas have negative values, all others are positive. The maximum magnitude of the curl of the ice stress 
found in the Canadian Basin is 0.543X10-s gm cm-2 seC2• 

gated with various combinations of the internal pa
rameters being specified. Rather than going through 
and outlining all of the parameter combinations that 
were used, the specific combinations will be listed as 
each case or series is discussed in the following section. 

5. Results and discussion 

For all of the cases considered the ocean was initially 
at rest and the surface stress was turned on at time equal 
zero. As the model spun up the total kinetic energy of 
the flow was monitored both to check the stability of 
the numerical scheme and to get an indication of 
whether a steady state was being approached. The 
energy vs time curves looked similar for all cases and 
showed a rapid buildup of kinetic energy at first and 
finally an asymptotic approach to a steady value after 
large time. This in itself is nothing new and almost 
all numerical ocean models with modest Rossby num
bers exhibit qualitatively the same sort of behavior. 
There were, however, two things about these curves 
that did make them different. First of all the curves 
were quite smooth and didn't show any overshoot and 
oscillations as are typical of models without excessive 
damping and shown, for example, in Bryan (1963). 

The second point was that a relatively long time was 
required for the model to come to steady state. After 
one year the kinetic energy was only to 80% of its 
final value, with the corresponding value for two years 
being 97% (Fig. 7). 

To explain this apparent difference it is necessary to 
consider the mechanics of the spin-up process. The 
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FIG. 7. Total kinetic energy within the model as a function of 
time for a wind-driven nonlinear case that includes inflow-outflow 
and both bottom and lateral friction. 



388 JOUH.NAL OF PHYSICAL OCEANOGRAPHY VOLUME 3 

initial adjustment of vorticity is carried out via tran
sient Rossby waves: either those whose dynamics is 
controlled by the change of the Coriolis parameter 
with latitude, or those controlled by topographic varia
tions (V eronis, 1966). In a polar ocean the variation of 
the Coriolis parameter is very much less than at low 
latitude (typically an order of magnitude with the 
variation actually being zero at the pole). Thus, the 
usual Rossby waves will have much slower propagation 
speeds than in low latitudes and transients could be 
expected to develop more smoothly. This is, in fact, 
verified by a close look at the model output and will be 
discussed later. It also appears that the effective ba
thymetry will not cause sufficient development of topo
graphic Rossby waves 'with speeds comparable to those 
that dominate the spin-up in lower latitude oceans. 

In order to check these ideas the model was recon
figured for a four-sided, flat-bottomed, mid-latitude 
ocean and forced with a cosine-dependent, zonal surface 
stress as was used by Bryan (1963). In this case the 
spin-up took on the order of 20-40 days. The kinetic 
energy showed an overshoot and oscillated around the 
ultimate mean value. The development of a western 
boundary current was similar to that shown by Bryan. 

( 

It therefore seems that the smooth, slow adjustment 
of the Arctic model is in fact related to its high latitude 
and effective bathymetric variations. 

A better indication of the actual spin-up of the model 
can be obtained by looking at the time development of 
the streamline patterns. Starting with a particularly 
simple case the model was configured for a flat bottom 
with no inflow-outflow around the edges. There were 
no nonlinearities included (a= O). Parameter {3 was 
taken so as to have a horizontal eddy coefficient of 
107 cm2 sec1• The model was driven by the annual 
average wind stress pattern. The dynamics in the 
model corresponds to a time-dependent version of 
Munk's ocean circulation model (1950). 

The major source of wind torque is in the Beaufort 
Sea and it is here that initial Rossby wave first starts 
to form. After its formation it propagates roughly 
westward or over toward the western boundary to 
establish a Gulf-Stream-like current along the Siberian 
Coast. The streamline pattern after 300 days is shown 
in Fig. 8. This clearly shows the development of a 
western boundary current similar to other models with 
lateral friction and no nonlinearities. The progress of 
the center of the gyre is shown by the dotted line in 

FIG. 8. Streamline pattern for wind-driven flow at 300 days into the spin-up. For this case the model 
was linear, had a fiat bottom, with no bottom friction, or inflow-outflow around the edges. Dotted line 
indicates the trajectory of the center of the gyre with the time given in days. Between solid lines the 
transport is 107 m3 sec1• 
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Fig. 8 with the time into the model given in days. 
From these it is possible to calculate the speed of 
propagation of the gyre, i.e., "-'6 km dav-1 between SO 
and 150 days. If one assumes that the gyre represents 
a simple Rossby wave then the phase velocity to the 
west will be given by 

af 1 

ay~' 

where y is the local north-south coordinate and [ k I the 
. d I magmtu e of the wavenumber. Putting in the appro-

priate numbers suggests a wavelength of a little over 
1000 km and considering the irregularities of the basin 
shape and the numerical methods used this is not a bad 
approximation for the size of the gyre during its initial 
per~od of development. For this simple case, then, the 
maior transient appears to be a Rossbv wave that 
develops under the torque source of the wind and 
propagates to the western boundary region adjacent to 
the Siberian coast. 

The next series of cases investigated with the model 
looked at the effects of bathymetric variations. In all 
cases the actual bathymetry of the Arctic was specified 
as 3000 m plus a residual. This residual was then 
multiplied by a coefficient that varied between 0.0 and 
1.0. Thus, a coefficient of zero was equivalent to a fiat 
bottom ocean, a value of 0.5 was equivalent to including 
SG3 of the bathymetric variation, etc. (Fig. 4). 

The models of this series included lateral friction 
bottom friction, nonlinearities, and sources and sink~ 
around the edges. Cases with 0 to 1003 bathymetry 
were run. We may start off by looking at the kinetic 
energy of the flow after 300 days (Fig. 9). Here the 
effect of bathymetry in reducing the flow is clearly 
seen. It shows that very small bathymetric variations 
quickly reduce the magnitude of the flow, after which 
continuing to increase the bottom topography con
tinues to slowly decrease the flow. This is consistent 
with studies by Schulman and Niiler (1970). 

A better indication of the dynamics associated with 
these cases can be obtained by looking at the actual 
time development of the streamline patterns. For the 
fiat bottom case a western boundary current develops 
al~ng the Siberian Coast similar to that shown in Fig. 8. 
With _any bathymetry at all the possibility of topo
graphic Rossby waves is introduced (Veronis, 1966) and 
these can be expected to play some role in the develop
ment of the flow pattern. 

The Lomonosov Ridge (Fig. 1) cuts the Arctic into 
two basins and runs essentially directly across the pole. 
In this region the variation of the Coriolis parameter 
is zero and an.v topographic Rossby waves that occur 
will dominate the transients in the solution. The major 
vorticity source due to the wind is on the Canadian 
side of the ridge and waves that develop here will 
propagate counterclockwise (or to the left looking up 

PERCE\JT RATH1METRY INCLUDED = 
o _______ ~ 10 15 20 

FIG. 9. Qualitative representation for the total kinetic energ\· 
of the flow at 300 days into the model (normalized with respect 
t? the_ flat bottom case) versus the percent of bathymetric varia
t10n mcluded. This configuration included nonlinear terms 
lateral and bottom friction, as well as inflow-outflow on th~ 
boundaries. 

hill). In this way the initial waves move toward the 
Siberian Shelf relatively rapidly due to the steepness of 
the ridge. In essence the ridge acts as a dynamic block 
and almost none of the vorticity delivered to the ocean 
in the Canadian Basin propagates across the Lomonosov 
Ridge and ends up on the Eurasian side. This explains 
the substantial drop in kinetic energy between the fiat 
bottom case and the 53 bathymetry case, i.e., much 
less water actually ends up moving. 

As the gyre forming in the Canadian basin grows it 
expands along the Lomonosov Ridge and encounters 
t?e second major feature of the bathymetry, the con
tmental slope adjacent to the Siberian Shelf. At this 
point, if bathymetry were dominating the transients, 
the gyre would move, again to the left looking uphill, 
or over toward the coast of Alaska. The speed of 
propagation of waves along the continental slope would 
be slower than along the Lomonosov Ridge because of 
smaller slopes. 

For 53 of the bathymetry the major topographic 
features of the Arctic are clearly seen to influence the 
initial development of the solution (Fig. 10). The ridge 
confines the flow primarily to the Canadian side of the 
Lomonosov Ridge. The gyre that is initially formed in 
the Beaufort Sea moves relatively rapidly (compared 
to the fiat bottom case) toward the New Siberian 
Islands and expands in size. Upon reaching the con
tinental slope the gyre tends to migrate toward the 
North Coast of Alaska, but with only 53 of the bathym
etry the topographic effects don't totally dominate 
and two regions of weakly concentrated currents de
velop as the solution approaches steady state-one 
along the Siberian Coast (western boundary current 
region) responding to the variation of the Coriolis pa
rameter and a second along the north coast of Alaska 
responding to the topographic variations. 

For 103 of the bathymetry the results are qualita
ti_vely similar to the 53 case initially, but a number of 
differences are seen in the details. First of all the 
transients propagate slightly faster as would be ex-
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FIG. 10. Streamline pattern for ice driven flow at 300 days into spin-up. Nonlinear terms, bottom and 
lateral friction, inflow-outflow on the boundaries, and 5% of the bathymetric variation are included. 
Between solid Jines the transport is 107 m' sec1• 

pected. In addition, the topographic effects are now 
clearly seen to dominate and there is no tendency for 
a concentrated flow to develop along the Siberian 
Coast. The boundary current is now controlled by depth 
variations, rather than variations in the Coriolis pa
rameter. It occurs along the north coast of Alaska, i.e., 
the Barrow Current. Another noticeable characteristic 
of the flow is the response to secondary topographic 
features. Meanders appear just downstream from the 
Chuckchi Rise and the Alpha Rise (Fig. 11). 

The transients generated by the spin-up exhibit 
some interesting features as they are advected by the 
mean flow. The transients propagate counterclockwise 
against the clockwise gyre that is developed. Initially 
their net motion is upstream everywhere, but as the 
gyre speeds up the waves first become stationary in 
some regions and then show actual downstream motion 
until a steep enough slope region is encountered so that 
they can again be phase locked or at least quasi
stationary. These transient motions are clearly seen in 
a time-lapse development of the solution. The waves 
tend to encl up where the mean circulation turns off of 
the continental slope region and moves along the 
steeper face of the Lomonosov Ridge (Fig. 11). After 
the solution has come approximately to steady state 

(one year), these waves are seen to shift back and forth 
slightly along the face of the Siberian slope and Lomono
sov Ridge. Ultimately the bottom friction clamps them 
out even in these deeper portions of the basin and the 
streamline pattern becomes quite stationary (on the 
order of a three-year time scale for the bottom friction 
used in the model). 

Increasing the bathymetric variation to 203 reduces 
the energy of the flow somewhat, but not very drasti
cally. In this case, however, secondary bathymetric 
features cause significant effects on the flow (Fig. 12). 
For example, a large closed gyre forms between the 
Alpha Rise and the Lomonosov Ridge. Going to full 
bathymetric variations gives even greater reductions in 
the flow with streamlines pretty much following the 
bathymetry. 

Summarizing the results from the investigation of 
the topographic features, it appears that the most 
realistic flow patterns occur when about 103 of the 
bathymetric variations are included in the model. In 
this case topographic Rossby waves play a funda
mental roll in the development of the current patterns. 
The physical interpretation of this clearly numerical 
artifact is as follows. If the ocean is highly stratified 
the baroclinic and barotropic horizontal pressure gra-
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FIG. 11. Streamline pattern for the wind-driven case after 600 days. Non-linear terms, bottom and 
lateral friction, inflow-outflow on the boundaries, and 103 of the bathymelric variation are included. 
Between solid lines the transport is 107 m3 sec1• 

clients tend to cancel each other out at depth and a 
"level of no motion" occurs. If this level is above the 
major topographic features the bathymetry has a 
minimal effect on the large-scale circulation. In such 
cases the dynamics will be controlled by variations in 
the Coriolis parameter and a flat-bottom homogeneous 
model will give reasonable results. On the other ex
treme a homogeneous ocean will have flow that is 
barotropic and all of the topographic features will in
fluence the flow. In this case a homogeneous ocean 
model with realistic bathymetry could be expected to 
give reasonable results. 

The Arctic is somewhere between these two extreme 
cases, having relatively weak stratification and sub
stantial bathymetric variations. Here then a successful 
model might be expected to result from a homogeneous 
formulation and reduced bathymetric variations. Some 
qualifications will obviously be needed on the success. 
For example, one would not expect the phase velocities 
and ultimate wavelengths of the transient topographic 
Rossby waves to be accurately represented. In addi
tion, certain baroclinic-bathymetric interactions (Hol
land, 1972) cannot be represented in the model as was 
discussed in Section 3. Subject to these limitations the 

model may be useful in showing some of the dynamics 
that tend to control the Arctic circulation. Before 
pursuing this in greater detail the effects of source and 
sinks around the boundary, bottom friction, and non
linearities will be discussed. 

On the Canadian side of the Arctic the inflow-outfiow 
across the boundaries is relatively weak (2X 10b m3 

sec1 in through the Chuckchi Sea and out through the 
Canadian Archipelago) and the wind-driven circulation 
is relatively strong. For all the cases tested the source
sink driven flow didn't cause any significant modifica
tions to the dominant wind-driven circulation. 

In the Eurasian Basin side of the Arctic the inflow
outflow across the boundaries is stronger and the wind
driven flow weaker than on the Canadian side. Here 
the inflow-outflow can be seen to modify the wind
driven circulation. The relatively weak anticyclonic 
winds on the Eurasian side of the Arctic form a small 
clockwise gyre that migrates to the left along the 
Eurasian face of the Lomonosov Ridge and ends up 
NNE of Greenland (Fig. 11). The source-sink driven 
flow moves counterclockwise around Spitsbergen and 
tends to flatten the wind-induced gyre and compress it 
towards the Lomonosov Ridge. It should be pointed 
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Fie. 12. Streamline pattern for a case identical to the one shown in Fig. 10 except that 
20% of the bathymetric variation is included. 

out that the inflow-outflow between Spitsbergen and 
Greenland is strongly baroclinic and any further exten
sion of these model results are not likely to be significant. 

Bottom friction is included in the model as a simple 
linear drag term. This would result in an exponential 
decay of the flow in the absence of all other forcing. 
The frictional coefficient then can be easily parameter
ized in terms of the time required for an e-folding decay 
of the current. The decay times were directly propor
tional to the actual depth so the times given are for 
50 m deep water on the Siberian Shelf. Decay times 
for 2.5, 10 and 20 days were tried for representative 
ranges of the other parameters. For the 2.5-day decay 
time the circulation was greatly reduced over the 
entire basin. A 10-day decay time greatly reduced the 
flow in the region of the shelf and smoothed the stream
lines over the continental slope region. For a 20-day 
decay time the flow was slowed down considerably 
over the shelf; somewhat damped topographic Rossby 
waves could be seen in the solution over the continental 
slope (transients significantly damped in three years), 
and the flow in the deeper basins was essentially un
affected (Fig. 11). For this value of decay the corre
sponding e-folding time for the deep part of the 
Canadian Basin would be over 1500 days, or long 
compared to the spin-up time for the circulation. This 

of course means that for most of the cases shown the 
model was not run to a completely stationary solution. 
This was done in an effort to save computer time and 
in no case were the transients at one year into the 
model a significant part of the circulation. For ex
ample, the results shown in Fig. 11 for 600 days are 
in no way significantly different from the results at 
1200 days. (The kinetic energy vs time for this case is 
shown in Fig. 7.) 

The nonlinear advective tenns had very little effect 
over most of the region in the model. When they were 
included the total transport in the Beaufort Gyre was 
slightly reduced. The thickness of the boundary layer 
along the Alaskan coast was increased and the region 
of maximum fl.ow moved approximately one grid length 
downstream, or toward the west. 

At this point it is interesting to look at Fig. 13 which 
gives the dynamic height contours and inferred circula
tion in the Beaufort Gyre as calculated by Coachman 
(1969). This circulation pattern was obtained from a 
number of hydrographic stations scattered over the 
area and taken over a period of many years. A com
parison of this figure with the model results shown in 
Fig. 11 should yield some useful dynamic insights. 

A number of similarities can be noted: 1) the roughly 
triangular shape of the most intense part of the gyre, 
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Frc. 13. Dynamic topography and inferred circulation for the 
Canadian Arctic (after Coachman, 1969). 

2) the strongest currents found just north of Pt. Barrow, 
3) meander patterns associated with the Chuckchi Rise 
and the Alpha Rise, and 4) wave patterns seen where 
the flow crosses the continental slope and moves along 
the Lomonosov Ridge. In these respects the model has 
successfully simulated some of the major flow char
acteristics in the Canadian Arctic Basin. 

A final series of runs was made using a surface stress 
field 'that was obtained from the underside of a model 
of ice circulation developed by Campbell (1972, personal 
communication). The ice model was in turn driven by 
the same wind stress field that was used for the previ
ously discussed cases. The object here was to see how 
sensitive the ocean model was to the details of the 

stress field, and to attempt to represent some of the 
filtering effects that the ice cover might have. The 
curl of the stress field is shown in Fig. 6. 

Fig. 14 shows the streamline pattern after 600 days 
for the case that includes inflow-outflow, bottom fric
tion, lateral friction and nonlinearities. This corresponds 
to the results shown in Fig. 11 in every respect except 
for the driving stress pattern. In the Canadian Basin 
the flow is qualitatively very similar with the actual 
magnitude of the flow in the ice stress case being about 
half what it was for the wind stress case. If the appro
priate transports in the current off the coast of Alaska 
are converted to representative velocities, values of 
between S and 12 cm sec1 are obtained. These are in 
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FIG. 14. Streamline pattern for the ice stress driven case after 600 days. 
All other parameters are identical to those shown in Fig. 11. 

acceptable agreement with those shown by Coachman 
(Fig. 13). 

On the Eurasian side of the Lomonosov Ridge the 
net effect of the surface torque is counterclockwise for 
the ice stress (compare Figs. 5 and 6) and a corre
spondingly weak counterclockwise gyre is formed in
stead of the weak clockwise one that was formed using 
just wind stress values. It is unknown which of these 
is more correct. Surface drift data would tend to favor 
the ice stress driven flow (Fig. 14) whereas the total 
integrated transport may be more like what is shown 
in Fig. 11. 

In general it seems that the actual pattern of the ma
jor wind-driven flow (on the Canadian side of the 
Lomonosov Ridge) is insensitive to the details of the ap
plied stress pattern, although the magnitude of the 
circulation does show some of the response to changing 
the stress. This is, of course, consistent with other 
studies of ocean circulation that have been conducted 
on mid-latitude oceans. (For example, the position of 
the Gulf Stream doesn't depend very strongly on the 
details of the tradewinds). The major difference for 
the Arctic case is that the current is not set up by 
Rossby waves that lead to a western boundary current, 
but rather by bathymetric effects with the strong 
current forming to the left looking upslope from the 

major torque source in the Canadian Basin to the 
dominant topographic feature (the Siberian Shelf). 
This then is a major ocean current system where 
topographic Rossby waves play the fundamental roll 
in the establishment and maintenance of the current 
patterns. 

6. Conclusions 

A barotropic model of the Arctic Ocean with reduced 
bathy:metric contrast can successfully represent some 
of the major features of the circulations. This suggests 
that while baroclinic effects are of some importance in 
the Arctic the large-scale circulation is dominated by 
the bathy:metry. The study also seems to indicate that 
the joint bathymetric-baroclinic interaction terms are 
not of major significance. This is different from the 
western boundary current system seen in the Atlantic 
(and presumably the Pacific). It is suggested that this 
difference may be due to the lack of strong deep ther:mo
haline circulations or significant nonlinear effects in the 
Arctic Basins. The major bathymetric features of the 
Arctic Ocean that are seen to influence the flow are 1) 
the Lomonosov Ridge that runs nearly across the pole 
and divides the Arctic into the Canadian and Eurasian 
sides, and 2) the Siberian shelf/continental slope that 
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gives a relatively gradual (by dynamically significant) 
slope to the Siberian side of the Canadian Basin. In 
addition to these major features there are two second
ary bathymetric features that modify the circulation
the Chuckchi Rise and the Alpha Rise. 

In the Arctic the variation of the Coriolis parameter 
is small and the fact that bathymetry dominates the 
general circulation is really equivalent to the statement 
that topographic Rossby waves take over the role that 
classical Rossby waves play in the development and 
maintenance of the general circulation in mid-latitude 
oceans. This has considerable implications on the de
tails of how the bathymetric variations actually control 
the flow. 

The major source for vorticity in the Arctic is the 
negative wind curl region in the Beaufort Sea. The 
Lomonosov Ridge acts as a dynamic block and the 
transients generated in this source region are generally 
confined to the Canadian side. In the initial spin-up 
the transient topographic Rossby waves are seen to 
propagate counterclockwise along the face of the 
Lomonosov Ridge. As the gyre in the Beaufort Sea 
enlarges to cover the entire Canadian basin, the de
crease in depth toward the Siberian Shelf and conti
nental slope has dynamically the same effect as an 
increase in the Coriolis parameter would have in a 
mid-latitude flat-bottom ocean. The result is an inten
sification of the current to the left looking up hill and 
a boundary current is formed (analogous to a western 
boundary current). In this case the boundary current 
occurs along the North Coast of Alaska. Frictional and 
nonlinear dissipation in the boundary current region 
develop the vorticity sink that ultimately establishes 
the steady-state circulation. The nonlinear effects in 
the currents seem to be minimal and do little more 
than slightly increase the thickness of the boundary 
layer and shift its region of maximum intensity down 
stream to a point roughly north of Pt. Barrow, Alaska. 

The secondary bathymetric features are responsible 
for initiating quasi-stationary meanders in the major 
gyre that is formed. These appear as wavelike patterns 
just downstream from the Alpha Rise and the Chuckchi 
Rise. Quasi-stationary wave patterns also develop 
where topographic Rossby waves turn along the con
tinental slope as they come off the Lomonosov Ridge. 
In this area the phase velocity of waves undergoes a 
change and it is possible for them to become phase 
locked by the advection of the mean flow. 

Bottom friction effectively reduces the flow over the 
Siberian Shelf but has no noticeable influence on the 
flow in deeper portions of the Basins. Increasing the 
significance of bottom friction is seen to suppress the 
quasi-steady waves that form along the continental 
slope. 

The fiow driven by the source-sink distribution 
simulating the major channels into and out of the 
Arctic Ocean have a negligible contribution on the 

Canadian side of the Lomonosov Ridge where the wind 
driven circulation dominates by at least an order of 
magnitude. On the Eurasian side of the Lomonosov 
Ridge the inflow-outflow is much greater and the wind
driven component of the flow much smaller than the 
corresponding components on the Canadian side. Con
sequently, here the source-sink driven flow is a sig
nificant contributor to the total circulation. Because 
of the baroclinic nature of the actual inflow-outflow of 
the Eurasian basin it is not clear how accurate the 
details of the model results are in this region. 

Simulating the effect of an ice cover with a modified 
stress field indicates that the circulation is quantita
tively but not qualitatively sensitive to the details of 
the applied stresses. Changing the net sign of the local 
wind curl does lead to a reversal of the circulation in 
the Eurasian basin. 

The interesting question of the response of the ocean 
to stresses with length scales short enough to generate 
a strongly baroclinic flow remains unanswered. This 
may represent a problem of unique relevance to ice
covered oceans where mechanical failures of the ice 
pack, or polyna formation could supply the necessary 
stress distributions. 
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