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Large scale sensor networks can be efficiently managed by dividing them into several clusters. With the help of cluster heads, each
cluster communicates using some routing schedule. It is essential to rotate the role of cluster heads in a cluster to distribute energy
consumption if we do not have dedicated high energy cluster heads. Usually routing and cluster head selection for such networks
have been separately solved. If cluster heads are selected with the consideration of routing and routing schedule is prepared with the
consideration of selected cluster heads, it can help each other. We have proposed an integrated approach of cluster head selection
and routing in two tier wireless sensor network (WSN) using Genetic Algorithm based cluster head selection with A-Star algorithm
based routingmethod to extend life ofWSN.This approach can lead to significant improvements in the network lifetime over other
techniques.

1. Introduction

Wireless Sensor Networks are composed of a large number
of sensor nodes with limited resources in terms of energy,
memory, and computation.They are operated by a small bat-
tery attached to it. This battery has some initial energy, and
in every communication it dissipates a fraction of the energy.
Many such communications take place during the network
lifetime, and every time sensor node consumes some energy
which makes battery exhaust eventually. When nodes are
deployed in hostile environment or in a kind of environments
where it is hard to reach, in most of the cases there is no way
to recharge these batteries.

Sensor nodes are used for monitoring physical phenom-
ena like temperature, humidity, acoustic, seismic, video, and
so on [1]. For large scale wireless sensor networks, applica-
tions exist in a variety of fields, includingmedical monitoring
[2–4], environmental monitoring [5, 6], surveillance, home
security, military operations, and industrial machine moni-
toring [7]. To fulfill the requirements of these applications,
sensor network should have a lifetime long enough to cater
for several months. How to prolong the network lifetime to

such a long time is the vital question to design and manage
sensor network systems.

Randomly deployed sensor nodes in the field collect
required data and send towards the base station after pro-
cessing them. If the optimal path (in terms of energy con-
sumption or quality of service) is chosen for each round
of communications, nodes of that particular path may get
drained of energy, and network can get partitioned soon. We
consider the end of network life as soon as the network gets
partitioned as in [8]. Many approaches have been proposed
in the literature for routing and for cluster head selection in
WSN to extend the lifetime [9–13].

Data transmission inWSN can be single hop ormultihop.
In either case, data collected by sensor nodes are sent to the
base station. The large and dense network is divided into
several clusters, and each cluster contains one cluster head
that is responsible to collect and send data to the base station.
The sensor nodes are grouped into clusters geographically
and are capable of operating into two roles. It can work as a
sensor node and as the cluster head node [14, 15]. As a sensor
node, the node senses the task and sends the sensed data to its
cluster head. As a cluster head node, a node gathers data from
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Figure 1: (a) Two Tier Sensor Network. (b) A Logical Topology of Two Tier.

its cluster members, performs data fusion, and transmits the
data to the base station.

In the single-hop data transmission model [11, 12], the
cluster heads send data directly to the base station. The
transmission power dissipated by a sender node to transmit
each bit of data to a receiver node is proportionate to the
distance between the sender and the receiver [1, 12, 16–18].
Therefore, cluster heads that located farther away from the
base station will get drained quickly due to the large distance
for communication. For the large network, multihop data
transmissionmodel [19–22] can be used inwhich such farther
located nodes use some intermediate nodes (cluster heads) to
forward the data towards the base station.These cluster heads
form a network among themselves to send data to the base
station. In this case, the cluster head not only transmit data

gathered from the sensor nodes in their respective clusters but
also forward data fromother clusters towards the base station.
This kind of network is depicted in Figure 1. Entire network
with clusters and cluster head is shown in Figure 1(a). We
have spotted cluster head selection and routing using these
selected cluster heads as different problems. The network
shown in Figure 1(a) is logically divided into two tiers,
namely, lower tier and upper tier. The cluster head selection
is to be solved at the lower tier. Selected cluster head forms
a network amongst themselves which is shown in the upper
tier of Figure 1(b). Routing using this selected cluster head is
to be solved at the upper tier.

In [17, 23–25], authors have focused on the upper tier of
the network to find the routing schedule. It is assumed in
their approach that the relay nodes (cluster heads) contain
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relatively high energy compared to normal sensor nodes,
and these nodes are used throughout the network lifetime
as cluster heads. But if we do not have such relatively high
energized special nodes, we must think about the changeover
of cluster heads with the other member nodes.

By following nonadaptive routing where energy is not
taken into account, if a fixed node serves as a cluster head
throughout then the battery of this unlucky node will get
depleted and will die quickly. This will result in the end of
useful lifetime of all nodes belonging to that cluster. Selec-
tion of cluster head periodically and strategically can avoid
such circumstances. Low Energy Adaptive Clustering Hier-
archy (LEACH) [11, 12], Hybrid Energy Efficient Distributed
Clustering (HEED) [13], Energy Efficient Dynamic Clus-
tering Algorithm (EEDCA) [26], Genetic Algorithm based
Weighted Clustering Algorithm (GA-WCA) [27], and Loca-
tion Aware 2 Dimensional Genetic Algorithm (LA2D-GA)
[28] are algorithms for cluster head selection while GA based
routing [23] and Minimum Hop Routing Model (MHRM)
[17, 25] are centralized routing algorithms for WSN available
in the literature.

In this paper, we have proposed Genetic Algorithm (GA)
based approach to select a cluster head for each cluster opti-
mally for each round of data transmission such that the
overall lifetime of a sensor network is increased. This is done
at the lower tier. For the upper tier, we have proposed A-
Star algorithmbased routingwhich uses these selected cluster
heads to send data to the base station. Simulation result
shows that our synthesized approach of GA based proposed
technique to select a cluster head with A-Star algorithm
based routing certainly improves the life of sensor network
and outperforms LEACH, HEED, EEDCA, and GA-WCA
methods of cluster head selection (at lower tier), GA [23], and
MHRM routing algorithms (at upper tier).

Routing and cluster head selection are two important fac-
tors which affect life time of two tierWSN, but they have been
focused and solved separately traditionally. We have pro-
posed integration of these two approaches to extend lifetime
of WSN in this paper. We assume that the cluster head selec-
tion and routing schedule generation are carried out at the
base station which is broadcasted subsequently.

The rest of the paper is organized as follows. In the next
section we briefly review correlated matter. In Section 3 GA
based cluster head selection is discussed and Section 4 con-
tains A-Star algorithm based routing. Section 5 discusses
synthesized cluster head selection and routing algorithm
followed by Section 6 which shows simulation results and
analysis.

2. Review

Many protocols have been proposed for the sensor networks
in the last few years. Since sensors are typically battery
operated with limited energy supply, many researchers have
focused on issues like energy aware routing [29]. Reducing
energy consumption due to wasteful sources has been pri-
marily addressed in the context of adaptive MAC protocols,
such as EAR [30] and S-MAC [31] which periodically puts
nodes to sleep to avoid idle listening and overhearing.

Distributed clustering approaches like Distributed Clustering
Algorithm (DCA) [32] assumes quasi-stationary nodes with
real valued weights, and the Weighted Clustering Algorithm
(WCA) [33] combines several properties in one parameter
called weight, that is used for clustering. Boukerche et al. [34]
proposed a clustering routing protocol which uses the fol-
lowing: the nearest neighbor approach, alternation of nodes
responsible for the intercluster communication, and alterna-
tion of possible routes to the base station. In [35], Hao et al.
proposed a geographical basedmultihop clustering algorithm
which divides the network area into small regions by adopting
multihop links for the intercluster communication.

In the literature, many cluster head selection methods
are proposed; LNCA [36], ACE [37], LEACH [11, 12], HEED
[13], EEDCA [26], GA-WCA [27], and LA2D-GA [28] are
few of them. Local Negotiated Clustering Algorithm (LNCA)
[36] presents a novel clustering algorithm, which employs
the similarity of nodes readings as an important criterion
in cluster formation. ACE clusters the sensor network in a
constant number of iterations using the node degree as the
main parameter. LEACH utilizes a randomized fair rota-
tion of cluster heads to evenly distribute the energy load
among the sensor nodes in the network. HEED periodically
selects cluster heads according to a hybrid of sensor node’s
residual energy and node proximity, a secondary parameter.
EEDCAmaintains a neighbor table for the cluster headwhich
contains information about its member nodes such as ID
number, location, residual energy, and so forth. If cluster
head’s residual energy falls below threshold energy then the
process of selecting new cluster head starts. InGA-WCA, load
balanced factor is considered as one of the weights along with
a sum of distance from all neighbor nodes to cluster heads.
LA2D-GA takes only distance as a parameter to calculate
fitness function; however, representation of a chromosome
is a two-dimensional grid which represents valid statistics of
a WSN. Having only chromosome representation different
with a traditional fitness function, it does not help much in
improving the lifetime of WSN.

In the upper tier, Bari et al. [23] uses aGAbased routing in
which a chromosome represents the routing schedule. Every
𝑖th gene’s value is a node number to whom 𝑖th node has to
forward the packet.The fitness value is the number of rounds
(network lifetime) which is dependent on the maximum
dissipated energy of any node of a routing schedule. Each
period of data gathering is recognized as a round [38]. In
MHRM routing method, each relay node finds a path to the
base station that minimizes the number of hops.

The problem identified is to find the best cluster heads
so that using them, routing at upper tier, helps in extending
the lifetime of WSN. This is appeared as an optimization
and a search problem having enormous search space. In
order to find out a better solution, we need some heuristic
search methods; hence, we have proposed GA based and A-
Star algorithm based solutions which would work at lower
tier for cluster head selection and at upper tier for routing,
respectively.

We have proposed a GA based solution to select cluster
head to overcome these limitations. Out of many possible
cluster head solutions, we search for a cluster head by which
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overall communication cost and the number of weak nodes
are minimized. We have discussed these parameters in detail
in Section 3.1. In Figure 2, as per our GA approach, node 2
will be selected as a cluster head irrespective of the current
solution and by doing so, overall nodes with enough residual
energy level are also maintained.

Out of many possible routing schedules, one typical
routing schedule is shown in Figure 1(a) which is represented
by dotted arrows. It can be seen that cluster head of cluster 3
sends data to the base station through cluster 1 and cluster
2. In the next instance, it may be through clusters 4 and 5
or directly forwarded to the base station for the new routing
schedule. Hence, cluster heads for each routing would be
different to conserve energy. Considering the current routing
schedule, we select cluster heads in our synthesized approach.
It helps in improving the network life.

2.1. Overview of GA. GA is modeled after the natural process
of survival of the fittest. Formost genetic algorithms, themain
concept is that the strongest individuals survive a generation
and recombine with other survivors, producing an even
stronger child. We have used standard GA terminology as in
[39, 40]. The individuals are represented by character strings
or an array of genes, often referred to as chromosomes. From
the initial solution, using the principle of survival of the fittest
by applying selection, cross-over, and mutation operator of
GA, new generation is prepared.This process is repeated until
GA converges or fixed numbers of iterations are performed
[39, 41].

2.2. Overview of A-Star Algorithm. A-Star algorithm is used
to find a path and to traverse the graph efficiently by using
heuristics for the decisionmaking.The A-Star algorithm [42]
is a best-first search algorithm that finds the optimal path
from source to the destination.

It uses a distance and a cost heuristic function (usually
denoted𝑓(𝑛) for node 𝑛) to determine the order in which the
search visits nodes in the tree. The distance-plus-cost heuris-
tic is a sum of the following two functions [43]:

(1) the path-cost function, which is the cost from the
starting node to the current node (usually denoted
𝑔()) and

(2) an admissible ”heuristic estimate” of the distance to
the goal (usually denoted ℎ()).

Thus for node 𝑛, 𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛) is, intuitively, the
estimate of the best solution that goes through 𝑛.

2.3. Network Model. We have considered two tier sensor
network model as shown in the Figure 1 with the assumption
of the following properties. (1) Nodes always have data to
send, and there is only one base station located far away
from the network. (2) All nodes have similar capabilities of
processing and communication and are energy constrained.
(3) Nodes are randomly deployed having the same initial
energy and left unattended after the deployment; therefore,
battery recharge is not possible. (4) All nodes communicate
through an ideal shared medium where communication

Chromosome 4 13 7 16 22
Index value 1 2 3 4 5

Figure 2: Chromosome representation (for cluster head selection)
of WSN shown in Figure 1(a).

between nodes is handled by the proper MAC protocol as
in [17, 44]. (5)We are focusing on nonflow splitting routing
model which avoids many limitations of the flow splitting
model [19]. (6) All the sensor nodes are homogeneous and
most of the time stationary.

As shown in Figure 1, assume that there are total 𝑛 nodes
and 𝑚 number of clusters. The value of 𝑚 can be computed
as given in [11, 12]. Our goal is to select such 𝑚 cluster heads
optimally for each round of data transmission and using these
cluster heads, to search for routing schedule so that the overall
life of WSN is improved.

3. GA Based Cluster Head Selection

Dividing network in several clusters helps in the distribution
of energy dissipation. Ideal number of clusters in a large scale
network supports proper distribution. It has been studied in
[12] that 5% of total nodes as cluster heads (i.e., number of
clusters) give optimal results. We have kept the number of
clusters fixed and worked on assignment of cluster heads per
cluster.

3.1. Initial Population and Fitness Function. The chromosome
is represented as a string of node numbers. Each number
at index 𝑖 represents the cluster head for the cluster 𝑖. For
the network diagram shown in Figure 1(a), chromosome
representation is shown in Figure 2.

This indicates that for cluster 1 node 4, for cluster 2 node
13, for cluster 3 node 7, for the cluster 4 node 16, and for
the cluster 5 node 22 are chosen as cluster head. From each
cluster, randomly one node is selected as a cluster head.
This process of creating chromosome for initial population
is repeated for each chromosome of the first generation.

The fitness of a chromosome represents its credentials of
the solution and helps in finding stronger or weaker nodes.
Following parameters are considered to calculate fitness value
in our approach.

(1) Total Distance as per current Cluster Head selection
(TDCHdist).

(2) Measure of Weak Nodes (WNcount).
It is represented as a pair of (TDCHdist, WNcount).

𝑇𝐷𝐶𝐻𝑑𝑖𝑠𝑡. Total distance as per current cluster head is
considered as one of the parameters in the fitness calculation
because the energy will be lost in proportion to the distance
of communication. It can be calculated as follows:

TDCHdist = (
𝑚

∑

𝑖=1

(

𝑘

∑

𝑗=1

𝑑𝑗,𝑖) + 𝑑𝑖,bs) , (1)
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where𝑚 is the number of clusters and 𝑘 is the total number of
member nodes in a particular cluster. 𝑑𝑗,𝑖 is the distance from
node 𝑗 to cluster head of cluster 𝑖, whereas 𝑑𝑖,bs is the distance
between cluster head of cluster 𝑖 and the base station. For a
better solution, this value must be as low as possible.

𝑊𝑁𝑐𝑜𝑢𝑛𝑡. Measure of weak nodes is another and prime
parameter of fitness calculation. It signifies the health of
nodes for a current set of cluster head selection which is mea-
sured with respect to the predefined threshold level of resid-
ual energy,TLevel. It is used to explorewhether a node isweak
or not and if yes then to what extent?

This can be achieved by introducing different levels of
energy of node. A node having initial energy 𝐸init, will also
have another mark of energy, TLevel of energy (say 40% of
𝐸init). It has been experimentally found in [45] that the value
of TLevel can be set from 30% to 40% of 𝐸init to achieve better
results.

Calculation of Weak Node. WNcount is calculated by keeping
count of the total number of nodes which is on the current
selected schedule and is below predefined threshold level
of energy TLevel. The residual energy of the node will be
checked, and if it is found less than TLevel energy, then this
count will be incremented by Incremental factor. Value of
Incremental factor is determined as per the strategy.

Network having sensor nodes with a wide transmission
range and located farther away from each other will cause
more amount of energy consumption at each transmission.
Energy consumption factor will be more in such case and
once residual energy is below TLevel, only for a few more
rounds that node can serve as a cluster head and soon it will
get exhausted.Thus, strategy for assigning value to Incremen-
tal factor can be promptly 1. For the dense network having
sensor nodes located nearer to each other, energy con-
sumption factor will be less as compared to the previous
discussed case. If we still continue with adding 1 to the
Incremental factor, it will treat those nodes whose residual
energy has just entered below TLevel and nodes that were
already below TLevel and now about to reach to zero energy
as the same level of weak node. To have precise consideration
of energy utilized and available energy (which is required in
this type of case), we have divided residual energy from 0
to TLevel further into several subparts. It will differentiate
a node having 5% of residual energy left and a node having
25% of residual energy left, quite significantly. The intensity
of a node’s weakness is calculated by observing where the
current residual energy of a node falls in this subpart.
Incremental factor value will be incremented more and more
as the residual energy (of course below TLevel) goes nearer to
the zero value.

3.2. Selection, Crossover, and Mutation. The selection of
individuals is carried out using the roulette wheel, rank based
selection, or tournament selection method [39]. We have
applied tournament selectionmethodwith tournament size =
5 which is 10% of the population size. To produce new
offspring from the selected parents, the uniform cross-over or
k-point cross-over can be used for each cross-over operation.

We know that much of the power of GA comes from the fact
that it contains a rich set of strings of great diversity.Mutation
helps tomaintain that diversity throughout the GA iterations.
According to the mutation probability, one random gene
of a chromosome is replaced by a better node if available,
otherwise replaced by a random node.

3.3. Cluster Head Selection. While searching for the cluster
head the criteria will be as follows,

(1) total energy consumption should be minimum and
(2) in a cluster head selection, by selecting any node as a

cluster head, if WNcount is found with comparatively
larger value (it means that some nodes are affected
by this selection and become weak node), that node
is avoided to be considered as a part of cluster head
selection schedule. Instead, a new node having lesser
value of WNcount is sought although total energy
consumption would be higher than the previous
selection.

Themember nodes of each cluster send data to respective
cluster head. Cluster head aggregates data and sends towards
the base station by following routing schedule which is
searched at the upper tier.

4. A-Star Algorithm Based Routing in
Two Tier WSN

Given a collection of 𝑚 cluster heads, numbered from 1 to
𝑚, and a base station, numbered as 𝑚 + 1, along with their
locations, the objective of the A-Star algorithm is to find a
schedule for data gathering in a sensor network, such that
the lifetime of the network is maximized. Each sensor node
transmits fixed number of packets of data containing a fixed
number of bits, in each round. Each period of data gathering
is referred to as a round [38], and the lifetime is measured by
the number of rounds until the first relay node runs out of
power (N-of-N metric) [46].

Routing schedule is computed at the central entity (base
station), and we have assumed that the average amount of
data transmitted by each relay node is fixed and is known
to the base station. Base station calculates optimal routing
schedule and broadcasts it. Every cluster head follows this
schedule.This process of finding optimal path, broadcasting it
in the network, and sending data from all clusters to the base
station by following this schedule is repeated in every round.
Computation of routing schedule is done dynamically with
the consideration of current level of energy of each cluster
head. For this, normally it may require the cluster heads to
report their residual energy periodically to the base station to
coordinate their status. The base station can then determine
the routing schedule based on this updated information.

4.1. Routing Schedule. A-Star Algorithm can be used to find
an efficient path between any sources to destination. In a
network if the source node is 𝑆 and the destination node
is 𝐷, then for every intermediate node 𝑛 on the path, 𝑔(𝑛)
will be the actual cost to reach node 𝑛 from source node 𝑆,
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To (next node) 2 6 1 5 6
From (cluster head) 1 2 3 4 5

Figure 3: Routing schedule represented in form of an array for
Figure 1(a).

and ℎ(𝑛) will be estimated heuristic cost from the current
node 𝑛 to the destination node𝐷. We have considered actual
energy so far expensed to send packet from the source node
to node 𝑛, to calculate 𝑔(𝑛), while ℎ(𝑛) is calculated as the
estimated energy consumption to send packet from node 𝑛 to
the destination node 𝐷. This can be calculated by estimating
distance between nodes. Energy consumption is calculated as
per (2).

A-Star algorithmwill be applied for each cluster head.The
cluster head where this algorithm is applied will be the source
node, and the base station will be destination node. Such 𝑚
different routes will be created, and these all information is
consolidated. This consolidated route information is put in
an array. This is shown in Figure 3 for a network shown in
Figure 1(a). Note that the base station is numbered as 6 (i.e.,
𝑚 + 1), and dotted arrow shows the flow of data from one
cluster head to the other.

The array has𝑚 number of indices. Value at 𝑖th index will
represent node number as to where node 𝑖 will be sending
data, which in turn, will go to the base station in a same way.
For example, in Figure 3, node 3 will send data to node 1, then
node 1 will send data to node 2, and finally node 2 will send
it to the node 6 (base station).

4.2. Routing Parameters

4.2.1. Node Strength (Path Cost Count). In routing, only con-
sidering the total amount of energy consumed will not be
efficient because it will drain some of the nodes which are
on the efficient path. To avoid network partitioning due to
this, energy usage should be balanced and distributed. As
discussed earlier, concept of TLevel is used here as well.

While making decision for the routing, we observe the
route strength by consideringwhether a node is a strong node
or not and if yes, then to what intensity. In a route, if a node is
found having below TLevel of residual energy, then alternate
route is selected with a node having more energy than
previous case. Taking this into account, overall energy con-
sumption would be increased more than the previous case.
However, this alternate route will give life extension to those
nodes which were selected in the first attempt. This helps in
making healthy nodes participate in routing and weak nodes
getting rest, thus overall network lifetime can be extended.
Calculating the value of Node Strength (path cost count) is
the same as “Calculation of Weak Node” of Section 3.1.

4.2.2. Total Energy Consumed. This is another parameter for
searching better routing schedule. As shown in (2), 𝐸cons is
the total energy consumed in transmitting sensed data by all
sensor nodes to their cluster head (𝐸𝑇(𝑗)), energy dissipated by
cluster head to receive such data from all its member nodes
(𝐸𝑅), energy used in the aggregation of data at cluster head

side (𝐸Aggr), and finally energy dissipation by cluster head
to send aggregated data towards the base station (𝐸𝑇(CH)).
Here,𝑚 is the total number of clusters and 𝑘 is the number of
member nodes in the particular cluster

𝐸cons =
𝑚

∑

𝑖=1

((

𝑘

∑

𝑗=1

𝐸𝑇(𝑗)) + 𝑘 × 𝐸𝑅 + 𝐸Aggr + 𝐸𝑇(CH)) . (2)

A-Star algorithm creates a tree structure in order to search
for the optimal route from a given source to the destination.
In our approach, in addition to 𝑔() and ℎ(), we have also
taken another parameter 𝑙() tomeasure the strength of a route
which is the path cost count of weak nodes having less energy.

Thus, for a node 𝑛, estimated cost function𝑓() carries two
parameters. First parameter is a summation of 𝑔(𝑛) and ℎ(𝑛),
and the other parameter is 𝑙(𝑛). 𝑓() can be defined as a two
argument function 𝑓(𝑔(𝑛) + ℎ(𝑛), 𝑙(𝑛)).
𝑙(𝑛) is a primary parameter, and a routing decision will

be made based on its value. If 𝑙(𝑛) is same for multiple routes
then only, the value of 𝑓(𝑛) is checked for further compar-
isons to search for the better route. Value of 𝑙(𝑛) is a path cost
count which is calculated as discussed earlier.

5. Synthesized Cluster Head Selection and
Routing Algorithm

We are proposing an integrated solution of cluster head selec-
tion and routing for two tier sensor network. Pseudocode 1
represents proposed solution. Line number 5 to 11 in the given
pseudo code is for cluster head selection using aGA approach
which is integrated with A-Star algorithm based routing [24].

Explanation of functions and variables of Pseudocode 1 is
as follows.

INITIALIZE NETWORK (). This function will initialize the
network, in terms of node id, node energy, node coordinates,
and so forth. This will also find the estimated distance
amongst various nodes and the base station. Calculation of
estimated distance from current node to the base station can
be carried out from the methods mentioned in [22, 47] or
location can be found using GPS system which needs to be
operated for a very small period of time [25, 44]. It can also
be kept fixed by placing sensor nodes at a predetermined
location. This distance will be useful to calculate energy
consumption between two nodes and also to get value for
heuristic function, (ℎ).

END ASTAR (). It will checkwhether to terminate the process
of A-Star based routing or not. This will check the residual
energy of each node per cluster of the network. If any cluster
is found totally drained and the cluster is not able to senddata,
this function will return true, otherwise it will return false.

INITIALIZE SOL ARRAY (). It will initialize solution array
where routing schedule is to be stored. Routing schedule is an
array having𝑚 number of index values.This routing schedule
is discussed and shown in Figure 3.

INITIALIZE POPULATION (). It will initialize population of
chromosomes (solutions). Each chromosome will carry 𝑚
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BEGIN
(1) INITIALIZE NETWORK ()
(2) COUNT ROUND = 0
(3) WHILE NOT END ASTAR()
(4) INITIALIZE SOL ARRAY ()
(5) INITIAL POPULATION() // GA STARTS
(6) COUNT=0
(7) WHILE COUNT <= ITERATIONS
(8) NEXT GENERATION ()
(9) CALCULATE FITNESS()
(10) COUNT=COUNT+1
(11) ENDWHILE // GA ENDS
(12) CH DECLARATION()
(13) FOR EACH NODE 𝑖 IN THE NETWORK
(14) CREATE TREE(𝑖)
(15) PREPARE SOL ARRAY(𝑖)
(16) END FOR
(17) BROADCAST SOLUTION ()
(18) INVITE STATUS( ) // After a fixed interval
(19) COUNT ROUND = COUNT ROUND + 1
(20) ENDWHILE
(21) PRINT COUNT ROUND

END

Pseudocode 1: Proposed synthesized cluster head selection and routing algorithm.

number of index values. The value at index 𝑖 will contain id
no of the node which is cluster head of cluster 𝑖. This chro-
mosome representation is shown in Figure 2. This is needed
for cluster head selection using GA.

NEXT GENERATION (). It will perform all operations of GA
and generate a new pool of population for the next genera-
tion. Parent selection, cross-over, and mutation operators are
performed in this function. The outcome of this function is
a new set of chromosomes which would be better than the
previous pool.

CALCULATE FITNESS (). It will calculate the fitness value of
each chromosome in the population. Fitness is calculated as
discussed in Section 3.1.

CH DECLARATION (). It will declare selected cluster heads
which have been found by GA based approach. Every node
will obtain information about their cluster head for the
current round. This information will be taken into account
while searching for routing schedule by A-Star algorithm at
the upper tier.

CREATE TREE (i). It will expand the whole tree for a node 𝑖
using A-Star algorithm, to search for the optimal path from
source node 𝑖, to the destination node, the base station.
The found solution is stored in the solution array (routing
schedule) as shown in Figure 3. This shall fill solution array

partially. For example, for node 3, it will fill indices 3, 1, and 2
only as shown in Figure 3.

PREPARE SOL ARRAY(i). It will be called after a tree for a
node is created to prepare the solution array which shall get
partially filled. Solution array will be filled up in the same
manner by every node, and eventually it will be completely
filled.When all nodes are covered, this solution array is ready
which we call as a routing schedule.

BROADCAST SOLUTION (). It will be called after a routing
schedule is prepared to broadcast it from the base station.
All cluster heads in the network will follow this solution and
accordingly send data towards the base station.

INVITE STATUS (). This function is to ask each sensor node
about their status of residual energy. This is not required to
be called after every round, rather called after some fixed
interval. Base station can keep track of the status of all sensor
nodes because of two known parameters, namely, location
and amount of data to transfer. Using this, energy consumed
by each node can be computed and can be upgraded. But to
improve accuracy, this function is called and statuses sent by
sensor nodes are matched with the status available at the base
station and updated accordingly.

COUNT ROUND. This is a variable which keeps track of the
total number of rounds that the network works for. After
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every round, the energy of all nodeswill be updated, new clus-
ter heads for each cluster (by GA approach) will be searched,
using these new cluster heads, and routing schedule will be
searched. This will be broadcasted, and all cluster heads will
follow this new schedule for transferring their data. This
variable is incremented by one at every iteration. When any
cluster is exhausted by energy depletion, our algorithm will
stop. We are measuring lifetime of WSN in terms of rounds.

6. Experimental Results

Wehave performed simulation for different size of network to
analyze performance of our algorithm. For our experiments,
we have used first order radio model for communication
energy dissipation of [12] which has been widely used by
many researchers as in [23, 48–52]

𝐸𝑇𝑖
(𝑏𝑡𝑖
, 𝑑𝑖,𝑗) = 𝛼2𝑏𝑡𝑖

+ 𝛽𝑏𝑡𝑖
𝑑
𝑚

𝑖,𝑗
, (3)

where 𝑑𝑖,𝑗 is the Euclidian distance between node 𝑖 and 𝑗, 𝛼2 is
the transmit energy coefficient, 𝛽 is the amplifier coefficient,
𝑏𝑡𝑖

is the amount of data to transmit from node 𝑖 to another
node, and𝑀 is the path loss exponent, 2 ≤ 𝑀 ≤ 4. 𝐸𝑇𝑖 is total
transmit energy dissipated.

Similarly, the receive energy, 𝐸𝑅𝑖 is calculated as follows:

𝐸𝑅𝑖
(𝑏𝑟𝑖
) = 𝛼1𝑏𝑟𝑖

, (4)

where 𝑏𝑟𝑖 is the number of bits received by node 𝑖 and 𝛼1 is the
receive energy coefficient.

Hence total energy dissipated by a node 𝑖 for data to
receive and then to transmit it further is 𝐸𝑖. Consider the
following:

𝐸𝑖 = 𝐸𝑇𝑖
+ 𝐸𝑅𝑖
. (5)

We consider both types of energy in computation of
energy consumption. For simulation, the values for the
constants are taken same as in [12] as follows:

(i) 𝛼1 = 𝛼2 = 50 nJ/bit,
(ii) 𝛽 = 100 pJ/bit/m2, and
(iii) the path loss exponent,𝑀 = 4.

The initial energy of each node 𝐸init = 5 J as in [22].
We have assumed that the average data generation rate of

the sensor nodes and the allocation of sensor nodes to the
clusters are known. For GA, the cross-over rate is relatively
kept higher than the mutation rate as it helps to evolve
new offspring and takes an entire generation forward. The
following is the list of parameters for GA and their values: (1)
population size = 50, (2)number of iterations = 200, (3) cross-
over probability = 0.8 and mutation probability = 0.2, and (4)
selection method is tournament selection with tournament
size = 5 and used single point cross-over.

In our simulation, we have assumed that sensor network
is spread in 150 × 150 meters. We have experimented and
observed several statistics for network sizes of 30, 50, and 80.
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Figure 4: Network life in rounds for different routing and cluster
head selection methods for𝑁 = 30.
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Figure 5: Network life in rounds for different routing and cluster
head selection methods for𝑁 = 50.

Figures 4, 5, and 6 show network lifetime in terms of
rounds for several cluster head selections at the lower tier and
some routing methods at the upper tier.

For different network size, we have compared proposed
GA based cluster head selection with HEED, LEACH,
EEDCA, and GA-WCA cluster head selection methods for
different routing methods at the upper tier. For routing, we
have used proposed A-Star based routing and compared it
with GA based routing of [23] and MHRM.
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Figure 6: Network life in rounds for different routing and cluster
head selection methods for𝑁 = 80.
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Figure 7: Percentage improvement in GA based cluster head
selection.

Wehave simulated all 5 cluster head selectionmethods for
A-Star algorithm, GA based approach of Bari et al. [23], and
MHRM. It is observed that proposed A-Star based routing
algorithm outperformsGA based of [23] andMHRM routing
for all cluster head selection methods for different networks.
It is also perceived that for different routingmethods running
at upper tier, proposed GA based cluster head selection at the
lower tier outperforms HEED, LEACH, EEDCA, and GA-
WCA. Percentage improvement in the network lifetime for
GA based cluster head selection against other cluster head
selection methods is shown in Figure 7. These statistics are
observed for different routing methods at the upper tier of
the network.

Improvements in the network lifetime using A-Star algo-
rithm based routing as compared to other routing methods
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Figure 8: Percentage improvement in A-Star algorithm based
Routing.

are shown in the Figure 8.These routing algorithms take clus-
ter heads selected by different cluster head selection methods
from the lower tier. We have taken average improvement for
different network sizes and depicted in these figures. Figures
7 and 8 show significant improvement in the network lifetime
using our proposed solution.

Our proposed algorithm works at the base station, and
routing schedule is broadcasted by the base station. Sensor
nodes follow this schedule, hence no computation is required
at the sensor node regarding routing. There is an overhead
of sending status of sensor nodes to the base station after a
fixed interval, but it is quite low as compared to othermessage
handshake and communication required for clustering and
routing by other methods.

7. Conclusion

In this paper, we have proposed synthesized cluster head
selection and routing algorithm for two tier WSN to extend
life of the network. Cluster head selection and routing are two
important aspects when sensed data is required to send at the
base station in a large network. We have proposed GA based
cluster head selection with A-Star algorithm based routing
mechanism and compared it with routing algorithms like
GA based [23], MHRM, and cluster head selection methods
like HEED, LEACH, EEDCA, and GA-WCA. Current cluster
head selection according to the current routing and routing
schedule selection with the consideration of cluster head
chosen helps in searching for the best combinations. Exper-
imental results clearly exhibit that our proposed approach
significantly extends the network lifetime for different sizes
of the networks.
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