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Component Analysis (ICA) [1]. Other methods have
Abstract been studied based on the extraction of salierlfac
features by means of cascaded scale-space filtering

Faces are highly deformable objects which may [3: 4: 5 6]. Most of the times, one missing partiie
easily change their appearance over time. Not all link between the features extracted from the face

face areas are subject to the same variability. Mages and the geometry of the face itself.
Therefore decoupling the information from  1he @m of this paper is to perform a robust and

independent areas of the face is of paramount cost effective face recognition using SIFT features

importance to improve the robustness of any face €xtracted from face images [7, 8, 9, 10] but also

recognition technique. This paper presents a robustd'recftIy relatedhf[o the fscg geombetry.dln th'f‘ relglya d
face recognition technique based on the extraction WO face-maiching techniques, based on local an

and matching of SIFT features related to global informatiqn and their fusion are pr.oposed. I

independent face areas. Both a global and local (as (€ 10cal matching strategy, SIFT keypoint features
recognition from parts) matching strategy is are extrac_ted from_ face images in the areas
proposed. The local strategy is based on matchingcorrespondlng to famgl landmarks, such as the,feyes
individual salient facial SIFT features as connecte 10S€ and mouth. Facial landmarks are automatically

to facial landmarks such as the eyes and the mouth/ocated by means of a standard facial landmark
As for the global matching strategy, all SIFT detection algorithm [11, 12]. Then matching of & pa

features are combined together to form a single Of feature vectors is performed by a minimum
feature. In order to reduce the identification asp Euclidean distance metric. Matching scores produced

the Dempster-Shafer decision theory is applied to from each pair of salient features are fused tageth

fuse the two matching techniques. The proposedUSing the sum rule [13]. In the global matching
algorithms are evaluated with the ORL and the IITK strategy, the SIFT features extracted from theafaci
face databases. The experimental results landmarks are fused together by concatenation. Also

demonstrate the effectiveness and potential of the

in this case, matching is performed by means of a
proposed face recognition techniques also in the minimum Euclidean distance metric. The matching
case of partially occluded faces or with missing

scores obtained from the local and global strasegie
information. are fused together using the Dempster-Shafer
decision theory. The proposed techniques are
evaluated with two face databases, the IITK and ORL
1 Introducti (formerly known as AT&T) face databases.

- Ihtroduction The paper is organized as follows. Section 2
Face recognition is one of most challenging briefly describes the SIFT features extraction. dloc
research areas in machine vision and biometrics [1,and global matching strategies are discussed in

2]. The variability in the appearance of face inmge Section 3. Section 4 describes the fusion of lacal
either due to intrinsic and extrinsic factors, nmakee global matching using the Dempster-Shafer theory.
identification problem ill-posed and difficult tolse. The experimental results are presented and distusse
Moreover, additional complexities like the data in Section 5 and 6.
dimensionality and the motion of face parts causes
major changes in appearance. In order to make thep  Qverview of the SIFT feature
problem well-posed, vision researchers have adapted :

. . extraction
and applied an abundance of algorithms for pattern
classification, recognition and learning. To cope f The scale invariant feature transform, called SIFT
the data dimensionality, several appearance-basedlescriptor, has been proposed by Lowe [8, 9] and
techniques have been successfully used, such as theroved to be invariant to image rotation, scaling,
Principal Component Analysis (PCA) [1], Linear translation, partly illumination changes. The basic
Discriminant ~ Analysis  (LDA) [1], Fisher idea of the SIFT descriptor is detecting featurstso
Discriminant Analysis (FDA) [1], and Independent efficiently through a staged filtering approachttha



identifies stable points in the scale-space. Local robustness of the identification process it is
feature points are extracted by searching pealtsein mandatory to decouple the image information
scale-space from a difference of Gaussian (DoG)corresponding to different face areas. The ainhef t
function. The feature points are localized using th proposed local matching technique is to correllage t
measurement of their stability and orientations are extracted SIFT features with independent facial
assigned based on local image properties. Firthkly, landmarks. The SIFT descriptors are extracted and
feature descriptors, which represent local shapegrouped together at locations corresponding tdcstat
distortions and illumination changes, are deterchine (eyes, nose) and dynamic (mouth) facial positions.

In Figure 2 and 3 an example showing the concept
of independent matching facial features from local
areas is presented.
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) ] ) Figure 2: Example of matching static facial feasure
Figure 1: Invariant SIFT feature extraction arevshmn a

pair of face images.

information — spatial location xfy), scale §),
orientation ¢) and Keypoint descriptoiK]. For the =
sake of the experimental evaluation, only the
keypoint descriptor [6, 9, 10] has been taken into

account. This descriptor consists of a vector ¢ 12 Figure 3: Example of independent matching of statid
elements representing the orientations within alloc dynamic facial features.

neighborhood. In Figure 1, the SIFT features
extracted from a pair of face images are shown.
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The eyes and mouth positions are automatically
located by applying the technique proposed in [11].
. The position of nostrils is automatically locateg b
3. Local and global matching applying the technique proposed in [12]. A circular

In this section we develop two matching strategies, region of interest (ROI), centered at each extrhcte
namely the local, based on parts, and the glolzal fa facial landmark location, is defined to determihe t
matching. In addition, we introduce a classifier SIFT features to be considered as belonging to each
fusion technigue, where the scores obtained fram th face area.
local strategy are fused together in terms of magch Given a face imagé four independent ROI are
scores obtained from individual classifiers. extracted. Two ROI region§™®and|""*¥¢refer to

the left and right eyes. Two other ROI regioli§;*
3.1. Local face matching strategy and|™"" refer to the nose and mouth locations. The
SIFT feature points are then extracted from these
Yfour regions and gathered together into four groups
From these groups pair-wise salient feature magchin
is performed. Finally, the matching scores obtained
are fused together by the sum fusion rule [13] taed

fused score are compared against a threshold. More
D Left—eye(l gallery

Faces are deformable objects which are generall
difficult to characterize with a rigid representeti
Different facial regions, not only convey different
information on the subject’s identity, but alsofeuf
from different time variability either due to motier
illumination changes [14]. A typical example is the | oallery
case of a talking face. While the eyes can be almos formally, if ' ) is the distance
still and invariant over time, the mouth moves between a pair of left eyes, then the distancebean
changing its appearance over time. As a defined as follows:
consequence, the features extracted from the mouth —Defteve(| et | gale) =
area cannot be directly matched with the \/ 1)

corresponding features from a static template. Z(lfs‘(k'eﬂ_eya) - |ig‘”‘"‘”y(k,eﬂ_eyg)2 < lIJk'jﬂ_eye
Moreover, single facial features may be occluded iom, j0n

making the corresponding image area not usable for where,m andn are the dimensions of concatenated
identification. For these reasons to improve the feature points for a pair of gallery and test saspl



and k refers the keypoint descriptéP.kis the
threshold, which is computed a priori from a tragi
set of face images. This face set is disjoint fittvn
image sets used for testing and validation.

In the same fashion, the distances for a pair of
right eyes, for a pair of noses and for a pair of
mouths can be determined as follows:

Z(I }estkightreyf) -l iga”er(Kight-eyr))z'"' (2)

itmjtn

Righteyey| test | gallery _
DRigheyq) e )_\/

righteye

3 (1 (Koo =1 (Kpgs) ... (3)

iOm, jOn

nose(| test alle —
D"ose(] et | 92ley = \/

SLP:DSE
D, 50) =\/ D0 ) =1 K. (4)
iOm, jCn
sl'IJr::outh
Finally, the fused matching score
FD (I test | gallery ) . L.
' is computed by combining these

four individual matching scores together using sum
rule [13]:

FDLOCAL(I lest, | gallery) = Sun.(DLeﬂ—eye(l lest, | gallery)
D ngh\feye(l leslY | gallery)’ Dnose(l lest’ | gallery)Y Dmoulh(l lest’ | gallery))

(%)

3.2. Glaobal face matching strategy

While for the local matching each face area is
handled independently, in the global matching all
SIFT features are grouped together. In particuier,
SIFT features extracted from the
corresponding to the located four facial landmarks,

are grouped together to form an augmented vector by

concatenation. The actual matching is performed
comparing the global feature vectors for a pair of

image areas

where,m, n, p and g are the dimensions of the
extracted keypoint feature sets computed from the
left eye, right eye, nose and mouth. In order taiob
a fused feature set for a gallery sample face, we

concatenate the keypoints of four components
together, one by one, as:
Lo (k) = {1 gy (k) U 15805 (k) U e (6

Similarly, the concatenated feature set for a probe
sample is obtained by the equation:

Left-eye
probe

| probe(k) :{l
| nose (kp)UI

probe

(k) U1
(kg)k

Right-eye

probe (kn ) U
mouth
probe

. . probe gallery
The final matching scord™® cosa (1777, 1757)

is computed by first determining all the minimum
pair distances and then computing a mean scork of a
the minimum pair distances as:

FDGLQBAL(I probeyl gallery) :\/zrlg\lﬁr{ I’EINI’{I gaIIery(K )vl probe(ki )}} (8)

In Equation (8), the final distance is determingd b
the Hausdorff distance metric and the distanceescor
is compared against a threshold computed
heuristically from a training set of face images A
for the local matching threshold, this face set is
disjoint from the image sets used for testing and
validation.

4. Fusion of local and global matching
scor es using the Dempster -Shafer
Theory

In the proposed classifier fusion, the Dempster-
Shafer decision theory [15, 16, 17] is applied to

face images. Before performing the face matching acombine the decision of the local and global
one to one correspondence is established for eachmatching.

pair of facial landmarks, as discussed in Sectidn 3
In order to compute the matching distance/score

The Dempster-Shafer theory is based on
combining the evidences obtained from different

between gallery and probe samples by computingsources to compute the probability of an eventsThi

distance between a pair of concatenated featuse set
let us consider,

| Left —eye(k), | Right —eye(k)’ | nose (k), | mouth (k)

which are the four facial features computed from
both the gallery and probe face images. Two
concatenated keypoint sets can be computed as:

| Left —eye
gallery

Left —eye
gallery

Left —eye

| Left —eye
gallery

(k) ={1I (ky), 1 (k) gatery (K} iOm;

| gatery 1) ={1 galery (K0 gallry” 02,4 gaery” (ko) =1 I
e OO R U OB CH RPN () S el
35 () =188 (k) G220 () 15825 (K} 1D

is obtained combining three elements: the basic
probability assignment functionbiga), the belief
function (f) and the plausibility functiorp).

The bpa maps the power set to the interval [0,1].
The bpa function of the empty set is 0 andlipa’s
of all the subsets of the power set is 1. Let motken
the bpa function andm(A) represent thdpa for a
particular setA. An element of a universal set
belongs to the s&, but to no particular subset Af
while m(A) would represent the proportion of all the
relevant evidence and claims the association of the
element to the s&t. The value om(A) pertains only
to the setA and makes no association to any subsets
of A. If we considem(B)is thebpafor another seB



andBU A then we can say that any further
evidence happens to the subset®\oformally, the
basic probability assignment function can be
represented by the following equations

m:P(X) - [01] 9)
m(¢) =0 (10)
> m(A) =1 (11)

AOP(X)

Where P(X)is the power set o, @ is the empty
set, andA is a set in the power sét- P(X) |

From the basic probability assignment, the upper
and lower bounds of an interval are bounded by two

Local Global
processes. Also, let™(m ™) ang MM are
the bpa functions for the Belief measures

Local Global
Bel( )and Bel (T ) for the two classifiers,
respectively. Then the Belief probability assignisen

Local Global
(bpa) m(" )and m(F )can be combined
together to obtained a Belief committed to a

matching score sé¢ H © according to the following
combination rule or orthogonal sum rule

Z n.(l— Local)n,(l— G\oba)

[Local ) FGlobal

, C#
1- zn,(rLocal)n.(reloba5

 Local,\ FGlobalr

(18)

n.(c) = n.(I—Locaﬁ O n,(I—G\oba) = 0.

nonadditive continuous measures called Belief and 1he denominator in equation (18) is a normalizing

Plausibility. The lower bound Belief for a sAtis
defined as the sum of all the basic probability
assignments of the proper subs@$ of the set of

interest(A) (B 0 A). The upper bound Plausibility
is the sum of all the basic probability assignmexits

the setqB) that intersecfA) BNA#L) For all the
setsA that are elements of the power §82 P(X)) .

Bel(A) = > m(B) (12)
B|BOA
PI(A)= > m(B) (13)

BlBn A%0

An inverse function with the Belief measures can
be used to obtain the basic probability assignment:

m(A)= Y (-1)"Bel(B) ~y=|A-B]| (14)

BIBD A

where |A-B| is the difference of the cardinality
between the two sefsandB.

It is possible to derive these two measures, Belie
and Plausibility from each other. If Plausibilitarc
be derived from Belief measures, then the following
equation holds:

PI(A) =1- Bel(A) (15)

Where A is the complement @&. In addition, the
Belief measures can be written as:

2. m(B)

BIBn A=0

Bel (A) = > m(B) = (16)
BIBO A
and

> m(B)=1-

BIBn Az D

S m(B) =Pl (A) @7

BIBn A=0

Let, T " and T ®** are the two matching score
sets obtained from the two different matching

which denotes how much the Belief
m(r Local )and

factor
probability

m(r =) are conflicting.

Let m(Local)andm(Global) are the two matching
score sets obtained from the local and global
matching strategies. They can be fused together
recursively as:

assignments

m( final ) = m(Local ) 0 m(Global ) (19)

where,D denotes the Dempster combination rule.
The final decision of user acceptance and rejection
can be established by the following equation and by

applying the threshold¥ to m(final)

accept if m(final)>W¥

decision = (20)

reject otherwise

¢9. Experimental evaluation and results

To investigate the effectiveness of the proposed
local and global face matching strategies and their
fusion, we carried out extensive experiments on the
IITK and the ORL face databases [18].

The local and global matching strategies are
evaluated independently on both databases. The
matching scores obtained from the proposed
techniques (local and global matching) are fused
together to improve the recognition performance.

5.1. Evaluation on the | TK database

The IITK face database consists of 800 face
images with four images per subject (200X4). The
images have been captured in different sessions,
within a controlled environment with £20 degrees of
rotation in the head pose and with almost uniform
lighting. The facial expressions are consistendptk
neutral, with very small changes. The face images a
downscaled to 140x100 pixels. For the face



matching, all probe images are matched against allwith IITK database. In total 200x4 genuine scores

target images, yielding 800x3 genuine scores (image and 200x4x199 imposter scores were generated for

from the same subject) and 800x799x3 imposterthe entire data set.

scores (images from different subjects). Also in this case, the results obtained from the
local matching strategy outperform the global
matching strategy in terms of recognition rates and

true/false acceptance.
ROC Curves Determined on [ TK Face Database SO% Curves Deter mined on ORL Face Database
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Figure 4: ROC curves determined on IITK face datalmse
shown for both the local and global matching strate

Figure 5: ROC curves determined on ORL face database

Matching | FRR FAR EER | Recognition are shown for local and global matching strategies.
Strategy (%) (%) (%) rate (%)
Local 629 | 219 | 424 95.76 Matching | FRR | FAR | EER | Recognition
matching Strategy | (%) (%) (%) rate (%)
Global Local
- 9.87 3.61 6.79 93.21
matching matching 3.77 1.45 2.61 97.39
: Global | 55 | 248 | 417 95.83
Table 1. Performance metrics computed from thedest matching : : : '

matching strategies as obtained from the IITK dasab

) Table 2. Performance metrics computed from thedest
The results obtained from the IITK dataset are matching strategies as obtained from the ORL dagabas
quite promising. From the ROC curve in Figure 4

and the Table 1, it turns out that the fusion df-pa

wise local matching of the facial feature compogsent
outperforms the global matching strategy. This ltesu
clearly shows the advantages of component-based In order to determine the effectiveness of score
strategies to cope for unexpected changes in fewlevel fusion of local and global face matching, we

areas of the face. The fusion of local information applied the Dempster-Shafer theory for fusion.

allows to achieve a robust identification. Before performing score level fusion, the computed
matching scores are firstly normalized by applying

the “min-max” technique [13]. The Dempster-Shafer

decision theory is then applied to the normalized.

The same recognition experiment as before, was The fusion method has been applied to the IITK
performed on the ORL face database (formerly and the ORL face databases. To limit the page
known as AT&T face database) [18]. The ORL face |ength, the partial results for Yale database hzote
database consists of 400 images taken from 40peen included instead the DS theory based fusion
persons. Out of these 400 images, we used 200 facgesult. Yet, the large variability in the face sa@sp
images (5 samples per subject) in which +20 to +30 gue to changes in the facial expression alloweth us
degrees orientation changes have been considereqhorougmy validate the advantage of a part-based
The face images show variations of pose and faCia'representation and matching.
expression (smile/not smile, open/closed eyes).WWhe  The ROC curves of the error rates obtained from
the faces were taken, the original resolution WA 9 the score fusion applied to the three face database
112 pixels. However, for our experiment the zre shown in figure 6. The computed recognition
resolution was re-scaled to 140x100 pixels in line gccuracy for the IITK database is 96.29% and fer th

5.3. Fusion of global and local matching
scores

5.2. Evaluation on the ORL database



ORL database is 98.93%. These values correspond tanatching method alone.
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