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generalized spectral subtraction by multi-channel
LMS algorithm using a small-scale microphone array
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Abstract

A blind dereverberation method based on power spectral subtraction (SS) using a multi-channel least mean
squares algorithm was previously proposed to suppress the reverberant speech without additive noise. The results
of isolated word speech recognition experiments showed that this method achieved significant improvements
over conventional cepstral mean normalization (CMN) in a reverberant environment. In this paper, we propose a
blind dereverberation method based on generalized spectral subtraction (GSS), which has been shown to be
effective for noise reduction, instead of power SS. Furthermore, we extend the missing feature theory (MFT), which
was initially proposed to enhance the robustness of additive noise, to dereverberation. A one-stage
dereverberation and denoising method based on GSS is presented to simultaneously suppress both the additive
noise and nonstationary multiplicative noise (reverberation). The proposed dereverberation method based on GSS
with MFT is evaluated on a large vocabulary continuous speech recognition task. When the additive noise was
absent, the dereverberation method based on GSS with MFT using only 2 microphones achieves a relative word
error reduction rate of 11.4 and 32.6% compared to the dereverberation method based on power SS and the
conventional CMN, respectively. For the reverberant and noisy speech, the dereverberation and denoising method
based on GSS achieves a relative word error reduction rate of 12.8% compared to the conventional CMN with
GSS-based additive noise reduction method. We also analyze the effective factors of the compensation parameter
estimation for the dereverberation method based on SS, such as the number of channels (the number of
microphones), the length of reverberation to be suppressed, and the length of the utterance used for parameter
estimation. The experimental results showed that the SS-based method is robust in a variety of reverberant
environments for both isolated and continuous speech recognition and under various parameter estimation
conditions.

Keywords: hands-free speech recognition, blind dereverberation, multi-channel least mean squares, GSS, missing
feature theory

1. Introduction
In a distant-talking environment, channel distortion dras-
tically degrades speech recognition performance because
of a mismatch between the training and testing environ-
ments. The current approach focusing on automatic
speech recognition (ASR) robustness to reverberation
and noise can be classified as speech signal processing,
robust feature extraction, and model adaptation [1-3].
In this paper, we focus on speech signal processing in

the distant-talking environment. Because both the speech

signal and the reverberation are nonstationary signals,
dereverberation to obtain clean speech from the convolu-
tion of nonstationary speech signals and impulse responses
is very hard work. Several studies have focused on mitigat-
ing the above problem. A blind deconvolution-based
approach for the restoration of speech degraded by the
acoustic environment was proposed in [4]. The proposed
scheme processed the outputs of two microphones using
cepstra operations and the theory of signal reconstruction
from the phase only. Avendano et al. [5,6] explored a
speech dereverberation technique for which the principle
was the recovery of the envelope modulations of the* Correspondence: wang@sys.eng.shizuoka.ac.jp
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original (anechoic) speech. They applied a technique that
they originally developed to treat background noise [7] to
the dereverberation problem. A novel approach for multi-
microphone speech dereverberation was proposed in [8].
The method was based on the construction of the null
subspace of the data matrix in the presence of colored
noise, employing generalized singular-value decomposition
or generalized eigenvalue decomposition of the respective
correlation matrices. A reverberation compensation
method for speaker recognition using SS, in which late
reverberation is treated as additive noise, was proposed in
[9,10]. However, the drawback of this approach is that the
optimum parameters for SS are empirically estimated
from a development dataset and the late reverberation
cannot be subtracted correctly as it is not modeled
precisely.
In [1,11-13], an adaptive multi-channel least mean

squares (MCLMS) algorithm was proposed to blindly
identify the channel impulse response in a time
domain. However, the estimation error of the impulse
response was very large. Therefore, the isolated word
recognition rate of the compensated speech using the
estimated impulse response was significantly worse
than that of unprocessed received distorted speech
[14]. The reason might be that the tap number of the
impulse response was very large and the duration of
the utterance (that is, a word with duration of about
0.6 s) was very short. Therefore, the variable step-size
unconstrained MCLMS (VSS-UMCLMS) algorithm in
the time domain might not be convergent. The other
problem with the algorithm in the time domain is the
estimation cost. Previously, Wang et al. [14] proposed
a robust distant-talking speech recognition method

based on power SS employing the MCLMS algorithm
(see Figure 1a). They treated the late reverberation as
additive noise, and a noise reduction technique based
on power SS was proposed to estimate the power spec-
trum of the clean speech using an estimated power
spectrum of the impulse response. To estimate the
power spectra of the impulse responses, we extended
the VSS-UMCLMS algorithm for identifying the
impulse responses in a time domain [1] to a frequency
domain. The early reverberation was normalized by
CMN.
Power SS is the most commonly used SS method. A

previous study has shown that GSS with a lower expo-
nent parameter is more effective than power SS for noise
reduction [15]. In this paper, instead of using power SS,
GSS is employed to suppress late reverberation. We also
investigate the use of missing feature theory (MFT) [16]
to enhance the robustness to noise, in combination with
GSS, since the reverberation cannot be suppressed com-
pletely owing to the estimation error of the impulse
response. Soft-mask estimation-based MFT calculates the
reliability of each spectral component from the signal-to-
noise ratio (SNR). This idea is applied to reverberant
speech. However, the reliability estimation is complicated
in a distant-talking environment. In [17], reliability is
estimated from the time lag between the power spectrum
of the clean speech and that of the distorted speech. In
this paper, reliability is estimated by the signal-to-rever-
beration ratio (SRR) since the power spectra of clean
speech and the reverberation signal can be estimated by
power SS or GSS using MCLMS. A diagram of the modi-
fied proposed method combining GSS with MFT is
shown in Figure 1b.
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Figure 1 Schematic diagram of blind dereverberation methods.
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The precision of impulse response estimation is drasti-
cally degraded when the additive noise is absent. The
traditional method used two-stage processing progress,
in which the reverberation suppression is performed
after additive noise reduction. We present a one-stage
dereverberation and denoising based on GSS. A diagram
of the processing method is shown in Figure 2.
In this paper, we also investigate the robustness of the

SS-based reverberation under various reverberant condi-
tions for large vocabulary continuous speech recognition
(LVCSR). We analyze the effect factors (numbers of
reverberation windows and channels, length of utter-
ance, and the distance between sound source and
microphone) of compensation parameter estimation for
dereverberation based on SS.
The remainder of this paper is organized as follows:

Section 2 describes the outline of blind dereverberation
based on SS. A MFT for dereverberation is described in
Section 3. A one-stage dereverberation and denoising
method is proposed in Section 4, while Section 5
describes the experimental results of distant speech
recognition in a reverberant environment. Finally, Sec-
tion 6 summarizes the paper.

2. Outline of blind dereverberation
2.1 Dereverberation based on power SS
If speech s[t] is corrupted by convolutional noise h[t]
and additive noise n[t], the observed speech x[t]
becomes

x[1] = h[t] ∗ s[t] + n[t]. (1)

where * denotes the convolution operation. In this
paper, additive noise is ignored for simplification, so
Equation (1) becomes x[t] = h[t] * s[t].
If the length of the impulse response is much smaller

than the size T of the analysis window used for short
time Fourier transform (STFT), the STFT of the dis-
torted speech equals that of the clean speech multiplied
by the STFT of the impulse response h[t]. However, if
the length of the impulse response is much greater than
the analysis window size, the STFT of the distorted
speech is usually approximated by

X(f ,ω) ≈ S(f ,ω) ∗ H(ω) = S(f ,ω)H(0,ω) +
D−1∑
d=1

S(f − d,ω)H(d,ω), (2)

where f is the frame index, H(ω) is the STFT of the
impulse response, S(f, ω) is the STFT of clean speech s,
D is number of reverberation windows, and H(d, ω)
denotes the part of H(ω) corresponding to the frame
delay d. That is, with a long impulse response, the chan-
nel distortion is no longer of a multiplicative nature in a
linear spectral domain but is rather convolutional [3].
In [14], Wang et al. proposed a dereverberation

method based on power SS to estimate the STFT of the

clean speech Ŝ(f ,ω) based on Equation (2). The spec-

trum of the impulse response for the SS is blindly esti-
mated using the method described in Section 2.3.
Assuming that phases of different frames is noncorre-
lated for simplification, the power spectrum of Equation
(2) can be approximated as

|X(f ,ω|2 ≈ |S(f ,ω|2|H(0,ω)|2 +
D−1∑
d=1

|S(f − d,ω)|2|H(d,ω)|2. (3)

The power spectrum of clean speech |Ŝ(f ,ω)|2 can be

estimated as Equation (4),

|Ŝ(f ,ω)|2 =
max(|X(f ,ω)|2 − α · ∑D−1

d=1 |Ŝ(f − d,ω)|2|H(d,ω|2,β · |X(f ,ω)|2)
|H(0,ω)|2 , (4)

where H(d, ω), d = 0,1, ...,D-1 is the STFT of impulse
response, which can be calculated from the known
impulse response or can be blindly estimated.
Furthermore, the early reverberation is compensated by

subtracting the cepstral mean of the utterance. As is well
known, cepstrum of the input speech x(t) is calculated as:

Cx = IDFT(log(|X(ω)|2)) (5)

where X(ω) is the spectrum of the input speech x(t).
The early reverberation is normalized by the cepstral

mean C in a cepstral domain (linear cepstrum is used)
and then it is converted into a spectral domain as:

|X̃(f ,ω)|2 = |eDFT(Cx−C̄)| = |X(f ,ω)|2
|X̄(f ,ω)|2 , (6)

Noise estimation Dereverberation 
and denoising 
based on GSS

Processed speech

Figure 2 Schematic diagram of a one-stage dereverberation and denoising method.
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where X̄(f ,ω) is the mean vector of X(f, ω). After this
normalization processing, Equation (6) becomes as

|X̃(f ,ω)|2 =
|X(f ,ω)|2
|X̄(f ,ω)|2

=
S(f ,ω)|2|H(0,ω)|2

|X̄(f ,ω)|2 +
D−1∑
d=1

{ |S(f − d,ω|2|H(d,ω)|2
|X̄(f ,ω)|2

}

≈ |S(f ,ω)|2
|S̄(f ,ω)|2 +

D−1∑
d=1

{ |S(f − d,ω)|2
|S̄(f ,ω)|2 × |H(d,ω)|2

|H(0,ω)|2
}

= |S̃(f ,ω)|2 +
∑D−1

d=1

{
|S̃(f − d,ω)|2 × |H(d,ω)|2

}
|H(0,ω)|2 ,

(7)

where |S̃(f ,ω)|2 =
|S(f ,ω)|2
|S̄(f ,ω)|2 , |X̄(f ,ω)|

2 ≈ |S̄(f ,ω)|2 × |H(0,ω)|2 ,

and S̄(f ,ω) is mean vector of S(f,ω). The estimated

clean power spectrum |S̃(f ,ω)|2 becomes as

|S̃(f ,ω)|2 = |X̃(f ,ω)|2 −
∑D−1

d=1 {|Ŝ(f − d,ω)|2 × |H(d,ω)|2}
|H(0,ω)|2 . (8)

The SS is used to prevent the estimated clean power
spectrum being negative value; Equation (8) is adopted
as:

|Ŝ(f ,ω)|2 ≈ max(|X̃(f ,ω)|2 − α ·
∑D−1

d=1 {|Ŝ(f − d,ω)|2|H(d,ω)|2}
|H(0,ω)|2 ,β · |X̃(f ,ω)|2). (9)

2.2 Dereverberation based on GSS
Previous studies have shown that GSS with an arbitrary
exponent parameter is more effective than power SS for
noise reduction. In this paper, we extend GSS to sup-
press late reverberation. Instead of the power SS-based
dereverberation given in Equation (9), GSS-based dere-
verberation is modified as

|Ŝ(f ,ω)|2n ≈ max{|X̃(f ,ω)|2n −α ·
∑D−1

d=1 {|S̃(f − d,ω)|2n|H(d,ω)|2n}
|H(0,ω)2n

,β · |X̃(f ,ω)|2n}, (10)

where n is the exponent parameter. For power SS, the
exponent parameter n is equal to 1. In this paper, the
exponent parameter n is set to 0.1 as this value yielded
the best results in [15].
The methods given in Eqs. (9) and (10) are referred to

as SS-based (original) and GSS-based (proposed) derever-
beration methods, respectively.

2.3 Compensation parameter estimation for SS by multi-
channel LMS algorithm
In [1], an adaptive multi-channel LMS algorithm for
blind single-input multiple-output (SIMO) system iden-
tification was proposed.
In the absence of additive noise, we can take advan-

tage of the fact that

xi ∗ hj = s ∗ hi ∗ hj = xj ∗ hi, i, j = 1, 2, ...,N, i �= j, (11)

and have the following relation at time t:

xTi (t)hj(t) = xTj (t)hi(t), i, j = 1, 2, ...,N, i �= j, (12)

where hi(t) is the i-th impulse response at time t and

xi(t) = [xi(t) xi(t − 1) · · · xi(t − L + 1)]T , i = 1, 2, ...,N,

where xi(t) is the speech signal received from the i-th
channel at time t and L is the number of taps of the
impulse response. Multiplying Equation (12) by xi(t) and
taking expectation yields,

Rxixi(t + 1)hj(t) = Rxixj(t + 1)hi(t), i, j = 1, 2, ...,N, i �= j, (13)

where Rxixj(t + 1) = E{xi(t + 1)xTj (t + 1)} . Equation

(13) comprises N(N - 1) distinct equations. By summing
up the N - 1 cross correlations associated with one par-
ticular channel hj(t), we get

N∑
i=1,i�=j

Rxixi(t + 1)hj(t) =
N∑

i=1,i�=j
Rxixj(t + 1)hi(t), j = 1, 2, ...,N. (14)

Over all channels, we then have a total of N equations.
In matrix form, this set of equations is written as:

Rx+(t + 1)h(t) = 0, (15)

where

Rx+(t + 1) =

⎡
⎢⎢⎢⎣

∑
n�=1 Rxnxn(t + 1) −Rx2x1(t + 1) · · · −RxNx1(t + 1)
−Rx1x2(t + 1)

∑
n�=2 Rxnxn(t + 1) · · · −RxNx2(t + 1)

...
...

. . .
...

−Rx1xN(t + 1) −Rx2xN(t + 1) · · · ∑
n�=N Rxnxn(t + 1)

⎤
⎥⎥⎥⎦ , (16)

h(t) = [h1(t)T h2(t)T · · · hN(t)T]T , (17)

hn(t) = [hn(t, 0) hn(t, 1) · · · hn(t, L − 1)]T , (18)

where hn(t, l) is the lth tap of the nth impulse
response at time t. If the SIMO system is blindly identi-
fiable, the matrix Rx+ is rank deficient by 1 (in the
absence of noise) and the channel impulse responses
can be uniquely determined.
When the estimation of channel impulse responses is

deviated from the true value, an error vector at time t +
1 is produced by:

e(t + 1) = R̃x+(t + 1)ĥ(t), (19)

R̃x+(t + 1) =

⎡
⎢⎢⎢⎢⎣

∑
n�=1 R̃xnxn(t + 1) −R̃x2x1(t + 1) · · · −R̃xNx1(t + 1)
−R̃x1x2(x + 1)

∑
n�=2 R̃xnxn(t + 1) · · · −R̃xNx2(t + 1)

...
...

. . .
...

−R̃x1xN(t + 1) −R̃x2xN(t + 1) · · · ∑
n�=N R̃xnxn(t + 1)

⎤
⎥⎥⎥⎥⎦ , (20)

where R̃xixj(t + 1) = xi(t + 1)xTj (t + 1), i, j = 1, 2, ...,N

and ĥ(t) is the estimated model filter at time t. Here,
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we put a tilde in R̃xixj to distinguish this instantaneous

value from its mathematical expectation Rxixj .
This error can be used to define a cost function at

time t + 1

J(t + 1) = ||e(t + 1)||2 = e(t + 1)Te(t + 1). (21)

By minimizing the cost function J of Equation (21),
the impulse response can be blindly derived. Wang et al.
[14] extended this VSS-UMCLMS algorithm [1], which
identifies the multi-channel impulse responses, for pro-
cessing in a frequency domain with SS applied in
combination.

3. Missing feature theory for dereverberation
MFT [16] enhances the robustness of speech recognition
to noise by rejecting unreliable acoustic features using a
missing feature mask (MFM). The MFM is the reliability
corresponding to each spectral component, with 0 and 1
being unreliable and reliable, respectively. The MFM is
typically a hard and a soft mask. The hard mask applies
binary reliability values of 0 or 1 to each spectral com-
ponent and is generated using the signal-to-noise ratio
(SNR). The reliability is 0 when the SNR is greater than
a manually-defined threshold, otherwise it is 1. The soft
mask is considered a better approach than the hard
mask and applies a continuous value between 0 and 1
using a sigmoid function.
In a distant-talking environment, it is difficult to esti-

mate the reliability of each spectral component since it
is difficult to estimate the spectral components of clean
speech and reverberant speech. Therefore, in [17], the
reliability was estimated from a priori information by
measuring the difference between the spectral compo-
nents of clean speech and reverberant speech at given
times. In this paper, a soft mask is calculated using the
signal-to-reverberation ratio (SRR). From Equation (10),
the SRR is calculated as

SRR(f ,ω) = 10log10

⎛
⎝ |Ŝ(f ,ω)|2n∑D−1

d=1

{
|S̃(f − d,ω)|2n|H(d,ω)|2n

}
⎞
⎠ . (22)

The reliability r(f, ω) for the soft mask is generated as

r(f ,ω) =
1

1 + exp − a(SRR(f ,ω) − b))
, (23)

where a and b are the gradient and center of the sig-
moid function, respectively, and are empirically deter-
mined. Finally, the estimated spectrum of clean speech
from Equation (10) is multiplied by the reliability r(f, ω),

and the inverse DFT of |Ŝ(f ,ω)|2nr(f ,ω) forms the

dereverberant speech.

4. One-stage dereverberation and denoising
based on GSS
The precision of impulse response estimation is drasti-
cally degraded when the additive noise is present. The
traditional method used two-stage processing progress,
in which the reverberation suppression is performed
after additive noise reduction. We present a one-stage
dereverberation and denoising based on GSS. A diagram
of the processing method is shown in Figure 2. At first,
the spectra of additive noise and impulse responses are
estimated, and then the reverberation and additive noise
are suppressed simultaneously. When additive noise is
present, the power spectrum of Equation (2) becomes

|X(f ,ω)|2 ≈ |S(f ,ω)|2|H(0,ω)|2 +
D−1∑
d=1

|S(f − d,ω)|2|H(d,ω)|2 + |N̄(ω)|2, (24)

where N̄(ω) is the mean of noise spectrum N(ω). To
suppress the noise and reverberation simultaneously,
Equation (10) is modified as

|Ŝ(f ,ω)2n ≈ max

{
|XN(f ,ω)|2n
X̄N(f ,ω)|2n

− α1 ·
∑D−1

d=1 {S̃(f − d,ω)|2n|H(d,ω)|2n
|H(0,ω)|2n ,β1 · |XN(f ,ω)|2n

|X̄N(f ,ω)|2n

}
, (25)

|XN(f ,ω)|2n = max{|X(f ,ω)|2n − α2 · |N̄(ω)|2n,β2 · |X(f ,ω)|2n}, (26)

where XN(f, ω) is spectrum by subtracting the spec-
trum of observed speech with the spectrum of noise

N̄(ω) and X̄N(f ,ω) is mean vector of XN(f, ω).

5. Experiments
5.1 Experimental setup
Multi-channel distorted speech signals simulated by con-
volving multi-channel impulse responses with clean
speech were used to evaluate our proposed algorithm.
Fifteen kinds of multi-channel impulse responses mea-
sured in various acoustical reverberant environments
were selected from the real world computing partnership
(RWCP) sound scene database [18,19] and the CEN-
SREC-4 database [20]. Table 1 lists the details of 15
recording conditions. The illustration of microphone
array is shown in Figure 3. For RWCP database, a 2-8
channel circular or linear microphone array was taken
from a circular + linear microphone array (30 channels).
The circle type microphone array had a diameter of 30
cm. The microphones of the linear microphone array
were located at 2.83 cm intervals. Impulse responses
were measured at several positions 2 m from the micro-
phone array. For the CENSREC-4 database, 2 or 4 chan-
nel microphones were taken from a linear microphone
array (7 channels) with the two microphones located at
2.125 cm intervals. Impulse responses were measured at
several positions 0.5 m from the microphone array. The
Japanese Newspaper Article Sentences (JNAS) corpus
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[21] was used as clean speech. Hundred utterances from
the JNAS database convolved with the multi-channel
impulse responses shown in Table 1 were used as test
data. The average time for all utterances was about 5.8 s.
Table 2 gives the conditions for speech recognition. The

acoustic models were trained with the ASJ speech data-
bases of phonetically balanced sentences (ASJ-PB) and the
JNAS. In total, around 20K sentences (clean speech)
uttered by 132 speakers were used for each gender. Table 3
gives the conditions for SS-based dereverberation. The
parameters shown in Table 3 were determined empirically.
An illustration of the analysis window is shown in Figure 4.
For the proposed dereverberation method based on SS, the
previous clean power spectra estimated with a skip window
were used to estimate the current clean power spectrum
since the frame shift was half the frame length in this
study a. The spectrum of the impulse response H(d, ω) was
estimated for each utterance to be recognized. An open-
source LVCSR decoder software “Julius” [22] that is based
on word trigram and triphone context-dependent HMMs
is used. The word accuracy for LVCSR with clean speech
was 92.59% (Table 4).

5.2 Effect factor analysis of compensation parameter
estimation
In this section, we describe the use of four microphones
b to estimate the spectrum of the impulse responses
without a particular explanation. Delay-and-sum beam-
forming (BF) was performed on the 4-channel

Table 1 Details of recording conditions for impulse
response measurement

(a) RWCP database

Array
number

Array type Room Angle RT60

1 Linear Echo room (panel) 150° 0.30

2 Circle Echo room (cylinder) 30° 0.38

3 Linear Tatami-floored room
(S)

120° 0.47

4 Circle Tatami-floored room
(S)

120° 0.47

5 Circle Tatami-floored room
(L)

90° 0.60

6 Circle Tatami-floored room
(L)

130° 0.60

7 Linear Conference room 50° 0.78

8 Linear Echo room (panel) 70° 1.30

(b) CENSREC-4 database

Array
number

Room Room size RT60
(s)

9 Office 9.0 × 6.0 m 0.25

10 Japanese style
room

3.5 × 2.5 m 0.40

11 Lounge 11.5 × 27.0 m 0.50

12 Japanese style
bath

1.5 × 1.0 m 0.60

13 Living room 7.0 × 3.0 m 0.65

14 Meeting room 7.0 × 8.5 m 0.65

15 Elevator hall 11.5 × 6.5 m 0.75

RT60 (second), reverberation time in room; S, small; L, large
 

(a) RWCP

(b) CENSREC-4

Figure 3 Illustration of microphone array.
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dereverberant speech signals. For the proposed method,
each speech channel was compensated by the corre-
sponding estimated impulse response. Preliminary
experimental results for isolated word recognition
showed that the SS-based dereverberation method sig-
nificantly improved the speech recognition performance
significantly compared with traditional CMN with
beamforming [14].
In this paper, we also evaluated the SS-based derever-

beration method on LVCSR with the experimental results
shown in Figure 5. Naturally, the speech recognition rate
deteriorated as the reverberation time increased. Using
the SS-based dereverberation method, the reduction in
the speech recognition rate was smaller than in conven-
tional CMN, especially for impulse responses with a long
reverberation time. For RWCP database, the SS-based
dereverberation method achieved a relative word recog-
nition error reduction rate of 19.2% relative to CMN
with delay-and-sum beamforming. We also conducted an
LVCSR experiment with SS-based dereverberation under
different reverberant conditions (CENSREC-4), with the
reverberation time between 0.25 and 0.75 s and the dis-
tance between microphone and sound source 0.5 m. A
similar trend to the above results was observed. There-
fore, the SS-based dereverberation method is robust to
various reverberant conditions for both isolated word
recognition and LVCSR. The reason is that the SS-based
dereverberation method can compensate for late rever-
beration through SS using an estimated power spectrum
of the impulse response.

In this section, we also analyzed the effect factor
(number of reverberation windows D in Equation (9),
channel number, and length of utterance) for compensa-
tion parameter estimation for the dereverberation
method based on SS using RWCP database.
The effect of the number of reverberation windows on

speech recognition is shown in Figure 6. The detail
results based on different number of reverberation win-
dows D and reverberant environments (that is, different
reverberation times) were shown in Table 5. The results
shown on Figure 6 and Table 5 were not performed
delay-and-sum beamforming. The results show that the
optimal number of reverberation windows D depends
on the reverberation time. The best average result of all
reverberant speech was obtained when D equals 6. The
speech recognition performance with the number of
reverberation windows between 4 and 10 did not vary
greatly and was significantly better than the baseline.
We analyzed the influence of the number of channels

on parameter estimation and delay-and-sum beamform-
ing. Besides four channels, two and eight channels were
also used to estimate the compensation parameter and
perform beamforming. Channel numbers corresponding
to Figure 3a shown in Table 4 were used. The results
are shown in Figure 7. The speech recognition perfor-
mance of the SS-based dereverberation method without
beamforming was hardly affected by the number of
channels. That is, the compensation parameter estima-
tion is robust to the number of channels. Combined
with beamforming, the more channels that are used and
the better is the speech recognition performance.
Thus far, the whole utterance has been used to esti-

mate the compensation parameter. The effect of the
length of utterance used for parameter estimation was

Table 2 Conditions for speech recognition

Sampling
frequency

16 kHz

Frame length 25 ms

Frame shift 10 ms

Acoustic model 5 states, 3 output probability left-to-right triphone
HMMs

Feature space 25 dimensions with CMN (12MFCCs + Δ + Δpower)

Table 3 Conditions for SS-based dereverberation

Analysis window Hamming

Window length 32 ms

Window shift 16 ms

Number of reverberant windows D 6

(192 ms)

Noise overestimation factor a 1.0 (Power SS)

0.1 (GSS)

Spectral floor parameter b 0.15 (both)

Soft-mask gradient parameter a 0.05 (Power SS)

0.01 (GSS)

Soft-mask center parameter b 0.0 (both)

Figure 4 Illustration of the analysis window for spectral
subtraction.

Table 4 Channel number corresponding to Figure 3a
using for dereverberation and denoising (RWCP
database)

Linear array Circle array

2 channels 17, 29 1, 9

4 channels 17, 21, 25, 29 1, 5, 9, 13

8 channels 17, 19, 21, 23, 1, 3, 5, 7, 9,

25, 27, 29, 30 11, 13, 15, 17
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investigated, with the results shown in Figure 8. The
longer the length of utterance used, the better is the
speech recognition performance. Deterioration in speech
recognition was not experienced with the length of the
utterance used for parameter estimation greater than 1
s. The speech recognition performance of the SS-based
dereverberation method is better than the baseline even
if only 0.1 s of utterance is used to estimate the com-
pensation parameter.

5.3 Experimental results of dereverberation and
denoising
In this section, reverberation and noise suppression
using only 2 speech channels is described. c

In both SS-based and GSS-based dereverberation
methods, speech signals from two microphones were
used to estimate blindly the compensation parameters
for the power SS and GSS (that is, the spectra of the
channel impulse responses), and then reverberation was
suppressed by SS and the spectrum of dereverberant
speech was inverted into a time domain. Finally, delay-

and-sum beamforming was performed on the two-chan-
nel dereverberant speech. The schematic of dereverbera-
tion is shown in Figure 1.
Table 6 shows the speech recognition results for the

original and proposed methods. “Distorted speech #” in
Table 6 corresponds to “array no” in Table 1. The word
accuracy by CMN without beamforming was 40.46%.
The speech recognition performance was drastically
degraded under reverberant conditions because the con-
ventional CMN did not suppress the late reverberation.
Delay-and-sum beamforming with CMN (41.91%) could
not markedly improve the speech recognition perfor-
mance because of the small number of microphones
and the small distance between the microphone pair. In
contrast, the power SS-based dereverberation using
Equation (9) markedly improved the speech recognition
performance. The GSS-based dereverberation using
Equation (10) improved speech recognition performance
significantly compared with the original proposed
(power SS-based dereverberation) method and CMN for
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Figure 5 Word accuracy for LVCSR.
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Figure 6 Effect of the number of reverberation windows D on
speech recognition.

Table 5 Detail results based on different number of
reverberation windows D and reverberant
environments (%)

Array number # Number of reverberation windows D

2 4 6 8 10

1 81.45 80.43 79.94 79.67 79.98

2 43.89 55.71 57.69 54.06 51.98

3 23.40 32.02 33.46 33.29 32.81

4 28.77 38.42 39.69 39.88 38.92

5 22.89 30.26 33.34 33.59 31.71

6 21.01 27.46 31.79 31.32 28.97

7 15.89 20.55 23.32 23.92 22.54

8 14.26 17.94 21.41 21.12 20.24

Ave 31.44 37.85 40.08 39.61 38.39

The results with bold font indicate the best result corresponding to each array
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all reverberant conditions. The GSS-based method with-
out MFT achieved an average relative word error reduc-
tion rate of 31.4% compared to the conventional CMN
and 9.8% compared to the power SS-based method
without MFT. When MFT was combined with both our
methods, a further improvement was achieved. Finally,
the GSS-based method with MFT achieved an average
relative word error reduction rate of 32.6% compared to
conventional CMN and 11.4% compared to the original
proposed method [14].
Table 7 gives a breakdown of the word error rates

obtained by the power SS- and GSS-based methods.
The power SS-based method improved the substitution
and deletion error rates but degraded the insertion error
rate compared with CMN. The GSS-based method
improved all error rates compared with the power SS-
based method and achieved almost the same word inser-
tion error as CMN.
To evaluate the proposed one-stage dereverberation

and denoising based on GSS, computer room noise

was added to the reverberant speech at SNRs of 15,
20, 25, and 30 dB. The noise overestimation factors a1

and a2 and the spectral floor parameters b1 and b2 in
Eqs. (25) and (26) were experimentally determined as
0.07, 0.4, 0.15, and 0.1, respectively. The average
results of 7 kinds of reverberant environments shown
in Table 6 based on one-stage dereverberation and
denoising based on GSS were shown in Table 8. The
one-stage dereverberation and denoising method
improved the speech recognition performance under
all reverberant and noisy speech at each SNR level and
reverberation time. The one-stage dereverberation and
denoising method based on GSS achieved a relative
word error reduction rate of 12.8% compared to the
conventional CMN with GSS-based additive noise
reduction method. The improvement under the addi-
tive noise condition was smaller than that for the
noise-free condition. The reason might be the differ-
ence between the estimated spectrum of impulse
response H(d, ω) for each condition; we compared the
estimated H(d, ω) for both by first denoting the esti-
mated spectrum of the impulse response for each as
H1(d,ω) and H2(d,ω) and defining their average values
as

H̄1 =

∑D
d=1 H̄1(d)

D
=

∑D
d=1

√∑
ω |H1(d,ω)|2
D

, (27)

H̄2 =

∑D
d=1 H̄2(d)

D
=

∑D
d=1

√∑
ω |H2(d,ω)|2
D

. (28)

Table 6 Word accuracy for LVCSR (%)

Distorted speech # CMN only Power SS GSS (proposed)

w/o MFT MFT w/o MFT MFT

2 44.35 63.34 65.15 65.95 66.47

4 27.59 40.79 44.03 49.16 47.56

5 25.61 42.55 45.75 49.29 48.31

11 73.90 79.26 78.17 80.77 80.96

12 27.06 42.28 44.91 45.38 47.83

13 29.62 50.78 54.60 56.13 58.87

15 65.24 71.67 68.31 74.35 75.93

Ave. 41.91 55.81 57.27 60.15 60.85

Delay-and-sum beamforming was performed for all methods

Table 7 Breakdown of speech recognition errors (%)

CMN only Power SS GSS (proposed)

w/o MFT MFT w/o MFT MFT

Sub 40.61 30.48 29.37 27.39 27.42

Del 13.82 9.27 9.26 8.99 8.06

Ins 3.67 4.44 4.10 3.47 3.67
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Figure 7 Effect of the number of channels on speech
recognition.
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The normalized average difference H̄n between H1

(d,ω) and H2(d,ω) is then defined as

H̄n =

∑D
d=1

∑
ω |H1(d,ω) − H2(d,ω)|2

H̄1(d)H̄2(d)
D

.
(29)

The average values of these estimated spectra of
impulse responses and their difference are shown in
Table 9. In Table 9, only the multi-channel speech of
array 2 was used to calculate the average values. The
result showed that H1(d,ω) and H2(d,ω) were quit
different.

6. Conclusions
Previously, Wang et al. [14] proposed a blind derever-
beration method based on power SS employing the
multi-channel LMS algorithm for distant-talking
speech recognition. Previous studies showed that GSS
with an arbitrary exponent parameter is more effective
than power SS for noise reduction. In this paper, GSS
is applied instead of power SS to suppress late rever-
beration. However, reverberation cannot be completely
suppressed owing to the estimation error of the
impulse response. MFT is used to enhance the robust-
ness of noise. Soft-mask estimation-based MFT calcu-
lates the reliability of each spectral component from
SNR. In this paper, reliability was estimated through
the signal-to-reverberation ratio. Furthermore, delay-
and-sum beamforming was also applied to the multi-
channel speech compensated by the reverberation
compensation method. Our SS and GSS-based derever-
beration methods were evaluated using distorted
speech signals simulated by convolving multi-channel
impulse responses with clean speech. When the addi-
tive noise was absent, the GSS-based method without
MFT achieved an average relative word error reduction
rate of 31.4% compared to conventional CMN and

9.8% compared to the power SS-based method without
MFT. When MFT was combined with both our meth-
ods, further improvement was obtained. The GSS-
based method with MFT achieved average relative
word error reduction rates of 32.6 and 11.4% com-
pared to conventional CMN and the original proposed
method, respectively. The one-stage dereverberation
and denoising method based on GSS achieved a rela-
tive word error reduction rate of 12.8% compared to
the conventional CMN with GSS-based additive noise
reduction method.
In this paper, we also investigated the effect factors

(numbers of reverberation windows and channels, and
length of utterance) for compensation parameter estima-
tion. We reached the following conclusions: (1) the
speech recognition performance with the number of
reverberation windows between 4 and 10 did not vary
greatly and was significantly better than the baseline, (2)
the compensation parameter estimation was robust to
the number of channels, and (3) degradation of speech
recognition did not occur with the length of utterance
used for parameter estimation longer than 1 s.

Endnotes
aFor example, to estimate the clean power spectrum of
the 2ith window W2i, the estimated clean power spectra
of the 2(i-1)th window W2(i-1), the 2(i-2)th window W2(i-

2), ... were used. bFor RWCP database, 4 speech channels
shown in Table 4 were used. For CENSREC-4 database,
speech channels 1, 3, 5, and 7 shown in Figure 3b were
used. cFor RWCP database, 2 speech channels shown in
Table 4 were used. For CENSREC-4 database, speech
channels 1 and 3 shown in Figure 3b were used.
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