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#### Abstract

The paper studies a linear errors-in-variables model with first order autoregressive processes. The Huber-Dutter (HD) estimators of unknown parameters are given, and the asymptotic normality of the HD estimators is investigated. Finally, a simple example is given to illustrate our estimation method. MSC: 60F05; 60G10; 62F35; 62M10; 60G42 Keywords: linear errors-in-variables model; Huber-Dutter estimator; autoregressive processes; asymptotic normality


## 1 Introduction

Consider the following linear errors-in-variables (EV) model:

$$
\left\{\begin{array}{l}
y_{t}=x_{t}^{T} \beta+\varepsilon_{t}  \tag{1.1}\\
X_{t}=x_{t}+\zeta_{t}, \quad t=1,2, \ldots, n
\end{array}\right.
$$

where the superscript $T$ denotes the transpose throughout the paper, $\left\{y_{t}, t=1,2, \ldots, n\right\}$ are scalar response variables, $\left\{X_{t}=\left(X_{t 1}, X_{t 2}, \ldots, X_{t d}\right)^{T}, t=1,2, \ldots, n\right\}$ and $\left\{x_{t}=\left(x_{t 1}, x_{t 2}, \ldots\right.\right.$, $\left.\left.x_{t d}\right)^{T}, t=1,2, \ldots, n\right\}$ are observable and unobservable random variables, respectively, $\beta=$ $\left(\beta_{1}, \ldots, \beta_{d}\right)^{T}$ is a vector of $d$ unknown parameters, $\left\{\zeta_{t}\right\}$ are independent and identically distributed (i.i.d.) measurement errors with $E \zeta_{t}=0$ and $\operatorname{Var}\left(\zeta_{t}\right)=\sigma_{\zeta}^{2} I_{d},\left\{\zeta_{t}\right\}$ and $\left\{\varepsilon_{t}\right\}$ are independent, $\left\{\left(\varepsilon_{t}, \zeta_{t}^{T}\right)^{T}\right\}$ and $\left\{x_{t}\right\}$ are independent, and $\left\{\varepsilon_{t}, t=1,2, \ldots, n\right\}$ are the first order autoregressive $(\operatorname{AR}(1))$ processes

$$
\begin{equation*}
\varepsilon_{1}=\eta_{1}, \quad \varepsilon_{t}=a \varepsilon_{t-1}+\eta_{t}, \quad t=2,3, \ldots, n, \tag{1.2}
\end{equation*}
$$

where $\left\{\eta_{t}, t=1,2, \ldots, n\right\}$ are i.i.d. random errors with zero mean and finite variance $\sigma^{2}>0$, and $-\infty<a<\infty$ is a one-dimensional unknown parameter. A common assumption is that the ratio of the error variances $\lambda=\frac{\sigma^{2}}{\sigma_{\zeta}^{2}}$ is known. This is assumed throughout this paper and all variables are assumed scaled so that $\lambda=1$.

The linear errors-in-variables model (1.1) with AR(1) processes (1.2) includes three important special models: (1) an ordinary linear regression model with $\operatorname{AR}(1)$ processes (when $\zeta_{t}=0$, see e.g., Hu [1], Maller [2], Pere [3], and Fuller [4]); (2) an ordinary linear

[^0]errors-in-variables model (when $a=0$, see e.g., Miao and Liu [5], Miao et al. [6, 7], Liu and Chen [8], Cui [9], Cui and Chen [10], Cheng and Van Ness [11]); (3) autoregressive processes (when $\beta=0$, see e.g., Hamilton [12], Brockwell and Davis [13], and Fuller [4]). The independence assumption for the errors is not always valid in applications, especially for sequentially collected economic data, which often exhibit evident dependence in the errors. Recently, linear errors-in-variables models with serially correlated errors have attracted increasing attention from statisticians; see, for example, Baran [14], Fan et al. [15], Miao et al. [16], among others.
It is well known that in the EV model, the ordinary least-squares (OLS) estimators are biased and inconsistent and that orthogonal regression is better in that case Fuller [17]. However, both methods are very sensitive to outliers in the data and some robust alternatives have been proposed. Brown [18] and Ketellapper and Ronner [19] applied robust ordinary regression techniques in the EV model. Zamar [20] proposed robust orthogonal regression $M$-estimators and showed that it outperformed the robust ordinary regression. Cheng and Van Ness [21] generalized the proposal of Zamar by defining robust orthogonal Generalized $M$-estimators which had bounded influence function in the simple case. He and Liang [22] proposed a regression quantile approach in the EV model which allowed for heavier tailed errors distribution than the gaussian distribution. Fekri and Ruiz-Gazen [23] proposed robust weighted orthogonal regression.
Over the last 40 years, several estimators in linear regression models that posses robustness have been proposed, such as Wu [24], Silvapullé [25], Hampel et al. [26], Huber and Ronchetti [27], Li [28], Babu [29], Cheng and Van Ness [21], Salibian-Barrera and Zamar [30], Wu and Wang [31], Zhou and Wu [32], and so on. It is well known that HD estimate approach is one of important robust techniques. Recently, some authors applied HD estimate approach to regression models. For example, Silvapullé [25] established asymptotic normality of HD estimators for the linear regression model with i.i.d. errors. Hu [1] investigated asymptotic normality of HD estimators for the linear regression model with $\mathrm{AR}(1)$ errors. Tong et al. [33] considered consistency and normality of HD estimators for the partial linear regression model. However, nobody used the HD method to investigate the models (1.1)-(1.2).
The paper discusses the models (1.1)-(1.2) with a robust approach, which has been suggested by Huber and Dutter. We extend some results of Hu [1], Silvapullé [25], etc. to the EV regression model with $\operatorname{AR}(1)$ errors. The organization of the paper is as follows. In Section 2 estimators of $\beta, a$ and $\sigma^{2}$ are given by HD method. Under general conditions, the asymptotic normality of the HD estimators is investigated in Section 3. The theoretical proofs of main results are presented in Section 4, a simple example is given in Section 5.

## 2 Estimation method

By (1.2), we have

$$
\begin{equation*}
\varepsilon_{t}=\sum_{j=1}^{t} a^{t-j} \eta_{j}, \quad t=1,2, \ldots, \tag{2.1}
\end{equation*}
$$

thus $\varepsilon_{t}$ is measurable with respect to the $\sigma$-field $H$ generated by $\eta_{1}, \eta_{2}, \ldots, \eta_{t}, E \varepsilon_{t}=0$ and

$$
\operatorname{Var}\left(\varepsilon_{t}\right)= \begin{cases}\sigma^{2}\left(\frac{1-a^{2 t}}{1-a^{2}}\right), & \text { if }|a| \neq 1  \tag{2.2}\\ \sigma^{2} t, & \text { if }|a|=1\end{cases}
$$

Furthermore,

$$
\begin{align*}
\Delta_{n}(a, \sigma) & =\sum_{t=2}^{n} E \varepsilon_{t-1}^{2}= \begin{cases}\sigma^{2}\left(\frac{a^{2 n}-a^{2}+(n-1)\left(1-a^{2}\right)}{\left(1-a^{2}\right)^{2}}\right), & \text { if }|a| \neq 1, \\
\frac{1}{2} \sigma^{2} n(n-1), & \text { if }|a|=1,\end{cases} \\
& = \begin{cases}O(n), & \text { if }|a|<1, \\
O\left(a^{2 n}\right), & \text { if }|a|>1, \\
O\left(n^{2}\right), & \text { if }|a|=1 .\end{cases} \tag{2.3}
\end{align*}
$$

Let $y_{0}=0, x_{0}=0$. From (1.1),

$$
\varepsilon_{t}=y_{t}-\left(X_{t}^{T}-\zeta_{t}^{T}\right) \beta
$$

By the above equation and (1.2), we obtain

$$
\begin{align*}
\eta_{t} & =\varepsilon_{t}-a \varepsilon_{t-1} \\
& =y_{t}-X_{t}^{T} \beta+\zeta_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta+\zeta_{t-1}^{T} \beta\right) \tag{2.4}
\end{align*}
$$

Thus we could consider HD estimators by minimizing

$$
\begin{equation*}
Q\left(\beta^{T}, \sigma, a\right)=\sum_{t=1}^{n} \rho\left(\frac{y_{t}-X_{t}^{T} \beta+\zeta_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta+\zeta_{t-1}^{T} \beta\right)}{\sigma}\right) \sigma+A_{n} \sigma \tag{2.5}
\end{equation*}
$$

where $\rho \geq 0$ is convex, $\rho(0)=0, \frac{\rho(t)}{|t|} \rightarrow k$ as $|t| \rightarrow \infty$ for some $k>0$, and $\left\{A_{n}\right\}$ is a suitably chosen sequence of constants.

Remark 1 Since

$$
\operatorname{Var}\left(\frac{y_{t}-X_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta\right)}{\sqrt{1+\left(1+a^{2}\right) \beta^{T} \beta}}\right)=\sigma^{2},
$$

using the method of HD, we also obtain HD estimators by minimizing

$$
\tilde{Q}\left(\beta^{T}, \sigma, a\right)=\sum_{t=1}^{n} \rho\left(\frac{\frac{y_{t}-X_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta\right)}{\sqrt{1+\left(1+a^{2}\right) \beta^{T} \beta}}}{\sigma}\right) \sigma+A_{n} \sigma .
$$

We will investigate its estimators in the future because there are some difficulties. For example, there is very sophisticated calculation, and it is difficult to investigate the asymptotic properties of these unknown parametric estimators because

$$
y_{t}-X_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta\right)=\eta_{t}-\left(\zeta_{t}^{T}-a \zeta_{t-1}^{T}\right) \beta
$$

are dependent.

Let us introduce some notation: $1 \times(d+2)$ vector $\theta=\left(\beta^{T}, \sigma, a\right)$ and its estimator $\hat{\theta}_{n}=$ $\left(\hat{\beta}_{n}^{T}, \hat{\sigma}_{n}, \hat{a}_{n}\right)$. For an arbitrary function $f, f^{\prime}$ and $f^{\prime \prime}$ are the first and second derivatives of $f$, respectively. $\|x\|$ is the Euclidean norm of $x$ and $\varepsilon_{0}=0 .(M)_{i j}$ and $(U)_{i}$ are the $(i, j)$ th component of matrix $M$ and the $i$ th component of vector $U$, respectively.

The HD estimators for $\theta$ are obtained by solving the estimating equations by equating to 0 the derivatives

$$
\begin{align*}
\frac{\partial Q}{\partial \beta^{T}} & =-\sum_{t=1}^{n} \psi\left(\frac{y_{t}-X_{t}^{T} \beta+\zeta_{t}^{T} \beta-a\left(y_{t-1}-X_{t-1}^{T} \beta+\zeta_{t-1}^{T} \beta\right)}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right) \\
& =-\sum_{t=1}^{n} \psi\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)  \tag{2.6}\\
\frac{\partial Q}{\partial \sigma} & =-\sum_{t=1}^{n}\left\{\psi\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}-\rho\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\right\}+A_{n} \\
& =-\left\{\sum_{t=1}^{n} \chi\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)-A_{n}\right\} \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial Q}{\partial a}=-\sum_{t=1}^{n} \psi\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}, \tag{2.8}
\end{equation*}
$$

where $\psi=\rho^{\prime}$ and $\chi(u)=u \psi(u)-\rho(u)=\int_{0}^{u} x d \psi(x)$.
The corresponding estimators, if they exist (see Proposition 2.1), will satisfy

$$
\begin{align*}
& \sum_{t=1}^{n} \psi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right)\left(X_{t}-\hat{a}_{n} X_{t-1}-\left(\zeta_{t}-\hat{a}_{n} \zeta_{t-1}\right)\right)=0  \tag{2.9}\\
& \sum_{t=1}^{n} \chi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right)=A_{n} \tag{2.10}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{t=1}^{n} \psi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right) \hat{\varepsilon}_{t-1}=0 \tag{2.11}
\end{equation*}
$$

with $\hat{\varepsilon}_{t}=y_{t}-x_{t}^{T} \hat{\beta}_{n}$.
Although $\left\{\zeta_{t}\right\}$ are unknown in (2.9)-(2.11), but we easily estimate it by the method of Fuller [17] in practice.
In what follows, it will be assumed that $n \geq d+2$ and $A_{n}>0$. Without loss of generality, we may assume $k=1$. (Its definition has been given between (2.5) and Remark1.) Therefore $\psi$ is bounded and increases from -1 to +1 . It will also be assumed that $\chi$ is bounded.

Remark 2 From the above equations, it is easily seen that our estimators include some existing estimators; see, for example, simultaneous $M$-estimators of the location and the scale ( $a=0, A_{n}=0$ ), the least-squares estimators $\left(\rho(u)=u^{2}, A_{n}=0\right.$, and $\sigma=1$ ), the least absolute deviation estimators ( $\rho(u)=|u|, A_{n}=0$ ). In particular, we discuss three important cases as follows.

Case 1. Let $a=0, \zeta_{t}=0$. The estimating equations (2.9)-(2.11) may be written as

$$
\begin{equation*}
\sum_{t=1}^{n} \psi\left(\frac{y_{t}-X_{t}^{T} \hat{\beta}_{n}}{\hat{\sigma}_{n}}\right) X_{t}=0, \quad \sum_{t=1}^{n} \chi\left(\frac{y_{t}-X_{t}^{T} \hat{\beta}_{n}}{\hat{\sigma}_{n}}\right)=A_{n} \tag{2.12}
\end{equation*}
$$

which are the same as Silvapulle's [25].
Case 2. If $\rho(u)=|u|^{q}(0<q \neq 1), A_{n}=0$, and $\zeta_{t}=0$, then the above equations (2.9)-(2.11) may be rewritten as

$$
\begin{align*}
& \sum_{t=1}^{n}\left|\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right|^{q-2} \frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\left(X_{t}-\hat{a}_{n} X_{t-1}\right)=0  \tag{2.13}\\
& \sum_{t=1}^{n}\left|\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right|^{q}=0 \tag{2.14}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{t=1}^{n}\left|\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right|^{q-2} \frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}} \hat{\varepsilon}_{t-1}=0 \tag{2.15}
\end{equation*}
$$

with $\hat{\varepsilon}_{t}=y_{t}-X_{t}^{T} \hat{\beta}_{n}$.
Let $a=0$ and $\rho(u)=|u|^{q}(0<q \neq 1), A_{n}=0$. We rewrite (2.13)-(2.15) by

$$
\begin{equation*}
\sum_{t=1}^{n}\left|\frac{y_{t}-X_{t}^{T} \hat{\beta}_{n}}{\hat{\sigma}_{n}}\right|^{q-2} \frac{y_{t}-X_{t}^{T} \hat{\beta}_{n}}{\hat{\sigma}_{n}}=0, \quad \sum_{t=1}^{n}\left|\frac{y_{t}-X_{t}^{T} \hat{\beta}_{n}}{\hat{\sigma}_{n}}\right|^{q}=0 . \tag{2.16}
\end{equation*}
$$

Furthermore, if $\sigma$ is a constant, then the estimator of $\beta$ satisfies the following equation:

$$
\begin{equation*}
\sum_{t=1}^{n}\left|y_{t}-X_{t}^{T} \hat{\beta}_{n}\right|^{q-2}\left(y_{t}-X_{t}^{T} \hat{\beta}_{n}\right)=0 \tag{2.17}
\end{equation*}
$$

which is $L_{q}$ or the maximum likelihood estimate equation for the parameter $\beta$ in a linear regression model with $q$-norm distribution errors. Many authors have investigated (2.17), such as Arcones [34] and Zeckhauser and Thompson [35], Ronner [36, 37], and so on.

Case 3. Let $\zeta_{t}=0$. The estimating equations (2.9)-(2.11) may be written as

$$
\begin{align*}
& \sum_{t=1}^{n} \psi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right)\left(X_{t}-\hat{a}_{n} X_{t-1}\right)=0  \tag{2.18}\\
& \sum_{t=1}^{n} \chi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right)=A_{n} \tag{2.19}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{t=1}^{n} \psi\left(\frac{\hat{\varepsilon}_{t}-\hat{a}_{n} \hat{\varepsilon}_{t-1}}{\hat{\sigma}_{n}}\right) \hat{\varepsilon}_{t-1}=0 \tag{2.20}
\end{equation*}
$$

with $\hat{\varepsilon}_{t}=y_{t}-x_{t}^{T} \hat{\beta}_{n}$, which are the same as Hu's [1].

From Proposition 1 in Silvapullé [25] and pp. 136 in Huber and Ronchetti [27], the existence results of the HD estimators may be given by the following.

Proposition 2.1 Suppose that $\rho^{\prime \prime}$ is continuous and, for some $A>0, v<1-A V^{-1}$, where $v$ is the largest jump in the error distribution, $V=\chi(-\infty) \wedge \chi(\infty)$, then the equation $E\left\{\psi\left(\frac{\varepsilon-\mu}{\sigma}\right), \chi\left(\frac{\varepsilon-\mu}{\sigma}\right)-A\right\}=0$ has a solution $(\mu(A), \sigma(A))$ with $\sigma(A)>0$. Especially, when $A=\lim _{n \rightarrow \infty} n^{-1} A_{n}$, where $A_{n}$ is defined in (2.5), we denote it by $(\mu, \sigma)$ with $\sigma>0$.

## 3 Main results

To obtain our results, we start with some assumptions.
(A1) $\max _{t=1}^{n}\left\|X_{t}\right\|<\infty$.
(A2) $\lim _{n \rightarrow \infty} n^{\frac{1}{2}}\left(n^{-1} A_{n}-A\right)=0$ for some $0<n^{-1} A_{n}, A<\min \{\chi(\infty), \chi(-\infty)\}$.
(A3) The function $\psi^{\prime \prime}$ is continuous.
(A4) $E \psi\left(\frac{\eta_{t}}{\sigma}\right)=0$ for any $\sigma>0 . b=E \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)>0, c=E\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\eta_{t}}{\sigma}\right\}, r=E\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}^{2}\right\}, b r \geq c^{2}$, $\operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta t}{\sigma}\right)\right)<\infty, \operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}\right)<\infty, \operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}^{2}\right)<\infty, E \eta_{t}^{6}<\infty$ and $E\left(\psi^{\prime \prime}\left(\frac{\eta t}{\sigma}\right)\right)^{2}<\infty$.
(A5) For any $a \in(-\infty, \infty), X_{n}(a)=\sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right)\left(X_{t}-a X_{t-1}\right)^{T}$ is positive definite for sufficiently large $n$.

Remark 3 The condition (A1) is often imposed in the estimation theory of regression models. The condition (A2) is used by Tong et al. [33]. In addition, by (A1) and (A2), we can obtain conditions $n^{-1} \max _{t=1}^{n}\left\|X_{t}\right\|^{2} \rightarrow 0$ and $\lim _{n \rightarrow \infty}\left(n^{-1} A_{n}-A\right)=0$, which are used by Silvapullé [25]. The conditions (A3) and (A4) except $E \eta_{t}^{6}<\infty$ and $E\left(\psi^{\prime \prime}\left(\frac{\eta t}{\sigma}\right)\right)^{2}<\infty$ are used by Silvapullé [25]. The condition (A5) is used by Maller [2], Hu [1], etc. Therefore, our conditions are quite mild and can easily be satisfied.

For ease of exposition, we shall introduce the following notations which will be used later in the paper. Define

$$
\begin{align*}
& \Theta_{1}=\left\{\tilde{\theta}:|\tilde{\theta}-\theta| \leq C n^{-\frac{1}{2}}\right\} \\
& \Theta_{2}=\left\{\tilde{\theta}:|\tilde{\beta}-\beta| \leq C n^{-\frac{1}{2}},|\tilde{\sigma}-\sigma| \leq C n^{-\frac{1}{2}},|\tilde{a}-a| \leq C n^{-1}\right\} \\
& \Theta_{3}=\left\{\tilde{\theta}:|\tilde{\beta}-\beta| \leq C n^{-\frac{1}{2}},|\tilde{\sigma}-\sigma| \leq C n^{-\frac{1}{2}},|\tilde{a}-a| \leq C a^{-\frac{3 n}{2}}\right\} \\
& S_{n}(\theta)=\frac{\partial Q}{\partial \theta}=\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial \sigma}, \frac{\partial Q}{\partial a}\right)=\left(\left[S_{n}(\theta)\right]_{\beta, \sigma}, \frac{\partial Q}{\partial a}\right) \tag{3.1}
\end{align*}
$$

and

$$
F_{n}(\theta)=\frac{\partial^{2} Q}{\partial \theta \partial \theta^{T}}=\left(\begin{array}{ccc}
\frac{\partial^{2} Q}{\partial \beta^{T} \partial \beta} & \frac{\partial^{2} Q}{\partial \beta^{T} \partial \sigma} & \frac{\partial^{2} Q}{\partial \beta^{T} \partial a}  \tag{3.2}\\
* & \frac{\partial^{2} Q}{\partial \sigma^{2}} & \frac{\partial^{2} Q}{\partial \sigma \partial a} \\
* & * & \frac{\partial^{2} Q}{\partial a^{2}}
\end{array}\right),
$$

where the $*$ indicates that the elements are filled in by symmetry, and

$$
\begin{align*}
& \frac{\partial^{2} Q}{\partial \beta^{T} \partial \beta}= \frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \\
& \cdot\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
&= X_{n}(a, \omega),  \tag{3.3}\\
& \frac{\partial^{2} Q}{\partial \beta^{T} \partial \sigma}= \frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{3.4}\\
& \frac{\partial^{2} Q}{\partial \beta^{T} \partial a}= \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
&+\sum_{t=1}^{n} \psi\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t-1}-\zeta_{t-1}\right)^{T},  \tag{3.5}\\
& \frac{\partial^{2} Q}{\partial \sigma^{2}}=\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)^{2},  \tag{3.6}\\
& \frac{\partial^{2} Q}{\partial \sigma \partial a}= \frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right) \varepsilon_{t-1}, \tag{3.7}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} Q}{\partial a^{2}}=\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}^{2} \tag{3.8}
\end{equation*}
$$

Theorem 3.1 Suppose that conditions (A1)-(A5) hold. Then, as $n \rightarrow \infty$ :
(1) For $|a|<1$ and $\theta \in \Theta_{1}$, we have

$$
\begin{equation*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta) \operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right) \rightarrow_{D} N\left(0, I_{d+2}\right) \tag{3.9}
\end{equation*}
$$

where $D_{n}(\theta)=E\left(F_{n}(\theta)\right)$ and $\operatorname{Var}\left(S_{n}(\theta)\right)$ defined in Lemma 4.1.
(2) For $|a|=1$ and $\theta \in \Theta_{2}$, (3.9) holds.
(3) For $|a|>1$ and $\theta \in \Theta_{3}$, (3.9) holds.

From the above theorem, we may obtain the following corollaries. Here we omit their proofs.

Corollary 3.1 If $\beta=0$ and conditions (A2)-(A5) hold, then

$$
\begin{equation*}
n^{\frac{1}{2}}\left(\hat{\sigma}_{n}-\sigma\right) \rightarrow_{D} N\left(0, \frac{\sigma^{2}}{r^{2}} \operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right)\right) \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{n}^{\frac{1}{2}}(a, \sigma)\left(\hat{a}_{n}-a\right) \rightarrow_{D} N\left(0, \frac{\sigma^{2}}{b^{2}} E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right), \quad n \rightarrow \infty \tag{3.11}
\end{equation*}
$$

Corollary 3.2 If $a=0$ and conditions (A1)-(A5) hold, then

$$
\begin{equation*}
-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}} S_{n}(\theta)\right]_{\beta, \sigma} \rightarrow_{D} N\left(0, I_{d+1}\right), \quad n \rightarrow \infty \tag{3.12}
\end{equation*}
$$

Remark 4 Corollary 3.2 is similar to Theorem 2 of Silvapullé [25].

Corollary 3.3 Let $\sigma$ be a constant. If conditions (A1)-(A5) hold, then

$$
\begin{equation*}
\left(\hat{\beta}_{n}-\beta\right)\left(X_{n}(a)+n\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right)^{\frac{1}{2}} \rightarrow_{D} N\left(0, \frac{\sigma^{2}}{b^{2}} E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) I_{d}\right) \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{n}^{\frac{1}{2}}(a, \sigma)\left(\hat{a}_{n}-a\right) \rightarrow_{D} N\left(0, \frac{\sigma^{2}}{b^{2}} E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right), \quad n \rightarrow \infty . \tag{3.14}
\end{equation*}
$$

Corollary 3.4 Let $\zeta_{t}=0$. If conditions (A1)-(A5) hold, then Theorem 3.1 holds.

Remark 5 For $|a|<1$, Corollary 3.4 is the same as Theorem 3.1 of Hu [1]. Therefore, we extend the corresponding results of $\mathrm{Hu}[1]$ to linear EV models.

If we do not consider the dependency on the parameters $\hat{\beta}_{n}$ and $\hat{\sigma}_{n}$, then we will obtain Theorem 3.2.

Theorem 3.2 Let

$$
[\theta]_{\beta, \sigma}=\left(\beta^{T}, \sigma\right), \quad D_{n}(\theta)=\operatorname{diag}\left(\left[D_{n}(\theta)\right]_{\beta, \sigma}, \frac{b}{\sigma} \Delta_{n}(a, \sigma)\right) .
$$

Suppose that conditions (A1)-(A5) hold. Then
(1) for any $a \in(-\infty, \infty)$,

$$
\begin{equation*}
n^{-\frac{1}{2}}\left[\hat{\theta}_{n}-\theta\right]_{\beta, \sigma}\left[D_{n}(\theta)\right]_{\beta, \sigma} \rightarrow_{D} N(0, \Sigma), \quad n \rightarrow \infty \tag{3.15}
\end{equation*}
$$

where

$$
\Sigma=\operatorname{diag}\left\{\Delta_{n}^{-1}(a, \sigma)\left(X_{n}(a)+n\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right) E\left(\psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right), \operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right)\right\} ;
$$

(2) for any $a \in(-\infty, \infty)$,

$$
\begin{equation*}
\Delta_{n}^{\frac{1}{2}}(a, \sigma)\left(\hat{a}_{n}-a\right) \rightarrow_{D} N\left(0, \frac{\sigma^{2}}{b^{2}} E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right) \tag{3.16}
\end{equation*}
$$

## 4 Proofs of main results

Throughout this paper, let $C$ denote a generic positive constant which could take different value at each occurrence. To prove Theorem 3.1 and Theorem 3.2, we first introduce the following lemmas.

Lemma 4.1 If(A4) and (A5) hold, then the matrix $D_{n}(\theta)$ is positive definite with $E\left(S_{n}(\theta)\right)=$ 0 for sufficiently large $n$ and

$$
\begin{align*}
& \operatorname{Var}\left(S_{n}(\theta)\right) \\
& =\left(\begin{array}{ccc}
E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\left(X_{n}(a)+n\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right) & \operatorname{Cov}\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial \sigma}\right) & 0 \\
* & n \operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right) & 0 \\
0 & 0 & E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)
\end{array}\right) \\
& =\operatorname{diag}\left\{\left[\operatorname{Var}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma}, E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right\}, \tag{4.1}
\end{align*}
$$

where

$$
\operatorname{Cov}\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial \sigma}\right)=E\left(\psi\left(\frac{\eta_{1}}{\sigma}\right) \chi\left(\frac{\eta_{1}}{\sigma}\right)\right) \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right)^{T} .
$$

Furthermore, $\operatorname{Var}\left(S_{n}(\theta)\right)$ is a positive definite matrix.

Proof Note that $E \psi\left(\frac{\eta_{t}}{\sigma}\right)=0, E\left(\varepsilon_{t}\right)=0$, and $\varepsilon_{t}, \zeta_{t}$, and $\eta_{t+1}$ are independent. By (3.3)-(3.8), we easily obtain

$$
D_{n}(\theta)=\left(\begin{array}{ccc}
\frac{b}{\sigma} X_{n}(a)+\frac{n b}{\sigma}\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d} & \frac{c}{\sigma} \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right) & 0  \tag{4.2}\\
* & \frac{n r}{\sigma} & 0 \\
0 & 0 & \frac{b}{\sigma} \Delta_{n}(a, \sigma)
\end{array}\right) .
$$

It is easy to show that

$$
\begin{align*}
D_{n 1}(\theta)= & \left|\begin{array}{c}
\frac{b}{\sigma} X_{n}(a)+\frac{n b}{\sigma}\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}
\end{array}\right|>0, \\
D_{n 2}(\theta)= & \left|\begin{array}{c}
\frac{b}{\sigma} X_{n}(a)+\frac{n b}{\sigma}\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d} \\
* \\
* \\
\frac{c}{\sigma} \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right) \\
\frac{n r}{\sigma}
\end{array}\right| \\
= & \left.\left|\frac{b}{\sigma} X_{n}(a)+\frac{n b}{\sigma}\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right| \cdot \right\rvert\, \frac{n r}{\sigma}-\frac{c^{2}}{b \sigma} \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right)^{T}  \tag{4.3}\\
& \cdot\left(X_{n}(a)+n\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right)^{-1} \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right) \mid>0,
\end{align*}
$$

and

$$
\left|D_{n}(\theta)\right|>0
$$

Thus the matrix $D_{n}(\theta)$ is positive definite.
By (2.6), we have

$$
\begin{equation*}
E\left(\frac{\partial Q}{\partial \beta^{T}}\right)=-\sum_{t=1}^{n} E \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}\right)^{T}=0 . \tag{4.4}
\end{equation*}
$$

By (2.7) and Proposition 2.1, we have

$$
\begin{equation*}
E\left(\frac{\partial Q}{\partial \sigma}\right)=-\sum_{t=1}^{n} E \chi\left(\frac{\eta_{t}}{\sigma}\right)+A_{n} \rightarrow 0 \tag{4.5}
\end{equation*}
$$

Note that $\varepsilon_{t-1}$ and $\eta_{t}$ are independent; by (2.8) and $E\left(\varepsilon_{t}\right)=0$, we have

$$
\begin{equation*}
E\left(\frac{\partial Q}{\partial a}\right)=-\sum_{t=1}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)=-\sum_{t=1}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\right) E\left(\varepsilon_{t-1}\right)=0 . \tag{4.6}
\end{equation*}
$$

Hence, from (4.4)-(4.6),

$$
E\left(S_{n}(\theta)\right)=\left(0,-\sum_{t=1}^{n} E \chi\left(\frac{\eta_{t}}{\sigma}\right)+A_{n}, 0\right) \rightarrow 0
$$

By (2.6), we have

$$
\begin{align*}
\operatorname{Var}\left(\frac{\partial Q}{\partial \beta^{T}}\right) & =\operatorname{Var}\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\right) \sum_{t=1}^{n}\left(\left(X_{t}-a X_{t-1}\right)\left(X_{t}-a X_{t-1}\right)^{T}+\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right) \\
& =E\left(\psi\left(\frac{\eta_{1}}{\sigma}\right)\right)^{2}\left(X_{n}(a)+n\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right) . \tag{4.7}
\end{align*}
$$

By (2.7), we have

$$
\begin{equation*}
\operatorname{Var}\left(\frac{\partial Q}{\partial \sigma}\right)=\sum_{t=1}^{n} \operatorname{Var}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)\right)=n \operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right) \tag{4.8}
\end{equation*}
$$

Note that $\left\{\psi\left(\frac{\eta t}{\sigma}\right) \varepsilon_{t-1}, H_{t}\right\}$ is a martingale difference sequence with

$$
\operatorname{Var}\left(\psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)=E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\right)^{2} E \varepsilon_{t-1}^{2},
$$

so we have

$$
\begin{align*}
\operatorname{Var}\left(\frac{\partial Q}{\partial a}\right) & =\sum_{t=1}^{n} \operatorname{Var}\left(\psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right) \\
& =\sum_{t=1}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\right)^{2} E \varepsilon_{t-1}^{2}=E\left(\psi\left(\frac{\eta_{1}}{\sigma}\right)\right)^{2} \Delta_{n}(a, \sigma) . \tag{4.9}
\end{align*}
$$

By (2.6) and (2.7), we have

$$
\begin{aligned}
\operatorname{Cov}\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial \sigma}\right)= & E\left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}\right. \\
& \left.\cdot \sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-E \chi\left(\frac{\eta_{t}}{\sigma}\right)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{t=1}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-E \chi\left(\frac{\eta_{t}}{\sigma}\right)\right)\right)\left(X_{t}-a X_{t-1}\right)^{T} \\
& =E\left(\psi\left(\frac{\eta_{1}}{\sigma}\right) \chi\left(\frac{\eta_{1}}{\sigma}\right)\right) \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right)^{T} . \tag{4.10}
\end{align*}
$$

By (2.6), (2.8), and noting that $\zeta_{t}, \varepsilon_{t-1}$, and $\eta_{t}$ are independent, we have

$$
\begin{align*}
\operatorname{Cov}\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial a}\right)= & E\left(\frac{\partial Q}{\partial \beta^{T}}, \frac{\partial Q}{\partial a}\right) \\
= & E\left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right) \\
= & \sum_{t=1}^{n} E\left(\psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
& +2 \sum_{t>k}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right) \psi\left(\frac{\eta_{k}}{\sigma}\right) \varepsilon_{k-1}\right) \\
= & \sum_{t=1}^{n} E \psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) E \varepsilon_{t-1}\left(X_{t}-a X_{t-1}\right)^{T} \\
& +2 \sum_{t>k}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right) \psi\left(\frac{\eta_{k}}{\sigma}\right)\right) E \varepsilon_{k-1} \\
= & 0 . \tag{4.11}
\end{align*}
$$

By (2.7) and (2.8), we have

$$
\begin{align*}
\operatorname{Cov}\left(\frac{\partial Q}{\partial a}, \frac{\partial Q}{\partial \sigma}\right)= & E\left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1} \sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-E \chi\left(\frac{\eta_{t}}{\sigma}\right)\right)\right) \\
= & \sum_{t=1}^{n} E\left(\psi\left(\frac{\eta_{t}}{\sigma}\right)\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-E \chi\left(\frac{\eta_{t}}{\sigma}\right)\right)\right) E \varepsilon_{t-1} \\
& +2 \sum_{t>k}^{n} E\left(\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-E \chi\left(\frac{\eta_{t}}{\sigma}\right)\right) \psi\left(\frac{\eta_{k}}{\sigma}\right)\right) E \varepsilon_{k-1} \\
= & 0 . \tag{4.12}
\end{align*}
$$

Hence, (4.1) follows immediately from (4.7)-(4.12).

Similarly to the proof of $D_{n}(\theta)$, we easily prove that the matrix $\operatorname{Var}\left(S_{n}(\theta)\right)$ is positive definite. Thus, we complete the proof of Lemma 4.1.

Lemma 4.2 Assume that (A1) and (A4) hold. Then:
(1) for $|a|<1$, we have

$$
\begin{equation*}
F_{n}(\theta)-D_{n}(\theta)=O_{p}\left(n^{\frac{1}{2}}\right), \quad n \rightarrow \infty \tag{4.13}
\end{equation*}
$$

(2) for $|a|=1$, we have

$$
F_{n}(\theta)-D_{n}(\theta)=\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n)  \tag{4.14}\\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) \\
* & * & O_{p}\left(n^{\frac{3}{2}}\right)
\end{array}\right)
$$

where the * indicates that the elements are filled in by symmetry;
(3) for $|a|>1$, we have

$$
F_{n}(\theta)-D_{n}(\theta)=\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right)  \tag{4.15}\\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) \\
* & * & O_{p}\left(a^{2 n}\right)
\end{array}\right)
$$

Proof By (3.3) and (4.2), we obtain

$$
\begin{align*}
n^{-1}\{ & \left.X_{n}(a, \omega)-b X_{n}(a)-n b\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right\} \\
= & \frac{1}{n \sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)-b\right\}\left(X_{t}-a X_{t-1}\right)\left(X_{t}-a X_{t-1}\right)^{T} \\
& +\frac{1}{n \sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \zeta_{t} \zeta_{t}^{T}-b \sigma_{\zeta}^{2} I_{d}\right\} \\
& +\frac{a^{2}}{n \sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \zeta_{t-1} \zeta_{t-1}^{T}-b \sigma_{\zeta}^{2} I_{d}\right\} \\
& -\frac{2 a}{n \sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \zeta_{t} \zeta_{t-1}^{T}-\frac{2}{n \sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t}-a X_{t-1}\right) \zeta_{t}^{T} \\
& +\frac{2 a}{n \sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t}-a X_{t-1}\right) \zeta_{t-1}^{T} \\
= & U_{1}+U_{2}+U_{3}+U_{4}+U_{5}+U_{6} . \tag{4.16}
\end{align*}
$$

Note that $\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right), t=1,2, \ldots, n\right\}$ are i.i.d. random variables with finite variance $\operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)$, we have

$$
\begin{align*}
\operatorname{Var}\left\{n^{-1} \sum_{t=1}^{n}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)\right\} & =n^{-2} \sum_{t=1}^{n} \operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right) \\
& =n^{-1} \operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{1}}{\sigma}\right)\right)=O\left(n^{-1}\right) \tag{4.17}
\end{align*}
$$

By the Chebyshev inequality and (4.17), we have

$$
\begin{align*}
\left(U_{1}\right)_{i j} & =\frac{1}{n \sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right\}\left(X_{t}-a X_{t-1}\right)_{i}\left(X_{t}-a X_{t-1}\right)_{j}^{T} \\
& \leq \frac{1}{\sigma} \max \left\|X_{t}-a X_{t-1}\right\|^{2} \cdot n^{-1} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right\} \\
& =O_{p}\left(n^{-\frac{1}{2}}\right) \tag{4.18}
\end{align*}
$$

Similarly, we obtain

$$
\begin{equation*}
\left(U_{i}\right)_{i j}=O_{p}\left(n^{-\frac{1}{2}}\right) \tag{4.19}
\end{equation*}
$$

By (4.16), (4.18), and (4.19), we have

$$
\begin{equation*}
X_{n}(\theta, \omega)-b X_{n}(a)-n b\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}=O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.20}
\end{equation*}
$$

By (2.12) and (4.2), we easily obtain

$$
\begin{align*}
& \frac{\partial^{2} Q}{\partial \beta^{T} \partial \sigma}-\frac{c}{\sigma} \sum_{t=1}^{n}\left(X_{t}-a X_{t-1}\right)^{T} \\
& \quad=\frac{1}{\sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\eta_{t}}{\sigma}-E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\eta_{t}}{\sigma}\right)\right\}\left(X_{t}-a X_{t-1}\right)^{T} \\
& \quad-\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\eta_{t}}{\sigma}\left(\zeta_{t}-a \zeta_{t-1}\right)^{T} \\
& =O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.21}
\end{align*}
$$

By (3.5) and (4.2), we obtain

$$
\begin{align*}
n^{-\frac{1}{2}}\left\{\frac{\partial^{2} Q}{\partial \beta^{T} \partial a}-0\right\}= & n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}\right)^{T} \\
& -n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\left(\zeta_{t}-a \zeta_{t-1}\right)^{T} \\
& +n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) X_{t-1}^{T}-n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \zeta_{t-1}^{T} \\
= & n^{-\frac{1}{2}}\left(U_{1}+U_{2}+U_{3}+U_{4}\right) \tag{4.22}
\end{align*}
$$

Note that $\left\{\psi^{\prime}\left(\frac{\eta t}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}, H_{t}\right\}$ is a martingale difference sequence with

$$
\operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\right)=E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)^{2} E\left(\frac{\varepsilon_{t-1}^{2}}{\sigma^{2}}\right)
$$

so we have

$$
\begin{align*}
& \left(\operatorname{Var}\left\{n^{-1} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}\right)^{T}\right\}\right)_{i j} \\
& \quad=n^{-2} \sum_{t=1}^{n} \operatorname{Var}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\right\}\left(X_{t}-a X_{t-1}\right)_{i}\left(X_{t}-a X_{t-1}\right)_{j}^{T} \\
& \quad \leq \frac{1}{\sigma^{2}} \max \left\|X_{t}-a X_{t-1}\right\|^{2} E\left(\psi^{\prime}\left(\frac{\eta_{1}}{\sigma}\right)\right)^{2} n^{-2} \sum_{t=1}^{n} E\left(\varepsilon_{t-1}^{2}\right) \\
& \quad=O\left(\Delta_{n}(a, \sigma) n^{-2}\right) \tag{4.23}
\end{align*}
$$

By the Chebyshev inequality and (4.23), we have

$$
\begin{equation*}
\left(U_{1}\right)_{i}=O_{p}\left(\Delta_{n}^{\frac{1}{2}}(a, \sigma)\right) . \tag{4.24}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\left(U_{2}\right)_{i}=O_{p}\left(\Delta_{n}^{\frac{1}{2}}(a, \sigma)\right) \tag{4.25}
\end{equation*}
$$

It is easy to show that

$$
\begin{equation*}
\left(U_{3}\right)_{i}=O_{p}\left(n^{\frac{1}{2}}\right), \quad U_{4}=O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.26}
\end{equation*}
$$

By (4.22) and (4.24)-(4.26), we have

$$
\begin{equation*}
\frac{\partial^{2} Q}{\partial \beta^{T} \partial a}-0=O_{p}\left(\Delta_{n}^{\frac{1}{2}}(a, \sigma)\right) \tag{4.27}
\end{equation*}
$$

By (3.6) and (4.2), we obtain

$$
\begin{align*}
\frac{\partial^{2} Q}{\partial \sigma^{2}}-\frac{n d}{\sigma} & =\frac{1}{\sigma}\left\{\sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}^{2}-n d\right\}=\frac{1}{\sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}^{2}-E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}^{2}\right)\right\} \\
& =O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.28}
\end{align*}
$$

Note that $\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t} \varepsilon_{t-1}, H_{t}\right\}$ is a martingale difference sequence with $\operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t} \varepsilon_{t-1}\right)=$ $\operatorname{Var}\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t}\right) \operatorname{Var}\left(\varepsilon_{t-1}\right)$, and by (3.7) and (4.2), we obtain

$$
\begin{equation*}
\frac{\partial^{2} Q}{\partial \sigma \partial a}-0=\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \eta_{t} \varepsilon_{t-1}=O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.29}
\end{equation*}
$$

By (3.8) and (4.2), we obtain

$$
\begin{align*}
n^{-1}\left\{\frac{\partial^{2} Q}{\partial a^{2}}-\frac{b}{\sigma_{0}} \Delta_{n}(a, \sigma)\right\}= & \frac{1}{n \sigma}\left\{\sum_{t=1}^{n} \psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}^{2}-b \Delta_{n}(a, \sigma)\right\} \\
= & \frac{1}{n \sigma} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)\right\} \varepsilon_{t-1}^{2} \\
& +\frac{b}{\Delta_{n}(a, \sigma) \sigma} \sum_{t=1}^{n}\left(\varepsilon_{t-1}^{2}-E\left(\varepsilon_{t-1}^{2}\right)\right) \\
= & T_{1}+T_{2} \tag{4.30}
\end{align*}
$$

Since we easily prove that $\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right) \varepsilon_{t-1}^{2}, H_{t}\right\}$ is a martingale difference sequence,

$$
\begin{align*}
\operatorname{Var}\left(T_{1}\right) & =\frac{1}{(n \sigma)^{2}} \sum_{t=1}^{n} E\left\{\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)-E\left(\psi^{\prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)\right\}^{2} E\left(\varepsilon_{t-1}^{4}\right) \\
& =\frac{1}{(n \sigma)^{2}} \operatorname{Var}\left\{\psi^{\prime}\left(\frac{\eta_{1}}{\sigma}\right)\right\} \sum_{t=1}^{n} E\left(\varepsilon_{t-1}^{4}\right) . \tag{4.31}
\end{align*}
$$

By (2.1), we obtain

$$
\begin{align*}
E\left(\varepsilon_{t-1}^{4}\right) & \leq \sum_{j=1}^{t-1} a^{4(t-1-j)} E \eta_{j}^{4}+\sigma^{4} \sum_{j=1}^{t-1} a^{2(t-1-j)} \sum_{k=1}^{t-1} a^{2(t-1-k)} \\
& = \begin{cases}E \eta_{1}^{4} \frac{a^{4(t-2)}\left(1-a^{-4(t-1)}\right)}{1-a^{-4}}+3 \sigma^{4}\left(\frac{a^{2(t-2)}\left(1-a^{-2(t-1)}\right)}{1-a^{-2}}\right)^{2}, & \text { if }|a| \neq 1, \\
E \eta_{1}^{4}(t-1)+\sigma^{4}(t-1)^{2}, & \text { if }|a|=1 .\end{cases} \tag{4.32}
\end{align*}
$$

Thus

$$
\begin{align*}
& \sum_{t=1}^{n} E\left(\varepsilon_{t-1}^{4}\right) \\
& \quad \leq \begin{cases}E \eta_{1}^{4}\left(\frac{a^{4 n}-1}{\left(1-a^{-4}\right)^{2}}-\frac{n}{a^{4}-1}\right)+\frac{3 \sigma^{4}}{\left(1-a^{-2}\right)^{2}}\left(\frac{a^{4 n}-1}{1-a^{-4}}-\frac{2\left(a^{2 n}-1\right)}{a^{-2}\left(1-a^{-2}\right)}+n a^{-4}\right), & |a| \neq 1, \\
\frac{1}{2} E \eta_{1}^{4} n(n-1)+\sigma^{4} \frac{(n-1) n(2 n-1)}{6}, & |a|=1 .\end{cases} \tag{4.33}
\end{align*}
$$

That is,

$$
\sum_{t=1}^{n} E\left(\varepsilon_{t-1}^{4}\right)= \begin{cases}O(n), & \text { if }|a|<1  \tag{4.34}\\ O\left(a^{4 n}\right), & \text { if }|a|>1 \\ O\left(n^{3}\right), & \text { if }|a|=1\end{cases}
$$

By Chebyshev inequality and (4.31)-(4.34), we have

$$
T_{1}= \begin{cases}O_{p}\left(n^{-\frac{1}{2}}\right), & \text { if }|a|<1,  \tag{4.35}\\ O_{p}\left(n^{-1} a^{2 n}\right), & \text { if }|a|>1, \\ O_{p}\left(n^{\frac{1}{2}}\right), & \text { if }|a|=1 .\end{cases}
$$

Similarly to the proof of (4.35), we easily obtain

$$
T_{2}= \begin{cases}O_{p}\left(n^{-\frac{1}{2}}\right), & \text { if }\left|a_{0}\right|<1,  \tag{4.36}\\ O_{p}(1), & \text { if }\left|a_{0}\right|>1, \\ O_{p}\left(n^{-\frac{1}{2}}\right), & \text { if }\left|a_{0}\right|=1\end{cases}
$$

Hence, by (4.30), (4.35), and (4.36), we have

$$
\frac{\partial^{2} Q}{\partial a^{2}}-\frac{b}{\sigma} \Delta_{n}(\theta)= \begin{cases}O_{p}\left(n^{\frac{1}{2}}\right), & \text { if }|a|<1  \tag{4.37}\\ O_{p}\left(a^{2 n}\right), & \text { if }|a|>1 \\ O_{p}\left(n^{\frac{3}{2}}\right), & \text { if }|a|=1\end{cases}
$$

Thus Lemma 4.2 follows from (4.20), (4.21), (4.27)-(4.29), and (4.37).
Lemma 4.3 Assume that (A1), (A3), and (A4) hold, and $E \eta_{t}^{6}<\infty, E\left(\psi^{\prime \prime}\left(\frac{\eta_{t}}{\sigma}\right)\right)^{2}<\infty$ and $\theta \in \Theta$. Then, as $n \rightarrow \infty$ :
(1) for $|a|<1$, we have

$$
R_{n l}(\theta)=\frac{\partial}{\partial \theta_{l}} \frac{\partial^{2}}{\partial \theta^{T} \partial \theta} Q(\theta)=\frac{\partial}{\partial \theta_{l}} F_{n}(\theta)=O_{p}\left(n^{\frac{1}{2}}\right), \quad l=1,2, \ldots, d+2 ;
$$

(2) for $|a|=1$, we have

$$
R_{n l}(\theta)=\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & * & O_{p}(n)
\end{array}\right)_{(d+2) \times(d+2)} \\
& \vdots & \\
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & * & O_{p}(n)
\end{array}\right)_{(d+2) \times(d+2)} \\
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}(n) \\
* & * & O_{p}\left(n^{\frac{3}{2}}\right)
\end{array}\right)_{(d+2) \times(d+2)} \\
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{3}{2}}\right) & O_{p}\left(n^{\frac{3}{2}}\right) & O_{p}\left(n^{\frac{3}{2}}\right) \\
* & O_{p}\left(n^{\frac{3}{2}}\right) & O_{p}\left(n^{\frac{3}{2}}\right) \\
* & * & O_{p}\left(n^{2}\right)
\end{array}\right)_{(d+2) \times(d+2)}
\end{array}\right)_{(d+2) \times 1} ;
$$

(3) for $|a|>1$, we have

$$
R_{n l}(\theta)=\left(\begin{array}{ccc}
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & * & O_{p}\left(a^{n}\right)
\end{array}\right)_{(d+2) \times(d+2)} \vdots \\
\\
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & * & O_{p}\left(a^{n}\right)
\end{array}\right)_{(d+2) \times(d+2)} \\
\left(\begin{array}{ccc}
O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & O_{p}\left(n^{\frac{1}{2}}\right) & O_{p}\left(a^{n}\right) \\
* & * & O_{p}\left(a^{2 n}\right)
\end{array}\right)_{(d+2) \times(d+2)} \\
\left(\begin{array}{ccc}
O_{p}\left(a^{n}\right) & O_{p}\left(a^{n}\right) & O_{p}\left(a^{2 n}\right) \\
* & O_{p}\left(a^{n}\right) & O_{p}\left(a^{2 n}\right) \\
* & * & O_{p}\left(a^{3 n}\right)
\end{array}\right)_{(d+2) \times(d+2)}
\end{array}\right)_{(d+2) \times 1} .
$$

Proof Let

$$
\frac{\partial}{\partial \theta_{l}} F_{n}(\theta)=\left(\begin{array}{ccc}
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial \beta} & \frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial \sigma} & \frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial a}  \tag{4.38}\\
* & \frac{\partial^{3} Q}{\partial \theta_{l} \partial \sigma^{2}} & \frac{\partial^{3} Q}{\partial \theta_{l} \partial \sigma \partial a} \\
* & * & \frac{\partial^{3} Q}{\partial \theta_{l} \partial a^{2}}
\end{array}\right) .
$$

Case 1. $l=1,2, \ldots, d$.

$$
\begin{align*}
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial \beta}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right) \\
& \cdot\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \tag{4.39}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial \sigma}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n}\left\{\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)+\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right\} \\
& \cdot\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{4.40}\\
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \beta^{T} \partial a}= & -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma} \\
& \cdot\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
& -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left\{\left(X_{t-1, l}-\zeta_{t-1, l}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}\right. \\
& \left.+\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right)\left(X_{t-1}-\zeta_{t-1}\right)^{T}\right\},  \tag{4.41}\\
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \sigma^{2}}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)^{2} \\
& -\frac{2}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right),  \tag{4.42}\\
\frac{\partial^{3} Q}{\partial \theta_{l} \partial \sigma \partial a}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma} \varepsilon_{t-1}\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right) \\
& -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right) \\
& -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)\left(X_{t-1, l}-\zeta_{t-1, l}\right), \tag{4.43}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial^{3} Q}{\partial \theta_{l} \partial a^{2}}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}^{2}\left(X_{t l}-a X_{t-1, l}-\left(\zeta_{t l}-a \zeta_{t-1, l}\right)\right) \\
& -\frac{2}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}\left(X_{t-1, l}-\zeta_{t-1, l}\right) . \tag{4.44}
\end{align*}
$$

Case 2. $l=d+1$.

$$
\begin{align*}
\frac{\partial^{3} Q}{\partial \sigma \partial \beta^{T} \partial \beta}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n}\left(\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}+\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\right) \\
& \cdot\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{4.45}\\
\frac{\partial^{3} Q}{\partial \sigma \partial \beta^{T} \partial \sigma}= & -\frac{1}{\sigma^{3}} \sum_{t=1}^{n}\left\{2 \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)+\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right\} \\
& \cdot\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{4.46}\\
\frac{\partial^{3} Q}{\partial \sigma \partial \beta^{T} \partial a}= & -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma} \frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}
\end{align*}
$$

$$
\begin{align*}
& -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \\
& \cdot\left(\frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}+\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right),  \tag{4.47}\\
\frac{\partial^{3} Q}{\partial \sigma^{3}}= & \frac{1}{\sigma^{3}} \sum_{t=1}^{n}\left(2 \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\right. \\
& \left.+\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)^{2},  \tag{4.48}\\
\frac{\partial^{3} Q}{\partial \sigma^{2} \partial a}= & -\frac{1}{\sigma^{4}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)^{2} \varepsilon_{t-1} \\
& -\frac{2}{\sigma^{3}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right) \varepsilon_{t-1}, \tag{4.49}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial^{3} Q}{\partial \sigma \partial a^{2}}=-\frac{1}{\sigma^{2}} \sum_{t=1}^{n}\left(\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}+\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\right) \varepsilon_{t-1}^{2} . \tag{4.50}
\end{equation*}
$$

Case 3. $l=d+2$.

$$
\begin{align*}
\frac{\partial^{3} Q}{\partial a \partial \beta^{T} \partial \beta}= & -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \\
& \cdot \frac{\varepsilon_{t-1}}{\sigma}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
& -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t-1}-\zeta_{t-1}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
& -\frac{1}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)\left(X_{t-1}-\zeta_{t-1}\right)^{T},  \tag{4.51}\\
\frac{\partial^{3} Q}{\partial a \partial \beta^{T} \partial \sigma}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \\
& \cdot\left(\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)\left(X_{t-1}-\zeta_{t-1}\right)^{T}+\varepsilon_{t-1}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}\right) \\
& -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sigma}\left(\varepsilon_{t}-a \varepsilon_{t-1}\right) \\
& \cdot\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{4.52}\\
\frac{\partial^{3} Q}{\partial a \partial \beta^{T} \partial a}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}^{2}\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},  \tag{4.53}\\
\frac{\partial^{3} Q}{\partial a \partial \sigma^{2}}= & -\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)^{2} \\
& -\frac{2}{\sigma} \sum_{t=1}^{n} \psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\left(\varepsilon_{t}-a \varepsilon_{t-1}\right) \varepsilon_{t-1}, \tag{4.54}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial^{3} Q}{\partial a \partial \sigma \partial a}=-\frac{1}{\sigma^{2}} \sum_{t=1}^{n}\left(\psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}+\psi^{\prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right)\right) \varepsilon_{t-1}^{2} \tag{4.55}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{3} Q}{\partial a^{3}}=-\frac{1}{\sigma^{2}} \sum_{t=1}^{n} \psi^{\prime \prime}\left(\frac{\varepsilon_{t}-a \varepsilon_{t-1}}{\sigma}\right) \varepsilon_{t-1}^{3} \tag{4.56}
\end{equation*}
$$

Similarly to the proof of Lemma 4.2, we easily obtain Lemma 4.3. Here we omit it.

Lemma 4.4 (Prakasa Rao [38]) If $\left\{X_{n}, n \geq 1\right\}$ are independent random variables with $E X_{n}=0$, and $s_{n}^{-(2+\delta)} \sum_{j=1}^{n} E\left|X_{j}\right|^{2+\delta} \rightarrow 0$ for some $\delta>0$, then

$$
s_{n}^{-1} \sum_{j=1}^{n} X_{j} \rightarrow N(0,1)
$$

where $s_{n}^{2}=\sum_{j=1}^{n} E X_{j}^{2}$.

Lemma 4.5 (Hall and Heyde [39]) Let $\left\{S_{n i}, F_{n i}, 1 \leq i \leq k_{n}, n \geq 1\right\}$ be a zero-mean, squareintegrable martingale array with differences $X_{n i}$, and let $\eta^{2}$ be an a.s. finite random variable. Suppose that $\sum_{i} E\left\{X_{n i}^{2} I\left(\left|X_{n i}\right|>\varepsilon\right) \mid F_{n, i-1}\right\} \rightarrow_{p} 0$, for all $\varepsilon \rightarrow 0$, and $\sum_{i} E\left\{X_{n i}^{2} \mid F_{n, i-1}\right\} \rightarrow_{p}$ $\eta^{2}$. Then

$$
S_{n k_{n}}=\sum_{i} X_{n i} \rightarrow_{D} Z
$$

where the r.v. $Z$ has characteristic function $E\left\{\exp \left(-\frac{1}{2} \eta^{2} t^{2}\right)\right\}$.
Proof of Theorem 3.1 Expanding $\frac{\partial}{\partial \theta} Q\left(\hat{\theta}_{n}\right)$ about $\theta$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \theta} Q\left(\hat{\theta}_{n}\right)=\frac{\partial}{\partial \theta} Q(\theta)+\left(\hat{\theta}_{n}-\theta\right) \frac{\partial^{2}}{\partial \theta^{T} \partial \theta} Q(\theta)+\frac{1}{2}\left[\tilde{R}_{n l}\left(\bar{\theta}, \hat{\theta}_{n}, \theta\right)\right]_{1 \leq l \leq d+2} \tag{4.57}
\end{equation*}
$$

where $\bar{\theta}=s \hat{\theta}_{n}+(1-s) \theta$ for some $0 \leq s \leq 1$ and

$$
\left[\tilde{R}_{n l}\left(\bar{\theta}, \hat{\theta}_{n}, \theta\right)\right]_{1 \leq l \leq d+2}=\left\{\left(\hat{\theta}_{n}-\theta\right) R_{n 1}(\bar{\theta})\left(\hat{\theta}_{n}-\theta\right)^{T}, \ldots,\left(\hat{\theta}_{n}-\theta\right) R_{n, d+2}(\bar{\theta})\left(\hat{\theta}_{n}-\theta\right)^{T}\right\}
$$

By (2.9)-(2.11) and (3.1), (3.2), we have

$$
\begin{equation*}
0=S_{n}(\theta)+\left(\hat{\theta}_{n}-\theta\right) F_{n}(\theta)+\frac{1}{2}\left[\tilde{R}_{n l}\left(\bar{\theta}, \hat{\theta}_{n}, \theta\right)\right]_{1 \leq l \leq d+2} \tag{4.58}
\end{equation*}
$$

By (4.58), we have

$$
\begin{equation*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta)=-S_{n}(\theta)-\left(\hat{\theta}_{n}-\theta\right)\left(D_{n}(\theta)-F_{n}(\theta)\right)-\frac{1}{2}\left[\tilde{R}_{n l}\left(\bar{\theta}, \hat{\theta}_{n}, \theta\right)\right]_{1 \leq l \leq d+2} . \tag{4.59}
\end{equation*}
$$

(1) $|a|<1$. By Lemma 4.3(1), Lemma 4.2(1), (2.9)-(2.11), and $\theta \in \Theta_{1}$, we have

$$
\begin{align*}
n^{-\frac{1}{2}}\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta)= & -n^{-\frac{1}{2}} S_{n}(\theta)+o_{p}(1) \\
= & n^{-\frac{1}{2}}\left\{\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},\right. \\
& \left.\sum_{t=1}^{n} \chi\left(\frac{\eta_{t}}{\sigma}\right)-A_{n}, \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right\}+o_{p}(1) \\
= & n^{-\frac{1}{2}}\left\{\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},\right. \\
& \left.\sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right), \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right\}+o_{p}(1) . \tag{4.60}
\end{align*}
$$

Note that $\operatorname{Var}\left(S_{n}(\theta)\right)=O(n)$, so we have

$$
\begin{align*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta) \operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)= & -S_{n}(\theta) \operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)+o_{p}(1) \\
= & \left\{-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma},\right. \\
& \left.\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}}\right\} \\
& +o_{p}(1) . \tag{4.61}
\end{align*}
$$

By Lemma 2 of Silvapullé [25], we easily obtain

$$
\begin{equation*}
-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma} \rightarrow_{D} N\left(0, I_{d+1}\right), \quad n \rightarrow \infty \tag{4.62}
\end{equation*}
$$

In the following, we will prove that

$$
\begin{equation*}
\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}} \rightarrow N(0,1), \quad n \rightarrow \infty \tag{4.63}
\end{equation*}
$$

Note that $\left\{\psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}}, H_{t}\right\}$ is a martingale differences sequence, so we will verify the Lindeberg conditions for their convergence to normality.

From (1.2), we have

$$
\begin{align*}
\left(1-a^{2}\right) \sum_{t=2}^{n} \varepsilon_{t-1}^{2}+\varepsilon_{n}^{2}-\varepsilon_{1}^{2} & =\sum_{t=2}^{n}\left(\varepsilon_{t}^{2}-a^{2} \varepsilon_{t-1}^{2}\right) \\
& =\sum_{t=2}^{n}\left(\varepsilon_{t}-a \varepsilon_{t-1}\right)\left(\varepsilon_{t}+a \varepsilon_{t-1}\right) \\
& =\sum_{t=2}^{n} \eta_{t}\left(\eta_{t}+2 a \varepsilon_{t-1}\right) \\
& =\sum_{t=2}^{n} \eta_{t}^{2}+2 a \sum_{t=2}^{n} \eta_{t} \varepsilon_{t-1} . \tag{4.64}
\end{align*}
$$

$\operatorname{By} \operatorname{Var}\left(\sum_{t=2}^{n} \eta_{t} \varepsilon_{t-1}\right)=\sigma^{2} \Delta_{n}(a, \sigma)=\sigma^{2} n$ and Chebyshev inequality, we have

$$
\begin{equation*}
\sum_{t=2}^{n} \eta_{t} \varepsilon_{t-1}=O_{p}\left(n^{\frac{1}{2}}\right) \tag{4.65}
\end{equation*}
$$

Obviously, $n^{-1} \sum_{t=2}^{n} \eta_{t}^{2} \rightarrow_{p} E \eta_{1}^{2}$. By (4.46) and $\max _{1 \leq t \leq n} \frac{\varepsilon_{t}^{2}}{n}=o_{p}(1)$, we have

$$
\begin{equation*}
\sum_{t=2}^{n} \varepsilon_{t-1}^{2}=O_{p}(n) \tag{4.66}
\end{equation*}
$$

By (4.65), we have

$$
\begin{align*}
& \sum_{t=1}^{n} E\left(\left.\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-1} \psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}^{2} \right\rvert\, H_{t-1}\right) \\
& \quad=\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-1} \sum_{t=1}^{n} \varepsilon_{t-1}^{2} E\left(\psi^{2}\left(\frac{\eta_{t}}{\sigma}\right)\right) \\
& \quad=\left(\Delta_{n}(a, \sigma)\right)^{-1} \sum_{t=1}^{n} \varepsilon_{t-1}^{2}=1+o_{p}(1) \tag{4.67}
\end{align*}
$$

For given $\delta>0$, there is a set whose probability approaches 1 as $n \rightarrow \infty$ on which $\max _{1 \leq t \leq n}\left|\frac{\varepsilon_{t}}{\sqrt{n}}\right| \leq \delta$. In this event, for any $c>0$,

$$
\begin{align*}
& \sum_{t=1}^{n} E\left\{\left.\psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}^{2}}{n} I\left(\left|\psi\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sqrt{n}}\right|>c\right) \right\rvert\, H_{t-1}\right\} \\
& \quad=\sum_{t=1}^{n} \int_{c}^{\infty} y^{2} d P\left\{\left.\left|\psi\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{\sqrt{n}}\right| \leq y \right\rvert\, H_{t-1}\right\} \\
& \quad=\sum_{t=1}^{n} \frac{\varepsilon_{t-1}^{2}}{n} \int_{\frac{c}{\frac{c}{t-1}} \sqrt{n}}^{\infty} y^{2} d P\left\{\left.\left|\psi\left(\frac{\eta_{t}}{\sigma}\right)\right| \leq y \right\rvert\, H_{t-1}\right\} \\
& \quad \leq \sum_{t=1}^{n} \frac{\varepsilon_{t-1}^{2}}{n} \int_{\frac{c}{\delta}}^{\infty} y^{2} d P\left\{\left.\left|\psi\left(\frac{\eta_{t}}{\sigma}\right)\right| \leq y \right\rvert\, H_{t-1}\right\} \\
& \quad=o_{\delta} \sum_{t=1}^{n} \frac{\varepsilon_{t-1}^{2}}{n}=o_{\delta} O_{p}(1) \rightarrow 0, \quad n \rightarrow \infty . \tag{4.68}
\end{align*}
$$

Here $o_{\delta} \rightarrow 0$ as $\delta \rightarrow 0$. This verifies the Lindeberg conditions, hence (4.63) follows from Lemma 4.5.
Note that $-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma}$ are asymptotic independent of

$$
\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}}
$$

Therefore, we obtain Theorem 3.1(1) from (4.61)-(4.63).
(2) For $|a|=1$. By Lemma 4.5(2), Lemma 4.2(2), (2.9)-(2.11), (4.59), and $\theta \in \Theta_{2}$, we have

$$
\begin{align*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta)= & S_{n}(\theta)+\left(O_{p}(1), O_{p}\left(n^{\frac{1}{2}}\right)\right)+\left(O_{p}\left(n^{-\frac{1}{2}}\right), O_{p}\left(n^{\frac{1}{2}}\right)\right) \\
= & \left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}\right. \\
& \left.\sum_{t=1}^{n} \chi\left(\frac{\eta_{t}}{\sigma}\right)-A_{n}, \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)+\left(O_{p}(1), O_{p}\left(n^{\frac{1}{2}}\right)\right) \\
= & \left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},\right. \\
& \left.\sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right), \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)+\left(O_{p}(1), O_{p}\left(n^{\frac{1}{2}}\right)\right) . \tag{4.69}
\end{align*}
$$

Note that $\operatorname{Var}\left(S_{n}(\theta)\right)=\operatorname{diag}\left(O(n), O\left(n^{2}\right)\right)$, so we have

$$
\begin{align*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta) \operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)= & \left\{-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma}\right. \\
& \left.\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}}\right\} \\
& +o_{p}(1) \tag{4.70}
\end{align*}
$$

Similarly to the proof of (4.67) and (4.68), we have

$$
\begin{equation*}
\sum_{t=1}^{n} E\left(\left.\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-1} \psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}^{2} \right\rvert\, H_{t-1}\right)=1+o_{p}(1) \tag{4.71}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{t=1}^{n} E\left\{\left.\psi^{2}\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}^{2}}{n^{2}} I\left(\left|\psi\left(\frac{\eta_{t}}{\sigma}\right) \frac{\varepsilon_{t-1}}{n}\right|>c\right) \right\rvert\, H_{t-1}\right\} \rightarrow 0, \quad n \rightarrow \infty \tag{4.72}
\end{equation*}
$$

This verifies the Lindeberg conditions, hence (4.63) follows from Lemma 4.5. Similarly to the proof of Theorem 3.1(1), we easily prove Theorem 3.1(2).
(3) For $|a|>1$. By Lemma 4.3(3), Lemma 4.2(3), (2.9)-(2.11), (4.59), and $\theta \in \Theta_{3}$, we have

$$
\begin{align*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta)= & S_{n}(\theta)+\left(O_{p}(1), O_{p}\left(a^{n} n^{-\frac{1}{2}}\right)\right)+\left(O_{p}\left(n^{-\frac{1}{2}}\right), O_{p}\left(a^{n} n^{-1}\right)\right) \\
= & \left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T}\right. \\
& \left.\sum_{t=1}^{n} \chi\left(\frac{\eta_{t}}{\sigma}\right)-A_{n}, \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)+\left(O_{p}(1), O_{p}\left(a^{n} n^{-\frac{1}{2}}\right)\right) \\
= & \left(\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T},\right. \\
& \left.\sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right), \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\right)+\left(O_{p}(1), O_{p}\left(a^{n} n^{-\frac{1}{2}}\right)\right) . \tag{4.73}
\end{align*}
$$

Note that $\operatorname{Var}\left(S_{n}(\theta)\right)=\operatorname{diag}\left(O(n), O\left(a^{2 n}\right)\right)$, so we have

$$
\begin{align*}
\left(\hat{\theta}_{n}-\theta\right) D_{n}(\theta) \operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)= & \left\{-\left[S_{n}(\theta)\right]_{\beta, \sigma}\left[\operatorname{Var}^{-\frac{1}{2}}\left(S_{n}(\theta)\right)\right]_{\beta, \sigma},\right. \\
& \left.\sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1}\left(E \psi^{2}\left(\frac{\eta_{1}}{\sigma}\right) \Delta_{n}(a, \sigma)\right)^{-\frac{1}{2}}\right\} \\
& +o_{p}(1) . \tag{4.74}
\end{align*}
$$

Similarly to the proof of Theorem 3.1(1), we easily prove Theorem 3.1(3). The proof of Theorem 3.1 is now complete.

## Proof of Theorem 3.2

Case 1. For $|a|<1$. A first step towards (4.74) is to show that

$$
\begin{align*}
& n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} \\
& \quad \rightarrow N\left(0,\left(n^{-1} X_{n}(a)+\left(1+a^{2}\right) \sigma_{\zeta}^{2} I_{d}\right) E\left(\psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right)\right), \quad n \rightarrow \infty \tag{4.75}
\end{align*}
$$

Let $u \in R^{d}$ with $|u|=1$. Then

$$
\begin{align*}
s_{n}^{2} & =\operatorname{Var}\left\{n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} u\right\} \\
& =\left(n^{-1} u^{T} X_{n}(a) u+\left(1+a^{2}\right) \sigma_{\zeta}^{2}\right) E\left(\psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right)=O(1) . \tag{4.76}
\end{align*}
$$

Thus,

$$
\begin{align*}
& s_{n}^{-(2+\delta)} \sum_{t=1}^{n} E\left|n^{-\frac{1}{2}} \psi\left(\frac{\eta_{t}}{\sigma}\right)\left(X_{t}-a X_{t-1}-\left(\zeta_{t}-a \zeta_{t-1}\right)\right)^{T} u\right|^{2+\delta} \\
& \quad=s_{n}^{-(2+\delta)} n^{-\frac{2+\delta}{2}} E\left|\psi\left(\frac{\eta_{t}}{\sigma}\right)\right|^{2+\delta} \sum_{t=1}^{n}\left(\left|\left(X_{t}-a X_{t-1}\right)^{T} u\right|^{2+\delta}+E\left|\left(\zeta_{t}-a \zeta_{t-1}\right)^{T} u\right|^{2+\delta}\right) \\
& \quad=O(1) n^{-\frac{\delta}{2}} E\left|\psi\left(\frac{\eta_{t}}{\sigma}\right)\right|^{2+\delta}\left(\max _{1 \leq t \leq n}\left|\left(X_{t}-a X_{t-1}\right)^{T} u\right|^{2+\delta}+O(1)\right) \\
& \quad \rightarrow 0, \quad n \rightarrow \infty \tag{4.77}
\end{align*}
$$

By Lemma 4.4 and the Cramer-Wold device, (4.75) follows from (4.77).
Next we need to show that

$$
\begin{equation*}
n^{-\frac{1}{2}} \sum_{t=1}^{n}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right) \rightarrow N\left(0, \operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right)\right), \quad n \rightarrow \infty . \tag{4.78}
\end{equation*}
$$

In fact,

$$
\begin{align*}
& \left(\operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right)\right)^{-\frac{2+\delta}{2}} \sum_{t=1}^{n} E\left|n^{-\frac{1}{2}}\left(\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right)\right|^{2+\delta} \\
& \quad=\left(\operatorname{Var}\left(\chi\left(\frac{\eta_{1}}{\sigma}\right)\right)\right)^{-\frac{2+\delta}{2}} n^{-\frac{\delta}{2}} E\left|\chi\left(\frac{\eta_{t}}{\sigma}\right)-A\right|^{2+\delta} \\
& \rightarrow 0, \quad n \rightarrow \infty . \tag{4.79}
\end{align*}
$$

By Lemma 4.4, (4.78) follows from (4.79).
Finally, by (4.63), we easily prove that

$$
\begin{equation*}
n^{-\frac{1}{2}} \sum_{t=1}^{n} \psi\left(\frac{\eta_{t}}{\sigma}\right) \varepsilon_{t-1} \rightarrow N\left(0, \frac{\sigma^{2}}{1-a^{2}} E\left(\psi^{2}\left(\frac{\eta_{1}}{\sigma}\right)\right)\right), \quad n \rightarrow \infty \tag{4.80}
\end{equation*}
$$

Case 2 . For $|a| \geq 1$. Similarly to the proof of Case 1, we easily prove this case.
This completes the proof of Theorem 3.2.

## 5 Numerical example

In the section, we will simulate a simple linear regression model (1.1) with (1.2), where $X_{t}=10 \cos \left(\frac{2 \pi t}{50}\right), \beta=3, n=50, \zeta_{t}$ and $\eta_{t} \sim N(0,1)$.

We take $\rho(u)=u(2 \Phi(u)-1)+2 \Phi(u)-\frac{2}{\sqrt{2 \pi}}, \psi(u)=2 \Phi(u)-1, \chi(u)=\frac{2}{\sqrt{2 \pi}}-2 \Phi^{\prime}(u)$, $A_{n}=\frac{(\sqrt{2}-1) n}{\sqrt{\pi}}$, where $\Phi(\cdot)$ and $\Phi^{\prime}(\cdot)$ are the distribution and density function of standard normal $N(0,1)$, respectively Hu [1]. In the following, we calculate by using our method and the quasi-Newton line search method.

Case 1. For $a=0.5$, we have $\hat{\beta}_{n}=3.1125, \hat{a}_{n}=0.4074$, and $\hat{\sigma}_{n}=0.9940 . \hat{\beta}_{n}$ and $\hat{\sigma}_{n}$ approximately equal $\beta$ and $\sigma$, respectively.
Case 2. For $a=-1$, we have $\hat{\beta}_{n}=3.0766, \hat{a}_{n}=-1.0000$ and $\hat{\sigma}_{n}=0.5311$. For $a=1$, we have $\hat{\beta}_{n}=3.0572, \hat{a}_{n}=1.0000$, and $\hat{\sigma}_{n}=0.5298 . \hat{\beta}_{n}$ and $\hat{a}_{n}$ approximately equal $\beta$ and $a$, respectively.
Case 3. For $a=1.1$, we have $\hat{\beta}_{n}=3.0710, \hat{a}_{n}=1.1080$, and $\hat{\sigma}_{n}=0.5307 . \hat{\beta}_{n}$ and $\hat{a}_{n}$ approximately equal $\beta$ and $a$, respectively.

The above results show that our estimation method is valid in some cases.
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