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Abstract
In this paper, for a fourth-order differential equation, we will establish some lower
bounds for the distance between zeros of a nontrivial solution and also lower bounds
for the distance between zeros of a solution and/or its derivatives. We also give some
new results related to some boundary value problems in the theory of bending of
beams. The main results will be proved by making use of some generalizations of
Opial and Wirtinger-type inequalities. Some examples are considered to illustrate the
main results.
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1 Introduction
In this paper, we are concerned with the lower bounds of the distance between zeros of
a nontrivial solution and also lower bounds of the distance between zeros of a solution
and/or its derivatives for the fourth-order differential equation

(
r(t)x′′′(t)

)′ + q(t)x(t) = , t ∈ I, (.)

where r,q : I → R are continuous measurable functions and I is a nontrivial interval of
reals. By a solution of (.) on the interval J ⊆ I, we mean a nontrivial real-valued func-
tion x ∈ C(J), which has the property that r(t)x′′′(t) ∈ C(J) and satisfies equation (.)
on J . We assume that (.) possesses such a nontrivial solution on I. An existence result
in the literature, which is related to our results in this paper, was proved by Lyapunov []
for second-order differential equations. This result states that if x(t) is a solution of the
differential equation

x′′(t) + q(t)x(t) = , t ∈R, (.)

with x(α) = x(β) =  (α < β) and x(t) �= , then

∫ β

α

∣∣q(t)∣∣dt > 
(β – α)

, (.)

where q is a real valued continuous function. This was strengthened in [] with |q(t)| re-
placed by q+ where q+ =max{q(t), }. Since the appearance of this inequality various proofs
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and generalizations or improvements have appeared in the literature for different types of
differential equations. For contributions, we refer the reader to the papers [–] and the
references cited therein.
The nontrivial solution x(t) of (.) is said to oscillate or to be oscillatory, if it has arbi-

trarily large zeros. Equation (.) is oscillatory if one of its nontrivial solutions is oscilla-
tory. Equation (.) is said to be (i, j)-disconjugate if i and j are positive integers such that
i+ j =  and no solution of (.) has an (i, j)-distribution of zeros, i.e., no nontrivial solution
has a pair of zeros of multiplicities i and j, respectively. In general, an nth order differential
equation

x(n)(t) + q(t)x(t) = , (.)

is said to be (k,n – k)-disconjugate on an interval I in case no nontrivial solution has a
zero of order k followed by a zero of order n – k. This means that, for every pair of points
a,b ∈ I , a < b, there does not exist a nontrivial solution of (.) which satisfies

x(i)(a) = , i = , . . . ,k – ,

x(j)(b) = , j = , . . . ,n – k – .

}
(.)

The least value of b such that there exists a nontrivial solution which satisfies (.) is called
the (k,n – k)-conjugate point of a. The differential equation (.) is said to disconjugate
on an interval I if one of its nontrivial solutions has at most n–  zeros. For our case, if no
nontrivial solution of (.) has more than three zeros, the equation is termed disconjugate.
Together with (k,n – k)-disconjugacy, we consider the related concept which is (k,n – k)-
disfocality. The differential equation (.) is said to be disfocal on an interval I if, for every
nontrivial solution x at least one of the functions x,x′, . . . ,x(n–) does not vanish on I . If
the equation is not disfocal on I , then there exists an integer k ( ≤ k ≤ n – ), a pair of
points a,b ∈ I , a < b and a nontrivial solution x such that k of the functions x,x′, . . . ,x(n–)

vanishes at a and the remaining n – k functions at b, i.e.,

x(i)(a) = , i = , . . . ,k – ,

x(j)(b) = , j = k, . . . ,n – .

}
(.)

Equation (.) is said to be (, )-disconjugate on [a,b] if there is no nontrivial solution x(t)
and c,d ∈ [a,b], c < d such that x(c) = x′(c) = x(d) = x′(d) = . Equation (.) is said to be
(k, –k)-disfocal on an interval I for some  ≤ k ≤  in case there does not exist a solution
xwith a zero of order k followed by a zero of x(j)∗ of order –k, where x(j)∗ = x(j) for j = , , , 
and x()∗ = (rx′′′)′. For nth order differential equations (k,n–k)-disconjugacy and disfocality
are connected by the result of Nehari [] which states that if (.) is (k,n– k)-disfocal on
(a,b) it is disconjuguate on (a,b). For more details about disconjugacy and disfocality and
the relation between them, we refer the reader to the paper [].
In [] and [], the authors established some new Lyapunov type inequalities for higher

order differential equations. Next, we present some special cases of their results for fourth-
order differential equations. In [], it is proved that if x(t) is a solution of the fourth-order
differential equation

x()(t) + q(t)x(t) = , (.)

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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which satisfies x(a) = x′(a) = x(b) = x′(b) = , then

∫ b

a

∣∣q(t)∣∣dt ≥ 
(b – a)

,

and if x(t) satisfies x(a) = x′′(a) = x(b) = x′′(b) = , then

∫ b

a

∣∣q(t)∣∣dt ≥ 
(b – a)

.

In [], the author proved that if x(t) is a solution of (.), which satisfies x(a) = x(b) = x′′(a) =
x′′(b) = , then

∫ b

a

∣∣q(t)∣∣dt ≥ 
(b – a)

.

In this paper, we are concernedwith the following problems for the general equation (.):
(i) obtain lower bounds for the spacing β – α, where x is a solution of (.) satisfying

x(i)(α) =  for i = , ,  and x′′(β) = ,
(ii) obtain lower bounds for the spacing β – α, where x is a solution of (.) satisfying

x(i)(β) =  for i = , ,  and x′′(α) = .
Wewill also establish some new results related to some boundary value problems in the

theory of bending of beams. In particular, we consider the boundary conditions

x(α) = x′(α) = x(β) = x′(β) = , (.)

which correspond to a beam clamped at each end. Second, we consider the boundary
conditions

x(α) = x′(α) = x′′(β) = x′′′(β) = , (.)

which correspond to a beam clamped at t = α and free at t = β . The study of the bound-
ary conditions x(β) = x′(β) = x′′(α) = x′′′(α) =  which correspond to a beam clamped at
t = β and free at t = α, and the boundary conditions x(α) = x′′(α) = x(β) = x′′(β) = , which
correspond to a beam hinged or supported at both ends are similar to the proof of the
boundary conditions (.)-(.) and will be left to the interested reader. For more discus-
sions of boundary conditions of the bending of beams, we refer to [, ].
The paper is organized as follows: In Section , we prove several results related to the

problems (i)-(ii) and also prove some results related to the boundary value problems of the
bending of beams with the boundary conditions (.) and (.). The main results will be
proved by employing some Opial and Wirtinger type inequalities. The results yield con-
ditions for disfocality and disconjugacy. In Section , we will discuss some special cases of
the results to derive some new results for equation (.) and give some illustrative exam-
ples. To the best of the authors knowledge, this technique has not been employed before
on equation (.), and the ideas are different from the techniques employed in [] and [].
We note of particular interest in this paper is when q is oscillatory.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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2 Main results
In this section, we will prove the main results by employing some Opial and Wirtinger
type inequalities. In the following, we present a generalization of Opial’s inequality due to
Agarwal and Pang [, Theorem ..] that we will need in the proof of the main results.

Theorem . [, Theorem ..] Assume that the functions ϑ and φ are non-negative
and measurable on the interval (α,β), m, n are real numbers such that μ/m > , and  ≤
k ≤ n–  (n≥ ) fixed. Let x ∈ C(n–)[α,β] be such that x(n–)(t) is absolutely continuous on
(α,β). If x(i)(α) =  for k ≤ i≤ n –  (n≥ ) then

∫ β

α

φ(t)
∣∣x(k)(t)∣∣l∣∣x(n)(t)∣∣m dt ≤ K(α,β)

[∫ β

α

ϑ(t)
∣∣x(n)(t)∣∣μ dt](l+m)/μ

, (.)

where

K(α,β) :=
( m
l+m )

m
μ

((n – k – )!)l

[∫ β

α

(
φμ(t)ϑ(s)–m(t)

)/(μ–m)(P,k(t)
)l(μ–)/(μ–m) dt

]μ–m
μ

,

P,k(t) :=
∫ t

α

(t – s)(n–k–)μ/(μ–)
(
ϑ(s)

)–/(μ–) ds.
(.)

If we replace x(i)(α) =  by x(i)(β) = , k ≤ i ≤ n –  (n ≥ ), then (.) holds where K is
replaced by K which is given by

K(α,β) :=
( m
l+m )

m
μ

((n – k – )!)l

[∫ β

α

(
φμ(t)ϑ–m(t)

)/(μ–m)(P,k(t)
)l(μ–)/(μ–m) dt

]μ–m
μ

, (.)

where

P,k(t) :=
∫ β

t
(s – t)(n–k–)μ/(μ–)

(
ϑ(s)

)–/(μ–) ds.
In the following, we present a special case of theWirtinger type inequality due to Agar-

wal et al. [] that we will need in the proof of themain results. For I = [α,β] and a positive
function λ ∈ C(I) with either λ′(t) >  or λ′(t) <  on I, we have

∫ β

α

λ(t)
|λ′(t)|

∣∣y′(t)
∣∣ dt ≥ 



∫ β

α

∣∣λ′(t)
∣∣∣∣y(t)∣∣ dt, (.)

for any y ∈ C(I) with y(α) =  = y(β).

Remark  It is clear that the inequality (.) is satisfied for any function y satisfying the
imposed assumptions. If we put y(t) = x′′(t) with x′′(α) =  = λ(β) or x′′(β) =  = λ(α), or
x′′(α) =  = x′′(β) and Q(t) = λ′(t), then we have the following inequality which gives a
relation between x′′(t) and x′′′(t) on the interval [α,β].

Lemma . For I = [α,β], then we have

∫ β

α

∣∣r(t)∣∣∣∣x′′′(t)
∣∣ dt ≥ 



∫ β

α

∣∣Q(t)∣∣∣∣x′′(t)
∣∣ dt, (.)

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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for any x ∈ C(I) with x′′(α) =  = x′′(β), where r(t) satisfies the equation

(
r(t)

(
λ′(t)

))′ – Q(t)λ(t) = , (.)

for any function λ(t) satisfies λ′(t) �= .

Remark  Note that equation (.) holds if one chooses r(t) =Q(t) = , where in this case

λ(t) = exp
√
t.

Also, the inequality (.) holds if r(t) = Q(t). In this case, the function r(t) satisfies the
differential equation

(
r(t)

(
λ′(t)

))′ = r(t)λ(t), (.)

for any function λ(t) satisfies λ′(t) �= .

Now, we are ready to state and prove the main results when r(t) > . For simplicity, we
introduce the following notations:

�(Q, r,P,) := 

√
 [

∫ β

α

Q(t)
r(t) P,(t)dt]


 , P,(t) :=

∫ t
α

(t–s)
r(s) ds,

�(Q, r,P,) := 

√
 [

∫ β

α

Q(t)
r(t) P,(t)dt]


 , P,(t) :=

∫ β

t
(s–t)
r(s) ds,

⎫⎬
⎭ (.)

and

�(Q, r,P,) =
√


 [

∫ β

α

Q(t)
r(t) P,(t)]


 , P,(t) =

∫ t
α


r(s) ds,

�(Q, r,P,) =
√


 [

∫ β

α

Q(t)
r(t) P,(t)]


 , P,(t) =

∫ β

t

r(s) ds.

⎫⎬
⎭ . (.)

Theorem . Suppose that x is a nontrivial solution of (.). If x(i)(α) = , for i = , ,  and
x′′(β) = , then

�(Q, r,P,) + �(Q, r,P,)≥ , (.)

where Q(t) =
∫ β

t q(s)ds. If x(i)(β) = , for i = , ,  and x′′(α) = , then

�(Q, r,P,) + �(Q, r,P,) ≥ , (.)

where Q(t) =
∫ t
α
q(s)ds.

Proof We prove (.). Multiplying (.) by x′′(t) and integrating by parts, we have

∫ β

α

(
r(t)x′′′(t)

)′x′′(t)dt = r(t)x′′′(t)x′′(t)|βα –
∫ β

α

r(t)
(
x′′′(t)

) dt
= –

∫ β

α

q(t)x′′(t)x(t)dt.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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Using the assumptions x′′(α) = x′′(β) = , and Q(t) =
∫ β

t q(s)ds, we have

∫ β

α

r(t)
(
x′′′(t)

) dt = ∫ β

α

q(t)x′′(t)x(t)dt = –
∫ β

α

Q′(t)x′′(t)x(t)dt. (.)

Integrating by parts the right-hand side, we see that

∫ β

α

Q′(t)x′′(t)x(t)dt = Q(t)x′′(t)x(t)|βα –
∫ β

α

Q(t)x′(t)x′′(t)dt

–
∫ β

α

Q(t)x(t)x′′′(t)dt.

Using the assumption x′′(β) = x′′(α) = , we see that

∫ β

α

Q′(t)x′′(t)x(t)dt = –
∫ β

α

Q(t)x′′(t)x′(t)dt –
∫ β

α

Q(t)x(t)x′′′(t)dt. (.)

Substituting (.) into (.), we have

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt ≤
∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt + ∫ β

α

∣∣Q(t)∣∣∣∣x(t)∣∣∣∣x′′′(t)
∣∣dt. (.)

Applying the inequality (.) on the integral

∫ β

α

∣∣Q(t)∣∣∣∣x(t)∣∣∣∣x′′′(t)
∣∣dt,

with φ(t) = |Q(t)|, ϑ(t) = r(t),m = , k = , l = , n =  and μ = , we get (note that x(i)(α) =
, for i = , , ) that

∫ β

α

∣∣Q(t)∣∣x(t)∣∣x′′′(t)
∣∣dt ≤ �

(
Q(t), r,P,

)[∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt], (.)

where�(Q, r,P,) is defined as in (.). Applying the inequality (.) again on the integral

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt,
with φ(t) =Q(t), ϑ(t) = r(t), k = , n = , l =m =  and μ = , we see that

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ �(Q, r,P,)
[∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt], (.)

where �(Q, r,P,) is defined as in (.). Applying the Wirtinger inequality (.) on the
integral

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt,
where x′′(α) =  = x′′(β), we see that

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt ≤ 
∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt, (.)

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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where r(t) satisfies equation (.) for any positive function λ(t). Substituting (.) into
(.), we have

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ �(Q, r,P,)
∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt. (.)

Substituting (.) and (.) into (.) and canceling the term
∫ β

α
r(t)|x′′′(t)| dt, we have

K∗
 (Q, r,P,) + �(Q, r,P,) ≥ , (.)

which is the desired inequality (.). The proof of (.) is similar by using integration
by parts and the constants �(Q, r,P,) and �(Q, r,P,) are replaced by �(Q, r,P,) and
�(Q, r,P,) which are defined as in (.). The proof is complete. �

Next, we recall the following inequality in Agarwal and Pang [].

Theorem. [] Let p(t), r(t) be nonnegativemeasurable functions on (α,β) and  ≤ k ≤
n–  (n≥ ) fixed. If x(t) ∈ Cn–[α,β] such that x(i)(α) = , k ≤ i≤ n– , x(n–) is absolutely
continuous on (α,β), then

∫ β

α

p(t)
∣∣x(k)(t)∣∣∣∣x(k+)(t)∣∣dt ≤ Cα

∫ β

α

r(t)
∣∣x(n)(t)∣∣ dt, (.)

where

Cα :=


((n – k – )!)
max
t∈[α,β]

p(t)
∫ β

α

(β – s)(n–k–)

r(s)
ds.

If x(t) ∈ Cn–[α,β] such that x(i)(β) = , k ≤ i ≤ n – , x(n–) is absolutely continuous on
(α,β) then (.) holds with Cα is replaced by Cβ where

Cβ :=


((n – k – )!)
max
t∈[α,β]

p(t)
∫ β

α

(s – α)(n–k–)

r(s)
ds.

Suppose that the solution x(t) of (.) satisfies x′(α) = x′′(α) = . Applying the inequality
(.) with p(t) =Q(t), k =  and n =  on the term

∫ β

α
|Q(t)||x′(t)||x′′(t)|dt, leads to

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ C

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt, (.)

where

C :=



max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds.

If instead x′(β) = x′′(β) = , then (.) holds where C is replaced by

C∗
 :=




max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

(s – α)

r(s)
ds.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182


Saker et al. Journal of Inequalities and Applications 2012, 2012:182 Page 8 of 19
http://www.journalofinequalitiesandapplications.com/content/2012/1/182

Using C and C∗
 instead of �(Q, r,P,) and �(Q, r,P,) in the proof of Theorem ., we

obtain the following result.

Theorem. Suppose that x is a nontrivial solution of (.). If x(i)(α) = , for i = , , , and
x′′(β) = , then

�(Q, r,P,) +



max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds≥ ,

where Q(t) =
∫ β

t q(s)ds. If x(i)(β) = , for i = , ,  and x′′(α) = , then

�(Q, r,P,) +



max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

(s – α)

r(s)
ds≥ ,

where Q(t) =
∫ t
α
q(s)ds.

If the function r(t) is nonincreasing on [α,β], then we see that

[∫ β

α

(β – s)

r(s)
ds

]
≤ 

r(β)

[∫ β

α

(β – s) ds
]

=
(β – α)

r(β)
,

and
[∫ β

α

(s – α)

r(s)
ds

]
≤ 

r(β)

[∫ β

α

(s – α) ds
]

=
(β – α)

r(β)
.

Substituting these last two inequalities into Theorem ., we have the following result.

Theorem . Assume that r(t) is a nonincreasing function and x is a nontrivial solution
of (.). If x(i)(α) = , for i = , ,  and x′′(β) = , then

�(Q, r,P,) +
(β – α)

r(β)
max
t∈[α,β]

∣∣∣∣
∫ β

t
q(s)ds

∣∣∣∣ ≥ .

If x(i)(β) = , for i = , ,  and x′′(α) = , then

�(Q, r,P,) +
(β – α)

r(β)
max
t∈[α,β]

∣∣∣∣
∫ t

α

q(s)ds
∣∣∣∣ ≥ .

We mention here that if we use the maximum value of |Q(t)|, we see that
∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt. (.)

It is worth mentioning here that the inequality due to Fink [] can be applied on the term∫ β

α
|x′(t)||x′′(t)|dt. This in fact will give new results when r(t) is a nonincreasing function.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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We now state this inequality. Let  ≤ k < r < n (n ≥ ) but fixed and let x(t) ∈ Cn–[,β]
such that x(i)() = , k ≤ i ≤ n – , x(n–) is absolutely continuous on (,β) and 

γ
+ 

μ
= .

Then

∫ β



∣∣x(k)(t)∣∣∣∣x(r)(t)∣∣dt ≤ C(n,k, r,μ)βn–k–r+–/μ
[∫ β



∣∣x(n)(t)∣∣μ dt]/μ

, (.)

where

C(n,k, r,μ) =


((n – k – )!)[(n – k – )γ + ]/γ
.

The details of the application of (.) will be left to the interested reader. One can note
that the inequality (.) has been proved without weighted functions, so it will be in-
teresting to extend this inequality and prove an inequality similar to the inequality (.)
with weighted functions.
In the following, we apply an inequality due to Boyd [] and the Schwarz inequality to

obtain results similar to Theorem .. The Boyd inequality states that if y ∈ C[a,b] with
y(a) =  (or y(b) = ), then

∫ b

a

∣∣y(t)∣∣ν∣∣y′(t)
∣∣η dt ≤ N(ν,η, s)(b – a)ν

(∫ b

a

∣∣y′(t)
∣∣s dt)

ν+η
s
, (.)

where ν > , s > ,  ≤ η < s,

N(ν,η, s) :=
(s – η)νν

(s – )(ν + η)(I(ν,η, s))ν
σ ν+η–s, σ :=

{
ν(s – ) + (s – η)
(s – )(ν + η)

} 
s
, (.)

and

I(ν,η, s) :=
∫ 



{
 +

s(η – )
s – η

t
}–(ν+η+sν)/sν[

 + (η – )t
]
t/ν– dt.

Note that the inequality (.) has immediate application to the case where y(a) = y(b) = .
Choose c = (a + b)/ and apply (.) to [a, c] and [c,b], and then add to obtain

∫ b

a

∣∣y(t)∣∣ν∣∣y′(t)
∣∣η dt ≤ N(ν,η, s)

(
b – a


)ν(∫ b

a

∣∣y′(t)
∣∣s dt)

ν+η
s
, (.)

where N(ν,η, s) is defined as in (.). The inequality (.) has an immediate application
when η = s, to the case where y(a) =  (or y(b) = ). In this case, equation (.) becomes

∫ b

a

∣∣y(t)∣∣ν∣∣y′(t)
∣∣η dt ≤ L(ν,η)(b – a)ν

(∫ b

a

∣∣y′(t)
∣∣η dt)

ν+η
η

, (.)

where

L(ν,η) :=
ηνη

ν + η

(
ν

ν + η

) ν
η
(

( η+
η

+ 
ν
)

( η+
η
)( 

ν
)

)ν

, (.)

and  is the Gamma function.
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Applying the Schwarz inequality,

∫ β

α

∣∣f (t)g(t)∣∣dt ≤
(∫ β

α

∣∣f (t)∣∣ dt) 
 ×

(∫ β

α

∣∣g(t)∣∣ dt) 

, (.)

on the term
∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt,
we see that

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤
(∫ β

α

∣∣Q(t)∣∣ dt) 

(∫ β

α

∣∣x′(t)
∣∣∣∣x′′(t)

∣∣ dt) 

. (.)

Applying the inequality (.) on the integral

∫ β

α

∣∣x′(t)
∣∣∣∣x′′(t)

∣∣ dt,
with ν = η =  and y = x′ (note that x′(α) = ), we see that

∫ β

α

∣∣x′(t)
∣∣∣∣x′′(t)

∣∣ dt ≤
(

π

) (β – α)

r(β)

[∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt]

, (.)

where we assumed that r(t) is a nonincreasing function. Substituting (.) into (.), we
have

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ 
π

(β – α)
r(β)

(∫ β

α

∣∣Q(t)∣∣ dt) 

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt.
Applying the Wirtinger inequality (.) on the integral

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt,
where x′′(α) =  = x′′(β), we see that

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt ≤ 
∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt,
where r(t) satisfies equation (.) for any positive function λ(t). This implies that

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ 

π

(β – α)
r(β)

(∫ β

α

∣∣Q(t)∣∣ dt) 

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt, (.)

where Q(t) =
∫ β

t q(s)ds. If we replace x′(α) =  by x′(β) = , then (.) becomes

∫ β

α

∣∣Q(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ 

π

(β – α)
r(β)

(∫ β

α

∣∣Q(t)∣∣ dt) 

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt, (.)

where Q(t) =
∫ t
α
q(s)ds.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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Using the inequalities (.) and (.) and proceeding as in the proof of Theorem .,
we obtain the following result.

Theorem . Assume that r(t) is a nonincreasing function and x is a nontrivial solution
of (.). If x(i)(α) = , for i = , ,  and x′′(β) = , then

�(Q, r,P,) + 

π

(β – α)
r(β)

(∫ β

α

∣∣∣∣
∫ β

t
q(s)ds

∣∣∣∣


dt
) 

 ≥ .

If x(i)(β) = , for i = , ,  and x′′(α) = , then

�(Q, r,P,) + 

π

(β – α)
r(β)

(∫ β

α

∣∣∣∣
∫ t

α

q(s)ds
∣∣∣∣


dt
) 

 ≥ .

Remark  In Theorem ., if x′(α) = x′(β), then the term  
π

(β–α)
r(β) changes to  

π
(β–α)
r(β) .

In the following, we will prove some results related to the boundary value problems in
the theory of bending of beams. We begin with the boundary conditions x(α) = x′(α) =
x(β) = x′(β) = , which correspond to a beam clamped at each end. Let

�
(∣∣r′∣∣, r,P

)
:=

√



[∫ β

α

|r′(t)|
r(t)

P(t)
] 


, P(t) :=

∫ t

α


r(s)

ds. (.)

Theorem . Suppose that x is a nontrivial solution of (.) and Q′(t) = q(t). If x(α) =
x′(α) = x(β) = x′(β) = , then

�
(∣∣r′∣∣, r,P

)
+ max

t∈[α,β]
∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds≥ , (.)

where �(|r′(t)|, r,P) and P are defined as in (.).

Proof Multiplying (.) by x(t) and integrating by parts, we have

∫ β

α

(
r(t)x′′′(t)

)′x(t)dt = r(t)x(t)x′′′(t)|βα –
∫ β

α

r(t)x′(t)x′′′(t)dt

= –
∫ β

α

q(t)x dt. (.)

Using the assumptions that x(α) = x(β) =  and Q′(t) = q(t), we get that

∫ β

α

r(t)x′(t)x′′′(t)dt =
∫ β

α

Q′(t)x(t)dt. (.)

Integrating by parts the right-hand side, we see that

∫ β

α

Q′(t)x(t)dt =Q(t)x(t)|βα – 
∫ β

α

Q(t)x(t)x′(t)dt.

http://www.journalofinequalitiesandapplications.com/content/2012/1/182
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Using the assumption x(α) = x(β) = , we see that

∫ β

α

Q′(t)x(t)dt = –
∫ β

α

Q(t)x(t)x′(t)dt. (.)

Integrating by parts the left-hand side of (.), we see that

∫ β

α

r(t)x′(t)x′′′(t)dt = r(t)x′(t)x′′(t)|βα –
∫ β

α

r′(t)x′(t)x′′(t)dt

–
∫ β

α

r(t)
(
x′′(t)

) dt. (.)

Using the assumption x′(α) = x′(β) = , we have

∫ β

α

r(t)x′(t)x′′′(t)dt = –
∫ β

α

r′(t)x′(t)x′′(t)dt –
∫ β

α

r(t)
(
x′′(t)

) dt. (.)

Substituting (.) and (.) into (.), we have

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt ≤ 
∫ β

α

∣∣Q(t)∣∣∣∣x(t)∣∣∣∣x′(t)
∣∣dt + ∫ β

α

∣∣r′(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt. (.)

Applying the inequality (.) on the integral

∫ β

α

∣∣r′(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt,
with φ(t) = |r′(t)|, ϑ(t) = r(t), k = , n = , l =m =  and μ = , we see that

∫ β

α

∣∣r′(t)∣∣∣∣x′(t)
∣∣∣∣x′′(t)

∣∣dt ≤ �
(∣∣r′(t)∣∣, r,P

)[∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt], (.)

where �(|r′(t)|, r,P) and P are defined as in (.). Applying the inequality (.) on the
integral

∫ β

α

∣∣Q(t)∣∣∣∣x(t)∣∣∣∣x′(t)
∣∣dt,

with p(t) =Q(t), k =  and n = , we see that

∫ β

α

∣∣Q(t)∣∣∣∣x(t)∣∣∣∣x′(t)
∣∣dt ≤ 


max
t∈[α,β]

∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds

[∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt], (.)

where x(α) = x′(α) = . Substituting (.) and (.) into (.) and canceling the term
[
∫ β

α
r(t)|x′′(t)| dt], we have

�
(∣∣r′(t)∣∣, r,P

)
+ max

t∈[α,β]
∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds≥ ,

which is the desired inequality (.). The proof is complete. �
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Remark  One can use the condition x(β) = x′(β) =  instead of x(α) = x′(α) =  in the
proof of Theorem .. In this case the term P(t) =

∫ t
α


r(s) ds is replaced by P(t) =

∫ β

t

r(s) ds

and also the term
∫ β

α

(β–s)
r(s) ds is replaced by

∫ β

α

(s–α)
r(s) ds.

In the following, we consider the boundary conditions x(α) = x′(α) = x′′(β) = x′′′(β) = ,
which correspond to a beam hinged or supported at both ends. The proof will be as in the
proof of Theorem ., by using these boundary conditions to get that r(t)x′′′(t)x(t)|βα = 
and r(t)x′(t)x′′(t)|βα = . This gives us the following result.

Theorem . Suppose that x is a nontrivial solution of (.) and Q′(t) = q(t). If x(α) =
x′(α) = x′′(β) = x′′′(β) = , then

�
(∣∣r′∣∣, r,P

)
+ max

t∈[α,β]
∣∣Q(t)∣∣ ∫ β

α

(β – s)

r(s)
ds≥ ,

where �(|r′(t)|, r,P)and P are defined as in (.).

Next, in the following, we establish some results, which allow us to consider the case
when r(t) < . Let

K∗
 (|r(t)r′(t)|, r,P,) := √

 [
∫ β

α

|r(t)r′(t)|
r(t) P,(t)dt]


 ,

K∗
 (|r(t)r′(t)|, r,P,) := √

 [
∫ β

α

|r(t)r′(t)|
r(t) P,(t)dt]


 ,

⎫⎬
⎭ (.)

where

P,(t) :=
∫ t

α


r(s)

ds, P,(t) :=
∫ t

α


r(s)

ds,

P,(t) :=
∫ β

t


r(s)

ds, P,(t) :=
∫ β

t


r(s)

ds.

Theorem . Suppose that x is a nontrivial solution of (.). If x(i)(α) = , for i = , ,  and
x′′(β) = , then

�
(
Q, r,P,

)
+ �

(
Q, r,P,

)
+K∗


(∣∣r(t)r′(t)∣∣, r,P,

) ≥ , (.)

where Q(t) =
∫ β

t r(s)q(s)ds. If x(i)(β) = , for i = , ,  and x′′(α) = , then

�
(
Q, r,P,

)
+ �

(
Q, r,P,

)
+K∗


(∣∣r(t)r′(t)∣∣, r,P,

) ≥ , (.)

where Q(t) =
∫ t
α
r(s)q(s)ds.

Proof We prove (.). Multiplying (.) by rx′′(t) and integrating by parts, we have

∫ β

α

(
r(t)x′′′(t)

)′r(t)x′′(t)dt = r(t)x′′′(t)x′′(t)|βα –
∫ β

α

r(t)
(
x′′′(t)

) dt
–

∫ β

α

r(t)r′(t)x′′(t)x′′′(t)dt

= –
∫ β

α

r(t)q(t)x′′(t)x(t)dt.
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Using the assumptions x′′(α) = x′′(β) =  and Q(t) =
∫ β

t r(s)q(s)ds, we have

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt = –
∫ β

α

r(t)r′(t)x′′(t)x′′′(t)dt +
∫ β

α

q(t)x(t)x′′(t)dt

= –
∫ β

α

r(t)r′(t)x′′(t)x′′′(t)dt –
∫ β

α

Q′
(t)x(t)x

′′(t)dt. (.)

Integrating by parts the last term in the right-hand side, we see that

∫ β

α

Q′
(t)x

′′(t)x(t)dt = Q(t)x′′(t)x(t)|βα –
∫ β

α

Q(t)x′(t)x′′(t)dt

–
∫ β

α

Q(t)x(t)x′′′(t)dt.

Using the assumption x′′(β) = x′′(α) = , we see that

∫ β

α

Q′(t)x(t)x′′(t)dt = –
∫ β

α

Q(t)x′(t)x′′(t)dt –
∫ β

α

Q(t)x(t)x′′′(t)dt. (.)

Substituting (.) into (.), we have

∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt ≤
∫ β

α

∣∣Q(t)
∣∣∣∣x(t)∣∣∣∣x′′′(t)

∣∣dt + ∫ β

α

∣∣Q(t)
∣∣∣∣x′(t)

∣∣∣∣x′′(t)
∣∣dt

+
∫ β

α

∣∣r(t)r′(t)∣∣∣∣x′′(t)
∣∣∣∣x′′′(t)

∣∣dt. (.)

Applying the inequality (.) on the integral

∫ β

α

∣∣Q(t)
∣∣∣∣x(t)∣∣∣∣x′′′(t)

∣∣dt,
with φ(t) = |Q(t)|, ϑ(t) = r(t),m = , k = , l = , n = , andμ = , we get (note that x(i)(α) =
, for i = , , ) that

∫ β

α

∣∣Q(t)
∣∣x(t)∣∣x′′′(t)

∣∣dt ≤ �
(∣∣Q(t)

∣∣, r,P,
)[∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt], (.)

where �(Q, r,P,) is defined as in (.) and Q is replaced by Q. Applying the inequality
(.) again on the integral

∫ β

α

∣∣Q(t)
∣∣∣∣x′(t)

∣∣∣∣x′′(t)
∣∣dt,

with φ(t) =Q(t), ϑ(t) = r(t), k = , n = , l =m =  and μ = , we see that

∫ β

α

∣∣Q(t)
∣∣∣∣x′(t)

∣∣∣∣x′′(t)
∣∣dt ≤ �

(
Q, r,P,

)[∫ β

α

r(t)
∣∣x′′(t)

∣∣dt], (.)
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where �(Q, r,P,) is defined as in (.) and Q is replaced by Q. Applying the Wirtinger
inequality (.) on the integral

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt,
where x′′(α) =  = x′′(β), we see that

∫ β

α

r(t)
∣∣x′′(t)

∣∣ dt ≤ 
∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt, (.)

where r(t) satisfies equation (.) for any positive function λ(t). Substituting (.) into
(.), we have

∫ β

α

∣∣Q(t)
∣∣∣∣x′(t)

∣∣∣∣x′′(t)
∣∣dt ≤ �

(
Q, r,P,

)∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt. (.)

Applying the inequality (.) on the integral

∫ β

α

∣∣r(t)r′(t)∣∣∣∣x′′(t)
∣∣∣∣x′′′(t)

∣∣dt
with φ(t) = |r(t)r′(t)|, ϑ(t) = r(t), m = , k = , l = , n = , and μ = , we get (note that
x(i)(α) = , for i = , , ) that

∫ β

α

∣∣r(t)r′(t)∣∣∣∣x′′(t)
∣∣∣∣x′′′(t)

∣∣dt ≤ K∗

(∣∣r(t)r′(t)∣∣, r,P,

)[∫ β

α

r(t)
∣∣x′′′(t)

∣∣ dt], (.)

where K∗
 (Q, r,P,) is defined as in (.). Substituting (.), (.), and (.) into

(.) and canceling the term
∫ β

α
r(t)|x′′′(t)| dt, we have

�
(
Q, r,P,

)
+ �

(
Q, r,P,

)
+K∗


(∣∣r(t)r′(t)∣∣, r,P,

) ≥ ,

which is the desired inequality (.). The proof of (.) is similar to (.) by using the
integration by parts and the constants

�
(
Q, r,P,

)
, �

(
Q, r,P,

)
, K∗


(∣∣r(t)r′(t)∣∣, r,P,

)
,

are replaced by

�
(
Q, r,P,

)
, �

(
Q, r,P,

)
, K∗


(∣∣r(t)r′(t)∣∣, r,P,

)
,

which are defined as in (.) and (.). The proof is complete. �

3 Discussions and examples
In this section, we present some special cases of the results obtained in Section  and also
give some illustrative examples. We begin with Theorem . and consider the case when
r(t) = . In this case, equation (.) becomes the fourth-order differential equation

x()(t) + q(t)x(t) = , t ∈ [α,β]. (.)
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Using the definitions of the functions P, and P,, and putting r(t) = , we see after sim-
plifications that

P,(t) :=
∫ t

α

(t – s) ds =
(t – α)


, P,(t) :=

∫ β

t
(s – t) ds =

(β – t)


.

which lead to

�(Q, r,P,) ≤ 

√


max
t∈[α,β]

∣∣Q(t)∣∣(β – α),

�(Q, r,P,)≤ 

√


max
t∈[α,β]

∣∣Q(t)∣∣(β – α),

and

�(Q, r,P,) ≤ 


max
t∈[α,β]

∣∣Q(t)∣∣(β – α),

�(Q, r,P,) ≤ 


max
t∈[α,β]

∣∣Q(t)∣∣(β – α).

As a special case of Theorem ., if r(t) = , we have the following result.

Theorem . Suppose that x is a nontrivial solution of (.). If x(i)(α) = , for i = , ,  and
x′′(β) = , then



√


max
t∈[α,β]

∣∣Q(t)∣∣[(β – α) + 
√
(β – α)

] ≥ ,

where Q(t) =
∫ β

t q(s)ds. If x(i)(β) = , for i = , ,  and x′′(α) = , then



√


max
t∈[α,β]

∣∣Q(t)∣∣[(β – α) + 
√
(β – α)

] ≥ ,

where Q(t) =
∫ t
α
q(s)ds.

As a special case of Theorem ., if r(t) = , then we have the following result.

Theorem . Suppose that x is a nontrivial solution of (.). If x(i)(α) = , for i = , ,  and
x′′(β) = , then

max
t∈[α,β]

∣∣∣∣
∫ β

t
q(s)ds

∣∣∣∣ ≥ 
√
 + 

(β – α)
.

If x(i)(β) = , for i = , ,  and x′′(α) = , then

max
t∈[α,β]

∣∣∣∣
∫ t

α

q(s)ds
∣∣∣∣ ≥ 

√
 + 

(β – α)
.

As a special case of Theorem ., if r(t) = , we have the following result.
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Theorem. Suppose that x is a nontrivial solution of (.). If x(α) = x′(α) = x(β) = x′(β) =
, then

max
t∈[α,β]

∣∣∣∣
∫ t

α

q(t)dt
∣∣∣∣ ≥ 

(β – α)
. (.)

Remark  Note that the violation of the conditions in Theorem . yield sufficient con-
ditions for disconjugacy of equation (.).

As a special case of Theorem ., if r(t) = , we have the following result.

Theorem . Suppose that x is a nontrivial solution of (.). If x(α) = x′(α) = x′′(β) =
x′′′(β) = , then

max
t∈[α,β]

∣∣∣∣
∫ t

α

q(t)dt
∣∣∣∣ ≥ 

(β – α)
.

The following examples illustrate the results.

Example  Consider the equation

x()(t) + λ cos(αt)x(t) = ,  ≤ t ≤ π , (.)

where λ and α are positive constants. If x(t) be a solution of (.) with x() = x′() = x(π ) =
x′(π ) = , then

λ max
t∈[,π ]

∫ t


cos(αt)dt = λ max

t∈[,π ]

[


t +


α

sin(αt)
]
=

λπ


+

λ

α
.

Then if λ ≥ , the condition (.) of Theorem . is given by

λπ


+

λ

α
≥ 

π . (.)

which is satisfied for any λ ≥  and α > .

Example  Consider the equation

x()(t) + λ cos(αt)x(t) = ,  ≤ t ≤ β , (.)

where λ and α are positive constants. By Theorem ., we see that the equation (.) is
- disconjugate on [,β] if

max
t∈[α,β]

∣∣∣∣
∫ t

α

q(t)dt
∣∣∣∣ = max

t∈[,β]
λ

∣∣∣∣
∫ t


cos(αt)dt

∣∣∣∣ := λ

α
<


β .

That is,

β <
(

λ

) 

α


 .
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From this, we conclude that the interval of disconjugacy is bounded below by a constant
times the cubic root of the frequency α


 for α ≥ , i.e., if [,β) is the interval of disconju-

gacy, then β > ( 
λ
)  α 

 . In fact, this is compatible with the special case of the results that
has been proved in [].
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