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#### Abstract

We consider the boundary value problem $$
\left\{\begin{array}{l} \Delta_{\mathbf{g}} u+u^{p}=0 \text { in } \Omega_{R_{\prime}} \\ u=0 \text { on } \partial \Omega_{R,} \end{array}\right.
$$ $\Omega_{R}$ being a smooth bounded domain diffeomorphic to the expanding domain $A_{R}:=\{x \in M, R<r(x)<R+1\}$ in a Riemannian manifold $M$ of dimension $n \geq 2$ endowed with the metric $\mathbf{g}=d r^{2}+S^{2}(r) g_{\mathbb{S}^{n-1}}$. After recalling a result about existence, uniqueness, and non-degeneracy of the positive radial solution when $\Omega_{R}=A_{R}$, we prove that there exists a positive non-radial solution to the aforementioned problem on the domain $\Omega_{R}$. Such a solution is close to the radial solution to the corresponding problem on $A_{R}$.
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## 1 Introduction

Many authors studied the following boundary value problem:

$$
\left\{\begin{array}{l}
\Delta u+\lambda u+u^{p}=0 \quad \text { in } A,  \tag{1}\\
u>0 \text { in } A, \\
u=0 \text { on } \partial A,
\end{array}\right.
$$

where $A \subset \mathbb{R}^{n}, n \geq 2$, is an annulus, that is,

$$
A=\left\{x \in \mathbb{R}^{n}: R_{1}<r(x)<R_{2}\right\},
$$

with $r(x)$ equal to the distance to the origin. The radial solution always exists for any $p>1$, it is unique and radially non-degenerate. This result is shown in [1] by Ni and Nussbaum.

We would like also to mention the work [2] by Kabeya, Yanagida, and Yotsutani where general structure theorems about positive radial solutions to semilinear elliptic equa-
tions of the form $L u+h(|x|, u)=0$ on radially symmetric domains $(a, b) \times \mathbb{S}^{n-1},-\infty \leq$ $a<b \leq+\infty$, with various boundary conditions are shown. Precisely, if $u=u(r)$ then $L u=\left(g(r) u^{\prime}(r)\right)^{\prime}$, with $r=|x|$. A classification result for positive radial solutions to the scalar field equation $\Delta u+K(r) u^{p}=0$ on $\mathbb{R}^{n}$ according to their behavior as $r \rightarrow+\infty$ has been shown by Yanagida and Yotsutani in [3]. Furthermore in [4] the same authors proved some existence results for positive radial solutions to $\Delta u+h(r, u)=0$ on radially symmetric domains for different non-linearities.
The invariance of the annulus with respect to different symmetry groups has been exploited by several authors to show the existence of non-radial positive solutions in expanding annuli with $R_{1}, R_{2}$ big enough.

In the recent work [5] Gladiali et al. considered the problem (1) on expanding annuli,

$$
A_{R}:=\left\{x \in \mathbb{R}^{n}: R<r(x)<R+1\right\}
$$

$\lambda<\lambda_{1, A_{R}}, \lambda_{1, A_{R}}$ being the first eigenvalue of $-\Delta$ on $A_{R}$. They have showed the existence of non-radial solutions which arise by bifurcation from the positive radial solution.
On the other hand in recent years an increasing number of authors turned their attention to the study of elliptic partial differential equations on Riemannian manifolds. We mention only the following work: [6] by Mancini and Sandeep, where the existence and uniqueness of the positive finite energy radial solution to the equation $\Delta_{\mathbb{H}^{n}} u+\lambda u+u^{p}=0$ in the hyperbolic space are studied; [7] by Bonforte et al., which deals the study of infinite energy radial solutions to the Emden-Fowler equation in the hyperbolic space; [8] by Berchio, Ferrero, and Grillo, where stability and qualitative properties of radial solutions to the Emden-Fowler equation in radially symmetric Riemannian manifolds are investigated.
In [9], under the assumption $\lambda<0$, the results shown in [5] have been extended to annular domains in an unbounded Riemannian manifold $M$ of dimension $n \geq 2$ endowed with the metric $\mathbf{g}:=d r^{2}+S^{2}(r) g_{\mathbb{S}^{n}-1} . g_{\mathbb{S}^{n-1}}$ denotes the standard metric of the $(n-1)$-dimensional unit sphere $\mathbb{S}^{n-1} ; r \in[0,+\infty)$ is the geodesic distance measured from a point $O$. In this case $\Delta$ is replaced by the Laplace-Beltrami operator $\Delta_{\mathbf{g}}$.
Problem (1) has been studied also in the case where the expanding annulus is replaced by an expanding domain in $\mathbb{R}^{n}$ which is diffeomorphic to an annulus. For example in $[10,11]$ the existence is shown of an increasing number of solutions as the domain expands. Furthermore in [11] the authors show such solutions are not close to the radial one, indeed they exhibit a finite number of bumps.
In [12] Bartsch et al. show instead the existence of a positive solution to the problem (1) on an expanding annular domain $\Omega_{R}$, which is close to the radial solution to the corresponding problem on the annulus $A_{R}$ to which $\Omega_{R}$ is diffeomorphic.
In this article we extend the result of [12] to the case of an unbounded Riemannian manifold $M$ of dimension $n \geq 2$ with metric $\mathbf{g}$ given above. The function $S(r)$ enjoys the following properties:

- $S(r) \in C^{2}([0,+\infty)) ; S(r)>0$ for $r>0$ and increasing;
- $\lim _{r \rightarrow+\infty} \frac{S^{\prime}(r)}{S(r)}=l<+\infty,\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime}=o(1)$;
- $\left(\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime} S^{n-1}(R)\right)^{\prime}=o\left(S^{\prime}(R) S^{n-2}(R)\right)$.

All $L^{p}$-norms are computed with respect to the Riemannian measure on $M$ given by the density $d v o l=S^{n-1}(r) d r d \theta$, with $\theta \in \mathbb{S}^{n-1}$.

The function $S(r)$ satisfies sufficient conditions (see Lemma 4.1 in [8]) which allow us to show that $\lambda_{1, C_{R_{1}}}$, the first eigenvalue of $-\Delta_{g}$ on $C_{R_{1}}:=\left\{x \in M: r(x) \geq R_{1}\right\}$, is non-negative. Such a lemma also provides sufficient conditions to show that $\lambda_{1, M}$, the first eigenvalue on $M$, is non-negative. Since the first eigenvalue on $A, \lambda_{1, A}$, is a decreasing function of $R_{2}$ and $C_{R_{1}}=\lim _{R_{2} \rightarrow+\infty} A$, the first eigenvalue on $A$ satisfies $\lambda_{1, A}>\lambda_{1, C_{R_{1}}} \geq 0$.
In this work we consider the case $\lambda=0$ but some of the results presented here are valid also for $0<\lambda<\lambda_{1, A}$.
First we recall the result concerning the existence, the uniqueness, and the nondegeneracy of the radial solution to the problem

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{g}} u+u^{p}=0 \quad \text { in } A,  \tag{2}\\
u>0 \quad \text { in } A \\
u=0 \quad \text { on } \partial A
\end{array}\right.
$$

with $p>1$ and $A:=\left\{x \in M \mid R_{1}<r(x)<R_{2}\right\} \subset M$. This is done in Section 2.
The existence of the radial positive solution $u$ in an annulus suggests that a positive solution exists also on a domain which is diffeomorphic to an annulus and is close to it, and such a solution is a small deformation of $u$.

Let $g: \mathbb{S}^{n-1} \rightarrow \mathbb{R}$ be a positive $C^{\infty}$-function and $\Omega_{R} \subset M$ be the set

$$
\Omega_{R}:=\left\{(r, \theta) \in \mathbb{R}^{+} \times \mathbb{S}^{n-1}: R+g(\theta) S^{-\delta}(R)<r<R+1+g(\theta) S^{-\delta}(R)\right\}
$$

for $R>0$,

$$
\begin{equation*}
\max \left\{0, \frac{1}{2}(n-5)\right\}<\delta \leq \frac{1}{2}(n-1) . \tag{3}
\end{equation*}
$$

In [12] $\delta$ is chosen to be equal to 0 if $2 \leq n \leq 4$. The reason why we make a different choice is explained in Remark 6.5. The upper bound is used in Section 7.2.
Then the following map is a diffeomorphism between $\Omega_{R}$ and the annulus $A_{R}=\{x \in M$ : $R<r(x)<R+1\}:$

$$
T(r, \theta)=\left(r-g(\theta) S^{-\delta}(R), \theta\right) .
$$

Clearly if $R \gg 1$ then $\Omega_{R}$ is a small deformation of $A_{R}$.
If $w_{R} \in H_{0}^{1}\left(A_{R}\right)$ denotes the positive radial solution to

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{g}} u+u^{p}=0 \quad \text { in } A_{R}  \tag{4}\\
u>0 \quad \text { in } A_{R} \\
u=0 \quad \text { on } \partial A_{R}
\end{array}\right.
$$

then we define

$$
\begin{align*}
& \tilde{u}_{R}:=w_{R} \circ T \in H_{0}^{1}\left(\Omega_{R}\right), \\
& \tilde{u}_{R}(r, \theta)=w_{R}\left(r-g(\theta) S^{-\delta}(R), \theta\right) . \tag{5}
\end{align*}
$$

The main result of this article shown in Section 7 is the following.

Theorem 1.1 There exists a sequence of radii $\left\{R_{k}\right\}_{k}$ divergent to $+\infty$ with the property that for every $\delta>0$ there exists $k_{\delta} \in \mathbb{N}$ such that for any $k \geq k_{\delta}$ and for $R \in\left[R_{k}+\delta, R_{k+1}-\delta\right]$, the problem

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{g}} u+u^{p}=0 \quad \text { in } \Omega_{R}  \tag{6}\\
u>0 \quad \text { in } \Omega_{R} \\
u=0 \quad \text { on } \partial \Omega_{R}
\end{array}\right.
$$

admits a positive solution

$$
u_{R}=\tilde{u}_{R}+\phi_{R}
$$

for some $\phi_{R} \in H_{0}^{1}\left(\Omega_{R}\right)$. Moreover, the difference $S\left(R_{k+1}\right)-S\left(R_{k}\right)$ is bounded away from zero by a constant independent of $k$ and $\phi_{R} \rightarrow 0$ in $H_{0}^{1}\left(\Omega_{R}\right)$ for $R \in\left[R_{k}+\delta, R_{k+1}-\delta\right]$ as $k \rightarrow+\infty$.

Two examples of radially symmetric metrics whose function $S(r)$ satisfies the hypotheses given above are $S(r)=\frac{1}{\sqrt{-c}} \sinh (\sqrt{-c} r), c<0$ and $S(r)=r$. The corresponding ambient manifold is the space form with constant curvature equal to $c$ (hyperbolic space) and to 0 $\left(\mathbb{R}^{n}\right)$, respectively.

## 2 Existence, uniqueness and radial non-degeneracy of the radial solution

The existence of a positive radial solution to problem (2) for any $p>1$ easily follows from a standard variational approach.
The uniqueness of the positive radial solution and the radial non-degeneracy can be shown following [9], where we considered $f(u)=\lambda u+u^{p}, \lambda<0$, and $n-1$ was replaced by a constant $\omega \geq 0$.

We consider the problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}(r)+\omega \frac{S^{\prime}(r)}{S(r)} u^{\prime}+u^{p}=0 \quad \text { in }\left(R_{1}, R_{2}\right)  \tag{7}\\
u>0 \quad \text { in }\left(R_{1}, R_{2}\right) \\
u\left(R_{1}\right)=u\left(R_{2}\right)=0
\end{array}\right.
$$

We define

$$
G(r):=\alpha S^{\beta-2}(r)\left[(\alpha+1-\omega)\left(S^{\prime}(r)\right)^{2}-S^{\prime \prime}(r) S(r)\right]
$$

where $\alpha=2 \frac{\omega}{p+3}, \beta=\alpha(p-1)$.

Theorem 2.1 Let $\omega \geq 0, p \in(1,+\infty)$. Suppose that $G^{\prime}$ satisfies the following:

1. $G^{\prime}(r)$ is of constant sign on $\left(R_{1}, R_{2}\right)$ or
2. $G^{\prime}\left(R_{1}\right)>0$ and $G^{\prime}(r)$ changes sign only once on $\left(R_{1}, R_{2}\right)$.

Then the problem (7) admits at most one solution. In other terms the problem (2) admits at most one radially symmetric solution. Moreover, the solution is non-degenerate in the space of $H^{1}$-radially symmetric functions.

Remark 2.2 By Proposition 2.8 in [8] the hypotheses of Theorem 2.1 are satisfied provided $\frac{2 n+1}{2 n-3} \leq p<\frac{n+2}{n-2}$, the function $S(r)$ is four times differentiable, $S^{\prime \prime \prime}(r)>0$, and $\left(\frac{S^{\prime}(r)}{S^{\prime \prime \prime}(r)}\right)^{\prime} \leq 0$ for $r \in\left(R_{1}, R_{2}\right)$.

Remark 2.3 The metric $d r^{2}+\left(\frac{1}{\sqrt{-c}} \sinh (\sqrt{-c} r)\right)^{2} g_{\mathbb{S}^{n-1}}$ of the space form $\mathbb{H}^{n}(c), c<0$, that is, the space of constant curvature $c$, satisfies the hypotheses of Theorem 2.1 and Theorem 2.1 of [9]. In particular the positive radial solution to $\Delta_{\mathbf{g}} u+\lambda u+u^{p}=0$ with the Dirichlet boundary condition, is unique for $\lambda \leq 0$. That answers the question asked by Bandle and Kabeya in Section 5, part 2, of [13] about the uniqueness of the positive radial solution on the set $\left(d_{0}, d_{1}\right) \times \mathbb{S}^{n-1} \subset \mathbb{H}^{n}(-1)$.

The proof of Theorem 2.1 is omitted because it is the same as the proof of Theorem 2.1 in [9] with $\lambda=0$.

Remark 2.4 We would like to mention the fact that the uniqueness of the positive radial solution on the annulus $\left\{x \in M \mid R_{1}<r(x)<R_{2}\right\}$, could be proved using the results contained in [2]. Precisely Theorem A, Lemma C and Lemma 4.2 therein say that the equation $\left(g(r) u^{\prime}(r)\right)^{\prime}+h(r, u)=0$ has a solution on an interval $(a, b)$, if an integrability condition is satisfied. Also note that this result is established by reducing the equation above to an equation of the form $v_{t t}^{\prime \prime}+k(t, v)$ on $(0,1)$ using the change of variable $t:=\frac{\int_{a}^{r} 1 / g(s) d s}{\int_{a}^{b} 1 / g(s) d s}$. The integrability condition is formulated in terms of the function $k(t, v):=$ $\left(\int_{a}^{b} 1 / g(s) d s\right) g(r(t)) h(r(t), v)$. In our case $g(r)=S^{n-1}(r)$ and $h(r, u)=S^{n-1}(r) u^{p}$. Because of the presence of an integral in the definition of $t=t(r)$, it is difficult to determine $r=r(t)$ which appears in the formula for $k(t, v)$. Consequently this approach is more difficult than the one provided by Theorem 2.1.

In the next sections we study how of the first eigenvalue of the linearized operator associated with (4) behaves if the inner radius of $A_{R}:=\{x \in M \mid R<r(x)<R+1\}$, varies. To that aim we make here some observations that will be useful later.

Let $u_{R}$ be the unique positive radial solution of (4). It is the solution to

$$
\left\{\begin{array}{l}
u^{\prime \prime}(r)+(n-1) \frac{S^{\prime}(r)}{S(r)} u^{\prime}(r)+u^{p}(r)=0 \quad \text { in }(R, R+1)  \tag{8}\\
u>0 \quad \text { in }(R, R+1) \\
u(R)=u(R+1)=0
\end{array}\right.
$$

We recall that $\lim _{r \rightarrow+\infty} \frac{S^{\prime}(r)}{S(r)}=l \in[0,+\infty)$.
Exactly as in Section 4 of [9], the function $\tilde{u}(t):=u_{R}(t+R)$ solves

$$
\left\{\begin{array}{l}
\tilde{u}^{\prime \prime}+(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} \tilde{u}^{\prime}+\tilde{u}^{p}=0 \quad \text { on }(0,1)  \tag{9}\\
\tilde{u}>0 \text { on }(0,1) \\
\tilde{u}(0)=\tilde{u}(1)=0
\end{array}\right.
$$

and it satisfies

$$
\begin{equation*}
\int_{0}^{1}\left(\tilde{u}^{\prime}\right)^{2} d t \leq C \tag{10}
\end{equation*}
$$

So the function $\tilde{u}$ is bounded in $H_{0}^{1}((0,1))$ consequently also in $C^{2}((0,1))$. Furthermore $\tilde{u}$ tends to a non-vanishing function $\tilde{u}_{\infty}$ as $R \rightarrow+\infty$ which is the solution to

$$
\left\{\begin{array}{l}
\tilde{u}_{\infty}^{\prime \prime}+(n-1) l \tilde{u}_{\infty}^{\prime}+\tilde{u}_{\infty}^{p}=0 \quad \text { on }(0,1)  \tag{11}\\
\tilde{u}_{\infty} \geq 0 \text { on }(0,1) \\
\tilde{u}_{\infty}(0)=\tilde{u}_{\infty}(1)=0
\end{array}\right.
$$

## 3 Spectrum of the linearized operator

In this section we recall some results which can be proved as in [9]. We recall that $A=\{x \in$ $\left.M \mid R_{1}<r(x)<R_{2}\right\}, r$ being the geodesic distance of $x$ to the point $O$.
We introduce two operators:

$$
\begin{aligned}
& \tilde{L}_{u}^{\omega}: H^{2}(A) \cap H_{0}^{1}(A) \rightarrow L^{2}(A), \\
& \tilde{L}_{u}^{\omega}:=S^{2}(r(x))\left(-\Delta_{\mathbf{g}}-\omega p u^{p-1} I\right) ; \\
& \hat{L}_{u}^{\omega}: H^{2}\left(\left(R_{1}, R_{2}\right)\right) \cap H_{0}^{1}\left(\left(R_{1}, R_{2}\right)\right) \rightarrow L^{2}\left(\left(R_{1}, R_{2}\right)\right), \\
& \hat{L}_{u}^{\omega} v:=S^{2}(r)\left(-v^{\prime \prime}(r)-(n-1) \frac{S^{\prime}(r)}{S(r)} v^{\prime}-\omega p u^{p-1} v\right) .
\end{aligned}
$$

The eigenvalues of the operator $\tilde{L}_{u}^{\omega}$ are defined as follows:

$$
\tilde{\lambda}_{i}^{\omega}=\inf _{W \subset H_{0}^{1}(A), \operatorname{dim} W=i} \max _{v \in W, v \neq 0} \frac{\int_{A}\left(|\nabla v|^{2}-\omega p u^{p-1} v^{2}\right) d v o l}{\int_{A} S(r(x))^{-2} v^{2} d v o l} .
$$

The eigenvalues $\hat{\lambda}_{i}^{\omega}$ of the operator $\hat{L}_{u}^{\omega}$ can be evaluated similarly replacing the space $H_{0}^{1}(A)$ by $H_{0}^{1}\left(\left(R_{1}, R_{2}\right)\right)$.

Let $w_{i}$ denote the normalized eigenfunctions $\left(\left\|w_{i}\right\|_{L^{\infty}}=1\right)$ of $\hat{L}_{u}^{\omega}$ associated with the eigenvalue $\hat{\lambda}_{i}^{\omega}$.

Lemma 3.1 Let $u$ denote a radial solution of (1) which is non-degenerate in the space of radially symmetric functions in $H_{0}^{1}$. Then $u$ is degenerate, that is, there exists a non-trivial solution to

$$
\left\{\begin{array}{l}
L_{u} v=-\Delta_{\mathbf{g}} v-p u^{p-1} v=0 \quad \text { on } A, \\
v=0 \quad \text { on } \partial A,
\end{array}\right.
$$

if and only if there exists $k \geq 1$ such that $\hat{\lambda}_{1}^{1}+\lambda_{k}=0$. Here $\lambda_{k}$ denotes the kth eigenvalue of $-\Delta_{\mathbb{S}^{n-1}}$. The solution can be written as $w_{1}(r(x)) \phi_{k}(\theta(x)), \phi_{k}(\theta(x))$ being the eigenfunction associated to $\lambda_{k}$.

In order to study the degeneracy of $u$ we look at the eigenvalues $\omega$ close to 1 of the problem:

$$
\left\{\begin{array}{l}
-L_{u}^{\omega} v:=\Delta_{\mathbf{g}} v+\omega p u^{p-1} v=0 \quad \text { on } A,  \tag{12}\\
v=0 \text { on } \partial A .
\end{array}\right.
$$

Remark 3.2 We observe that $\omega$ is an eigenvalue of (12) if and only if zero is an eigenvalue of $\tilde{L}_{u}^{\omega}$.

Remark 3.3 The Morse index $m(u)$ of $u$ equals the number of negative eigenvalues of $L_{u}=-\Delta_{\mathbf{g}}-p u^{p-1} I$ counted with their multiplicity. $m(u)$ can be computed considering the negative eigenvalues of $\tilde{L}_{u}^{\omega}$, with $\omega=1$.

If $\sigma$ denotes the spectrum of an operator, then the spectra of $\tilde{L}_{u}^{\omega}, \hat{L}_{u}^{\omega},-\Delta_{\mathbb{S}^{n-1}}$ are related as follows (compare Lemma 3.1 of [5]).

## Proposition 3.4

$$
\sigma\left(\tilde{L}_{u}^{\omega}\right)=\sigma\left(\hat{L}_{u}^{\omega}\right)+\sigma\left(-\Delta_{\mathbb{S}^{n-1}}\right) .
$$

In other terms, the Morse index depends only on the first eigenvalue of $\hat{L}_{u}^{\omega}$.

## 4 Properties of the first two eigenvalues

Let us introduce the operator

$$
\bar{L}_{u}^{\omega} v:=-v^{\prime \prime}-(n-1) \frac{S^{\prime}(r)}{S(r)} v^{\prime}-\omega p u^{p-1} v
$$

acting on functions defined on the interval $I=\left(R_{1}, R_{2}\right)$. Its eigenvalues are $\lambda_{m}^{\omega}$.
The following propositions are inspired by Proposition 2.1 and Proposition 2.2 of [14].

Proposition 4.1 If $\lambda_{1}^{1}<0$, then there exists $\alpha>0$ such that if $|\omega-1|<\alpha$, then the first eigenvalue of the operator $\bar{L}_{u}^{\omega}$, satisfies $\lambda_{1}^{\omega}<0$.

Proof First we show that there exists $C>0$ such that $\lambda_{1}^{\omega} \leq C$ for any $\omega$ close enough to 1 .
Let $\phi \in C_{0}^{\infty}(I)$ such that $\int_{I} \phi^{2} S^{n-1}(r) d r=1$. Since

$$
\begin{aligned}
\lambda_{1}^{\omega} & \leq \int_{I}\left[\left(\phi^{\prime}\right)^{2}-\omega p u^{p-1} \phi^{2}\right] S^{n-1}(r) d r, \\
\lambda_{1}^{\omega} & \leq \int_{I}\left[\left(\phi^{\prime}\right)^{2}+(1-\omega) p u^{p-1} \phi^{2}\right] S^{n-1}(r) d r-\int_{I} p u^{p-1} \phi^{2} S^{n-1}(r) d r \\
& \leq \int_{I}\left[\left(\phi^{\prime}\right)^{2}+\alpha p u^{p-1} \phi^{2}\right] S^{n-1}(r) d r+\int_{I} p u^{p-1} \phi^{2} S^{n-1}(r) d r \leq C .
\end{aligned}
$$

Let $\phi_{1}^{\omega}>0$ denote the eigenfunction of $\bar{L}_{u}^{\omega}$ on $I$ associated with the first eigenvalue and such that $\int_{I}\left(\left(\phi_{1}^{\omega}\right)^{\prime}\right)^{2} S^{n-1}(r) d r=1$.
Then

$$
\begin{equation*}
\lambda_{1}^{\omega}=\frac{1-\int_{I} \omega p u^{p-1} \phi_{\omega}^{2} S^{n-1}(r) d r}{\int_{I} \phi_{\omega}^{2} S^{n-1}(r) d r} . \tag{13}
\end{equation*}
$$

As $\omega \rightarrow 1$ then the function $\phi_{1}^{\omega}$ converges weakly in $H_{0}^{1}(I)$ (which injects into $L^{2}(I)$ ) and strongly in $L^{2}(I)$ to $\phi_{1} \in H_{0}^{1}(I)$. $\phi_{1}$ is not identically zero; otherwise using (13) we could show that $\lim _{\omega \rightarrow 1}\left|\lambda_{1}^{\omega}\right|=+\infty$.

Furthermore there exists a constant $C>0$ such that

$$
\lambda_{1}^{\omega} \geq \frac{1+|\omega| p\left\|u^{p-1}\right\|_{L^{\infty}}\left\|\phi_{\omega}^{2}\right\|_{L^{1}}}{\int_{I} \phi_{\omega}^{2} S^{n-1}(r) d r} \geq C .
$$

Then $\lambda_{1}^{\omega}$ tends to $\bar{\lambda}$ as $\omega$ tends to 1 up to a subsequence.
Since $\phi_{1}^{\omega}>0$ converges weakly in $H_{0}^{1}(I)$ to $\phi_{1}$, we get $\phi_{1} \geq 0$ and it solves

$$
\bar{L}_{u}^{1} v:=-v^{\prime \prime}-(n-1) \frac{S^{\prime}(r)}{S(r)} v^{\prime}-p u^{p-1} v=\bar{\lambda} v
$$

on $I$ with Dirichlet boundary conditions. We already proved that $\phi_{1} \not \equiv 0$, so by the maximum principle we get $\phi_{1}>0$ at the interior of $I$ and hence $\bar{\lambda}$ coincides with the first eigenvalue $\lambda_{1}^{1}$.

Proposition 4.2 If the second eigenvalue $\lambda_{2}^{1}$ of $\bar{L}_{u}^{1}$ is positive, then there exists $\alpha>0$ such that $\lambda_{2}^{\omega}>0$ for any $\omega$ satisfying $|\omega-1|<\alpha$.

Proof By proof ad absurdum we assume that $\lambda_{2}^{\omega} \leq 0$. Since $\lambda_{2}^{\omega}>\lambda_{1}^{\omega}$ and $\lambda_{1}^{\omega}$ is bounded independently of $\omega$, also $\lambda_{2}^{\omega}$ must have a limit as $\omega$ tends to 1 . Let $\tilde{\lambda} \leq 0$ denote the limit.

If $\phi_{2}^{\omega}$ is the eigenfunction associated with the eigenvalue $\lambda_{2}^{\omega}$, then $\phi_{2}^{\omega}$ converges weakly to a function $\tilde{\phi} \not \equiv 0$ and it solves

$$
-v^{\prime \prime}-(n-1) \frac{S^{\prime}(r)}{S(r)} v^{\prime}-p u^{p-1} v=\tilde{\lambda} v
$$

in $I$ with Dirichlet boundary conditions. Consequently $\tilde{\phi}$ is an eigenfunction and $\tilde{\lambda} \leq 0$ is the corresponding eigenvalue. Since by hypothesis $\lambda_{2}^{1}>0, \tilde{\lambda}$ must coincide with the first eigenvalue $\lambda_{1}^{1}$ of $\bar{L}_{u}^{1}$ and $\tilde{\phi}$ must be the first eigenfunction of $\bar{L}_{u}^{1}$.
Furthermore $\int_{I} \phi_{1}^{\omega} \phi_{2}^{\omega} S^{n-1}(r) d r=0$. By Proposition 4.1 also $\phi_{1}^{\omega}$ converges weakly to $\tilde{\phi}$, and from this we conclude $\int_{I} \tilde{\phi}^{2} S^{n-1}(r) d r=0$, which contradicts the fact that $\tilde{\phi}$ is nonvanishing.
This shows that $\lambda_{2}^{\omega}>0$.

It is well known that the unique positive radial solution to (8) has Morse index equal to 1 and consequently the first two eigenvalues of $\bar{L}_{u}^{1}$ satisfy $\lambda_{1}^{1}<0, \lambda_{2}^{1} \geq 0$. Second, the non-degeneracy of the radial solution implies that any eigenvalue of $\bar{L}_{u}^{1}$ cannot be equal to zero. In conclusion the hypotheses of the previous propositions are satisfied.

## 5 Dependence of the eigenvalues on the inner radius $\boldsymbol{R}$

We recall that $A_{R}=\{x \in M \mid R<r(x)<R+1\}$. We consider the following operators:

$$
\begin{aligned}
& \tilde{L}_{u_{R}}^{\omega}: H^{2}\left(A_{R}\right) \cap H_{0}^{1}\left(A_{R}\right) \rightarrow L^{2}\left(A_{R}\right), \\
& \tilde{L}_{u_{R}}^{\omega}:=S^{2}(r(x))\left(-\Delta_{\mathbf{g}}-\omega p u_{R}^{p-1} I\right) ; \\
& \hat{L}_{u_{R}}^{\omega}: H^{2}((R, R+1)) \cap H_{0}^{1}((R, R+1)) \rightarrow L^{2}((R, R+1)), \\
& \hat{L}_{u_{R}}^{\omega} v:=S^{2}(r)\left(-v^{\prime \prime}(r)-(n-1) \frac{S^{\prime}(r)}{S(r)} v^{\prime}-\omega p u_{R}^{p-1} v\right) .
\end{aligned}
$$

Let $\hat{\lambda}_{m}^{\omega}$ denote the $m$ th eigenvalue of the operator $\hat{L}_{u_{R}}^{\omega}$.
In this section we study how $\hat{\lambda}_{m}^{\omega}$ varies as $R \rightarrow+\infty$ and the exponent $p$ is fixed.

Proposition 5.1 Let $\beta_{m}^{\omega}$ be the eigenvalues for the problem

$$
\left\{\begin{array}{l}
-v^{\prime \prime}-(n-1) l v^{\prime}-\omega p \tilde{u}_{\infty}^{p-1} v=\beta_{m}^{\omega} v \quad \text { on }(0,1) \\
v(0)=v(1)=0
\end{array}\right.
$$

where $\tilde{u}_{\infty}$ solves (11). Then

$$
\hat{\lambda}_{m}^{\omega}(R)=\beta_{m}^{\omega} S^{2}(R)+o\left(S^{2}(R)\right) \quad \text { as } R \rightarrow+\infty .
$$

Proof Let us define the operator

$$
\begin{aligned}
& \bar{L}_{R}^{\omega}: H^{2}((0,1)) \cap H_{0}^{1}((0,1)) \rightarrow L^{2}((0,1)), \\
& \bar{L}_{R}^{\omega} v:=\frac{S^{2}(t+R)}{S^{2}(R)}\left(-v^{\prime \prime}-(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} v^{\prime}-\omega p \tilde{u}_{R}^{p-1} v\right) .
\end{aligned}
$$

If $w_{m}$ is the $m$ th eigenfunction of $\hat{L}_{u_{R}}^{\omega}$, then the function $\tilde{w}_{m, R}(t)=w_{m}(t+R)$ satisfies

$$
\begin{equation*}
\bar{L}_{R}^{\omega} \tilde{w}_{m, R}=\frac{\hat{\lambda}_{m}^{\omega}(R)}{S^{2}(R)} \tilde{w}_{m, R} \tag{14}
\end{equation*}
$$

and vice versa. Consequently the spectra of $\bar{L}_{R}^{\omega}$ and $\hat{L}_{R}^{\omega}$ are related by

$$
\sigma\left(\hat{L}_{u_{R}}^{\omega}\right)=S^{2}(R) \sigma\left(\bar{L}_{R}^{\omega}\right) .
$$

Let $\bar{L}_{\infty}^{\omega}: H^{2}((0,1)) \cap H_{0}^{1}((0,1)) \rightarrow L^{2}((0,1))$ be the operator given by

$$
\begin{equation*}
\bar{L}_{\infty}^{\omega} v=-v^{\prime \prime}-(n-1) l v^{\prime}-\omega p \tilde{u}_{\infty}^{p-1} v . \tag{15}
\end{equation*}
$$

Since the coefficients of $\bar{L}_{R}^{\omega}$ converge uniformly on $(0,1)$ to the coefficients of $\bar{L}_{\infty}^{\omega}$, as $R$ tends to $+\infty$,

$$
\sigma\left(\bar{L}_{R}^{\omega}\right)=\sigma\left(\bar{L}_{\infty}^{\omega}\right)+o(1)
$$

Consequently

$$
\sigma\left(\hat{L}_{u_{R}}^{\omega}\right)=S^{2}(R) \sigma\left(\bar{L}_{\infty}^{\omega}\right)+o\left(S^{2}(R)\right) .
$$

Corollary 5.2 Let $\alpha$ be the number described by Propositions 4.1 and 4.2 and suppose that $|\omega-1|<\alpha$. Then the second eigenvalue satisfies $\hat{\lambda}_{2}^{\omega}(R)>0$ for $R$ large enough.

Proposition 5.3 Let $\omega$ and $\alpha$ as in Corollary 5.2. Then there exists $R_{0}>0$ such that $\omega$ can be an eigenvalue of the problem

$$
\left\{\begin{array}{l}
-\Delta_{\mathbf{g}} v=\omega p w_{R}^{p-1} v \quad \text { in } A_{R}  \tag{16}\\
v=0 \quad \text { on } \partial A_{R}
\end{array}\right.
$$

for $R>R_{0}$, if and only if, for some $k \geq 1$,

$$
\hat{\lambda}_{1}^{\omega}(R)=-\lambda_{k},
$$

where $\lambda_{k}=k(k+n-2)$ is the $k$ th eigenvalue of $-\Delta_{\mathbb{S}^{n-1}}$.
Proof In view of Remark 3.2, $\omega$ is an eigenvalue if and only if 0 belongs to the spectrum of $\tilde{L}_{u_{R}}^{\omega}$. By Proposition 3.4 each eigenvalue of $\tilde{L}_{u_{R}}^{\omega}$ is the sum of an eigenvalue of $\hat{L}_{u_{R}}^{\omega}$ and an eigenvalue of $-\Delta_{\mathbb{S} n-1}$. Since the first two eigenvalues $\hat{\lambda}_{1}^{\omega}(R), \hat{\lambda}_{2}^{\omega}(R)$ of $\hat{L}_{u_{R}}^{\omega}$ are, respectively,
negative and positive for $\omega$ close enough to 1 and $R>R_{0}$, we have $\hat{\lambda}_{m}^{\omega}(R)+\lambda_{k}=0$ only for $m=1$ and $k \geq 1$.

We set $C(R):=\left(\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime} S^{n-1}(R)\right)^{\prime}$.
Proposition 5.4 Suppose $C(R)=o\left(S^{\prime}(R) S^{n-2}(R)\right)$. The first eigenvalue $\hat{\lambda}_{1}^{\omega}(R)$ of $\hat{L}_{u_{R}}^{\omega} u$ is a differentiable function of $R$ and

$$
\frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R}=2 \beta_{1}^{\omega} S(R) S^{\prime}(R)+o\left(S(R) S^{\prime}(R)\right)
$$

as $R$ tends to $+\infty$.
Proof Let $w_{1, R}$ denote the first eigenfunction of $\hat{L}_{u_{R}}^{\omega}$ with eigenvalue $\hat{\lambda}_{1}^{\omega}(R)$. The function $\tilde{w}_{1, R}(t)=w_{1, R}(t+R)$ is the solution to

$$
\left\{\begin{array}{l}
-v^{\prime \prime}-(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} v^{\prime}-\omega p \tilde{u}_{R}^{p-1} v=\hat{\lambda}_{1}^{\omega}(R) \frac{v}{S^{2}(t+R)} \quad \text { on }(0,1),  \tag{17}\\
v(0)=v(1)=0
\end{array}\right.
$$

where $\tilde{u}_{R}(t)=u_{R}(t+R)$.
Let $\phi_{1} \geq 0$ be the function solving

$$
\left\{\begin{array}{l}
-\phi_{1}^{\prime \prime}-(n-1) l \phi_{1}^{\prime}-\omega p \tilde{u}_{\infty}^{p-1} \phi_{1}=\beta_{1}^{\omega} \phi_{1} \quad \text { on }(0,1), \\
\phi_{1}(0)=\phi_{1}(1)=0
\end{array}\right.
$$

where $\beta_{1}^{\omega}=\lim _{R \rightarrow+\infty} \frac{\hat{\lambda}_{1}^{\omega}(R)}{S^{2}(R)}<0$ is the first eigenvalue. Then $\tilde{w}_{1, R}$ tends uniformly to $\phi_{1}$ as $R \rightarrow+\infty$.
$\tilde{w}_{1, R}$ and the eigenvalue $\hat{\lambda}_{1}^{\omega}(R)$ are analytic functions of $R$ by the results in [15], p.380.
Then the function $W:=\frac{\partial \tilde{w}_{1, R}}{\partial R}$ is the solution of the equation that we get from $\hat{L}_{\tilde{u}_{R}}^{\omega} \tilde{w}_{1, R}=$ $\hat{\lambda}_{1}^{\omega}(R) \tilde{w}_{1, R}$ by differentiating with respect to $R$. That is,

$$
\begin{aligned}
- & W^{\prime \prime}-(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} W^{\prime}-(n-1) \frac{\partial}{\partial R}\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right) \tilde{w}_{1, R}^{\prime} \\
& -\omega p(p-1) \tilde{u}_{R}^{p-2} \frac{\partial \tilde{u}_{R}}{\partial R} \tilde{w}_{1, R}-\omega p \tilde{u}_{R}^{p-1} W \\
= & \frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R} \frac{\tilde{w}_{1, R}}{S^{2}(t+R)}+\frac{\hat{\lambda}_{1}^{\omega}(R)}{S^{2}(t+R)} W-\frac{2 S^{\prime}(t+R)}{S^{3}(t+R)} \hat{\lambda}_{1}^{\omega}(R) \tilde{w}_{1, R} .
\end{aligned}
$$

If we multiply this identity by $\tilde{w}_{1, R}$ and integrate on $(0,1)$ with respect to the density $S^{n-1}(t+$ $R$ ) $d t$ we get

$$
\begin{aligned}
\int_{0}^{1} & {\left[W^{\prime} \tilde{w}_{1, R}^{\prime} S^{n-1}(t+R)-(n-1) \tilde{w}_{1, R}^{\prime} \tilde{w}_{1, R} \frac{\partial}{\partial R}\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right) S^{n-1}(t+R)\right] d t } \\
& -\int_{0}^{1}\left[\omega p(p-1) \tilde{u}_{R}^{p-2} \frac{\partial \tilde{u}_{R}}{\partial R} \tilde{w}_{1, R}^{2}+\omega p \tilde{u}_{R}^{p-1} \tilde{w}_{1, R} W\right] S^{n-1}(t+R) d t \\
= & \frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R} \int_{0}^{1} \tilde{w}_{1, R}^{2} S^{n-3}(t+R) d t+\hat{\lambda}_{1}^{\omega}(R) \int_{0}^{1} W \tilde{w}_{1, R} S^{n-3}(t+R) d t \\
& -2 \hat{\lambda}_{1}^{\omega}(R) \int_{0}^{1} \tilde{w}_{1, R}^{2} S^{\prime}(t+R) S^{n-4}(t+R) d t .
\end{aligned}
$$

Multiplying equation (17) (after replacing $v$ by $\tilde{w}_{1, R}$ ) by $W$ and integrating we get

$$
\begin{aligned}
& \int_{0}^{1} W^{\prime} \tilde{w}_{1, R}^{\prime} S^{n-1}(t+R) d t-\int_{0}^{1} \omega p \tilde{u}_{R}^{p-1} \tilde{w}_{1, R} W S^{n-1}(t+R) d t \\
& \quad=\hat{\lambda}_{1}^{\omega}(R) \int_{0}^{1} \tilde{w}_{1, R} W S^{n-3}(t+R) d t
\end{aligned}
$$

If we subtract these two equations we conclude:

$$
\begin{align*}
& -(n-1) \int_{0}^{1} \tilde{w}_{1, R}^{\prime} \tilde{w}_{1, R} \frac{\partial}{\partial R}\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right) S^{n-1}(t+R) d t \\
& \quad-\omega p(p-1) \int_{0}^{1} \tilde{u}_{R}^{p-2} \frac{\partial \tilde{u}_{R}}{\partial R} \tilde{w}_{1, R}^{2} S^{n-1}(t+R) d t \\
& \quad=\frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R} \int_{0}^{1} \tilde{w}_{1, R}^{2} S^{n-3}(t+R) d t-2 \hat{\lambda}_{1}^{\omega}(R) \int_{0}^{1} \tilde{w}_{1, R}^{2} S^{\prime}(t+R) S^{n-4}(t+R) d t . \tag{18}
\end{align*}
$$

The first term in (18) can be estimated as follows:

$$
\begin{aligned}
& \int_{0}^{1} \tilde{w}_{1, R} \tilde{w}_{1, R}^{\prime} \frac{\partial}{\partial R}\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right) S^{n-1}(t+R) d t \\
& \quad=-\frac{1}{2} \int_{0}^{1} \tilde{w}_{1, R}^{2}\left(\frac{\partial}{\partial R}\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right) S^{n-1}(t+R)\right)^{\prime} d t \\
& \quad=o\left(\left(\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime} S^{n-1}(R)\right)^{\prime}\right) \\
& \quad=o\left(\left(\left[S(R) S^{\prime \prime}(R)-\left(S^{\prime}(R)\right)^{2}\right] S^{n-3}(R)\right)^{\prime}\right)=o\left(S^{\prime}(R) S(R)^{n-2}\right)
\end{aligned}
$$

Secondly, using Lemma 5.5, we get

$$
\int_{0}^{1} \tilde{u}_{R}^{p-2} \frac{\partial \tilde{u}_{R}}{\partial R} \tilde{w}_{1, R}^{2} S^{n-1}(t+R) d t=\int_{0}^{1} \tilde{u}_{R}^{p-2} S(R) \frac{\partial \tilde{u}_{R}}{\partial R} \tilde{w}_{1, R}^{2} \frac{S^{n-1}(t+R)}{S(R)} d t=o\left(S^{n-2}(R)\right) .
$$

After dividing (18) by $S(R)^{n-3}$, we deduce

$$
\begin{aligned}
& \frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R} \int_{0}^{1} \tilde{w}_{1, R}^{2} \frac{S^{n-3}(t+R)}{S^{n-3}(R)} d t \\
& \quad=2 \hat{\lambda}_{1}^{\omega}(R) \int_{0}^{1} \tilde{w}_{1, R}^{2} \frac{S^{\prime}(t+R) S^{n-4}(t+R)}{S^{n-3}(R)} d t+o\left(S(R) S^{\prime}(R)\right)
\end{aligned}
$$

As $\tilde{w}_{1, R}$ tends to $\phi_{1}$, and $\hat{\lambda}_{1}^{\omega}(R)$ tends to $\beta_{1}^{\omega} S^{2}(R)$, we can conclude

$$
\frac{\partial \hat{\lambda}_{1}^{\omega}(R)}{\partial R}\left(\int_{0}^{1} \phi_{1}^{2} d t+o(1)\right)=2 \beta_{1}^{\omega} S(R) S^{\prime}(R)\left(\int_{0}^{1} \phi_{1}^{2} d t+o(1)\right)+o\left(S(R) S^{\prime}(R)\right)
$$

Lemma 5.5 The radial function $\tilde{u}_{R}=u_{R}(t+R)$ which solves (9) is continuously differentiable with respect to $R$. Moreover, if $\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime}=o(1)$, then

$$
\lim _{R \rightarrow+\infty} S^{q}(R) \int_{0}^{1}\left|\frac{\partial \tilde{u}_{R}}{\partial R}\right|^{q} d t=0, \quad \forall q>1 .
$$

Proof The differentiability with respect to $R$ follows from the implicit function theorem applied to the function

$$
F(w, R)=w^{\prime \prime}+(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} w^{\prime}+w^{p}
$$

and the radial non-degeneracy of $\tilde{u}_{R}$.
The function $V:=\frac{\partial \tilde{u}_{R}}{\partial R}$ is the solution to

$$
\left\{\begin{array}{l}
V^{\prime \prime}+(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} V^{\prime}+(n-1)\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right)^{\prime} \tilde{u}_{R}^{\prime}+p \tilde{u}_{R}^{p-1} V=0 \quad \text { on }(0,1), \\
V(0)=V(1)=0
\end{array}\right.
$$

We show that $S(R)\|V(\cdot, R)\|_{H_{0}^{1}((0,1))} \leq C$. If by contradiction this is not true, then there exists a divergent sequence $\left\{R_{m}\right\}_{m}$ such that $S\left(R_{m}\right)\left\|V\left(\cdot, R_{m}\right)\right\|_{H_{0}^{1}((0,1))} \rightarrow+\infty$ as $m \rightarrow+\infty$.

The function $z_{m}=\frac{V\left(, R_{m}\right)}{\left\|V\left(, R_{m}\right)\right\|_{H_{0}^{1}}}$ is the solution to

$$
\left\{\begin{array}{l}
z_{m}^{\prime \prime}+(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} z_{m}^{\prime}+(n-1)\left(\frac{S^{\prime}(t+R)}{S(t+R)}\right)^{\prime} \frac{S\left(R_{m}\right) \tilde{u}_{R_{m}}}{S\left(R_{m}\right)\left\|V\left(\cdot, R_{m}\right)\right\|_{H_{0}^{1}}}+p \tilde{u}_{R_{m}}^{p-1} z_{m}=0 \quad \text { on }(0,1), \\
z_{m}(0)=z_{m}(1)=0
\end{array}\right.
$$

We observe that $z_{m} \rightarrow z_{0}$ weakly in $H_{0}^{1}(0,1)$ and strongly in $L^{q}((0,1))$ for any $q>1$. Furthermore since $\tilde{u}_{R_{m}}^{\prime}$ is bounded as follows from (10), we can consider the limit of the equation above and see that $z_{0}$ solves

$$
\left\{\begin{array}{l}
z_{0}^{\prime \prime}+(n-1) l z_{0}^{\prime}+p \tilde{u}_{\infty}^{p-1} z_{0}=0 \quad \text { on }(0,1)  \tag{19}\\
z_{0}(0)=z_{0}(1)=0
\end{array}\right.
$$

Lemma 5.6 says that $z_{0} \equiv 0$, but that contradicts $\left\|z_{0}\right\|_{H_{0}^{1}((0,1))}=1$.
From the claim we now proved it follows that $S(R) V(\cdot, R)$ converges weakly in $H_{0}^{1}$ and strongly in $L^{q}$ to a function $\bar{V}$ which solves

$$
\left\{\begin{array}{l}
\bar{V}^{\prime \prime}+(n-1) l \bar{V}^{\prime}+p \tilde{u}_{\infty}^{p-1} \bar{V}=0 \quad \text { on }(0,1), \\
\bar{V}(0)=\bar{V}(1)=0
\end{array}\right.
$$

From that we deduce $\bar{V} \equiv 0$.

Lemma 5.6 The unique solution of problem (19) is $z_{0} \equiv 0$.

Proof The problem (19) is also the limit as $R$ tends to $+\infty$ :

$$
\left\{\begin{array}{l}
w^{\prime \prime}+(n-1) \frac{S^{\prime}(t+R)}{S(t+R)} w^{\prime}+p \tilde{u}_{R}^{p-1} w=0 \quad \text { on }(0,1), \\
w(0)=w(1)=0
\end{array}\right.
$$

Since $\tilde{u}_{R}$ is radially non-degenerate, the problem above and its limit (19) admit only the trivial solution.

Finally we are able to show that there exist values of the inner radius $R$ for which $\omega$ is an eigenvalue of (16).

Proposition 5.7 If $|\omega-1|<\alpha$ as in Propositions 4.1 and 4.2 , then there exists $\bar{R}>0$ such that $\omega$ can be an eigenvalue of the problem

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{g}} v+\omega p u_{R}^{p-1} v=0 \quad \text { in } A_{R},  \tag{20}\\
v=0 \quad \text { on } \partial A_{R},
\end{array}\right.
$$

at most for values of $R$ which belong to a sequence $\left\{R_{k}^{\omega}\right\}_{k}$, with $R_{k}^{\omega}>\bar{R}$. Such a sequence satisfies

$$
S\left(R_{k}^{\omega}\right)=\sqrt{\frac{-k(k+n-2)}{\beta_{1}^{\omega}}}+o(1)
$$

as $k \rightarrow+\infty$.

Proof Proposition 5.4 ensures that there exists $\bar{R}$ such that $\hat{\lambda}_{1}^{\omega}(R)$ is strictly decreasing for $R>\bar{R}$. Hence the equation $\hat{\lambda}_{1}^{\omega}(R)+\lambda_{k}=0$ (see Proposition 5.3) has at most one solution $R=R_{k}^{\omega}$ for $k \geq 1$. From Proposition 5.1 we get

$$
\hat{\lambda}_{1}^{\omega}\left(R_{k}^{\omega}\right)=\left(\beta_{1}^{\omega}+o(1)\right) S^{2}\left(R_{k}^{\omega}\right)=-k(k+n-2) .
$$

From this we easily reach our conclusion.

When $\omega=1$ we get the values of $R$ for which the operator $L_{u_{R}}$ (defined in Lemma 3.1) is possibly degenerate.

Corollary 5.8 There exists $\bar{R}$ such that $L_{u_{R}}$ is degenerate for $R=R_{k}^{1}>\bar{R}$. Indeed $\omega=1$ is an eigenvalue of (20) if and only if $\hat{\lambda}_{1}^{1}\left(R_{k}^{1}\right)$ satisfies the condition

$$
\hat{\lambda}_{1}^{1}\left(R_{k}^{1}\right)+\lambda_{k}=0 .
$$

Furthermore the sequence $\left\{R_{k}^{1}\right\}_{k}$ satisfies

$$
S\left(R_{k}^{1}\right)=\sqrt{\frac{-k(k+n-2)}{\beta_{1}^{1}}}+o(1)
$$

as $k \rightarrow+\infty$ and

$$
\tau:=\lim _{k \rightarrow+\infty}\left(S\left(R_{k+1}^{1}\right)-S\left(R_{k}^{1}\right)\right)=\frac{1}{\sqrt{\left|\beta_{1}^{1}\right|}} .
$$

From the previous proposition we also conclude that for any $R>\bar{R}$ and $R \neq R_{k}^{1}, k \geq 1$ the operator $L_{u_{R}}$ is non-degenerate.
The next proposition easily follows from the monotonicity of $\hat{\lambda}_{1}^{1}(R)$, Lemma 3.3, and Corollary 5.8.

Proposition 5.9 The Morse index of the radial solution $u_{R}$ increases when $R$ crosses $R_{k}^{1}$ and tends to $+\infty$ as $R \rightarrow+\infty$.

The following proposition shows that for values of $R$ such that the differences $S(R)$ $S\left(R_{k}^{1}\right), S\left(R_{k+1}^{1}\right)-S(R)$ are bounded from below, then the eigenvalue $\omega$ is bounded away from 1 by a constant independent of $k$.

Proposition 5.10 For $\eta>0$ there exists $\gamma(\eta)>0$ and $k(\eta) \in \mathbb{N}$ such that for $k \geq k(\eta)$ and $R \in\left(R_{k}^{1}, R_{k+1}^{1}\right)$ with $\min \left\{S(R)-S\left(R_{k}^{1}\right), S\left(R_{k+1}^{1}\right)-S(R)\right\} \geq \eta$ we have

$$
\left|\omega_{R}-1\right| \geq \gamma(\eta)
$$

for any eigenvalue $\omega_{R}$ of the problem (20).

Proof Suppose by contradiction that there exists a divergent sequence $\left\{k_{m}\right\}_{m}$, a sequence of radii $R_{m} \in\left(R_{k_{m}}^{1}, R_{k_{m}+1}^{1}\right)$ with $\min \left\{S(R)-S\left(R_{k_{m}}^{1}\right), S\left(R_{k_{m}+1}^{1}\right)-S(R)\right\} \geq \eta$ and a sequence of eigenvalues $\left\{\omega_{m}\right\}_{m}$ such that $\lim _{m \rightarrow+\infty} \omega_{m}=1$.

If $m$ is large enough, then $\left|\omega_{m}-1\right| \leq \alpha$, where $\alpha$ has the value given by Propositions 4.1, 4.2 , and consequently

$$
S\left(R_{m}\right)=\sqrt{\frac{h_{m}\left(h_{m}+n-2\right)}{-\beta_{1}^{\omega_{m}}}}+o(1)
$$

where $\left\{h_{m}\right\}_{m}$ is a divergent sequence of natural numbers.
Since $R_{m} \in\left(R_{k_{m}}^{1}, R_{k_{m}+1}^{1}\right), S\left(R_{m}\right)=S\left(R_{k_{m}}^{1}\right)+\eta_{1}$ or $S\left(R_{m}\right)=S\left(R_{k_{m}+1}^{1}\right)-\eta_{1}$ with $\eta \leq \eta_{1} \leq$ $\frac{S\left(R_{k_{m}+1}^{1}\right)-S\left(R_{k_{m}}^{1}\right)}{2}$.
Suppose that $S\left(R_{m}\right)=S\left(R_{k_{m}}^{1}\right)+\eta_{1}$. Since in the other case the proof is the same, it will be omitted. Then, using

$$
S\left(R_{k_{m}}\right)=\sqrt{\frac{k_{m}\left(k_{m}+n-2\right)}{-\beta_{1}^{\omega_{k_{m}}}}}+o(1)
$$

and $\beta_{1}^{\omega_{k_{m}}}=\beta_{1}^{1}+o(1), \beta_{1}^{\omega_{m}}=\beta_{1}^{1}+o(1)$, we get

$$
\sqrt{\frac{h_{m}\left(h_{m}+n-2\right)}{-\beta_{1}^{1}+o(1)}}=\sqrt{\frac{k_{m}\left(k_{m}+n-2\right)}{-\beta_{1}^{1}+o(1)}}+\eta_{1} .
$$

If we square this identity and we use the following Taylor formula centered at $k_{m}$ :

$$
\sqrt{h_{m}\left(h_{m}+n-2\right)}=\sqrt{k_{m}\left(k_{m}+n-2\right)}+\frac{1}{2} \frac{2 k_{m}+n-2}{\sqrt{k_{m}\left(k_{m}+n-2\right)}}\left(h_{m}-k_{m}\right)+o\left(\left(h_{m}-k_{m}\right)\right),
$$

we get

$$
\left(h_{m}-k_{m}\right) \frac{k_{m}+n / 2-1}{\sqrt{k_{m}\left(k_{m}+n-2\right)}}+o\left(\left(h_{m}-k_{m}\right)\right)=\eta_{1} \sqrt{-\beta_{1}^{1}+o(1)} .
$$

Since

$$
\frac{\left(k_{m}+n / 2-1\right)}{\sqrt{k_{m}\left(k_{m}+n-2\right)}} \rightarrow 1
$$

as $m$ tends to $\infty$,

$$
0<h_{m}-k_{m}=\eta_{1} \sqrt{-\beta_{1}^{1}+o(1)}(1+o(1))<1
$$

for $m$ large enough. That contradicts the fact that $h_{m}$ and $k_{m}$ are natural numbers.

## 6 Study of the approximate solutions

Lemma 6.1 Let $\tilde{u}_{R}$ denote the function defined by (5) $\tilde{u}_{R}(\rho, \theta)=w_{R}(T(\rho, \theta))$. Then

$$
-\Delta_{\mathbf{g}} \tilde{u}_{R}=\tilde{u}_{R}^{p}+O\left(\frac{1}{S^{2+\delta}(R)}\right) .
$$

Proof Since $(\rho, \theta)=T^{-1}(r, \theta)=\left(r+\frac{g(\theta)}{S^{\delta}(R)}, \theta\right)$, the function $\tilde{u}_{R}(\rho, \theta)=w_{R}(T(\rho, \theta))$ satisfies the identity

$$
\begin{aligned}
\Delta_{\mathbf{g}} \tilde{u}_{R}= & \frac{\partial^{2} \tilde{u}_{R}}{\partial \rho^{2}}+(n-1) \frac{S^{\prime}(\rho)}{S(\rho)} \frac{\partial \tilde{u}_{R}}{\partial \rho}+\frac{1}{S^{2}(\rho)} \Delta_{\mathbb{S}^{n-1}} \tilde{u}_{R} \\
= & \frac{\partial^{2} \tilde{u}_{R}}{\partial r^{2}}+(n-1) \frac{S^{\prime}\left(r+g(\theta) S^{-\delta}(R)\right)}{S\left(r+g(\theta) S^{-\delta}(R)\right)} \frac{\partial \tilde{u}_{R}}{\partial r}+\frac{1}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)} \Delta_{\mathbb{S}^{n-1}} \tilde{u}_{R} \\
= & \frac{\partial^{2} w_{R}}{\partial r^{2}}+(n-1) \frac{S^{\prime}(r)}{S(r)} \frac{\partial w_{R}}{\partial r}+\frac{1}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)} \Delta_{\mathbb{S}^{n-1}} \tilde{u}_{R} \\
& +(n-1) \frac{S^{\prime}\left(r+g(\theta) S^{-\delta}(R)\right) S(r)-S\left(r+g(\theta) S^{-\delta}(R)\right) S^{\prime}(r)}{S(r) S\left(r+g(\theta) S^{-\delta}(R)\right)} \frac{\partial w_{R}}{\partial r} \\
= & -w_{R}^{p}+O\left(\frac{1}{S^{2+\delta}(R)}\right)
\end{aligned}
$$

This identity follows from:

- $S^{\prime}\left(r+g(\theta) S^{-\delta}(R)\right) S(r)-S\left(r+g(\theta) S^{-\delta}(R)\right) S^{\prime}(r)=O\left(\left[S^{\prime \prime}(R) S(R)-\left(S^{\prime}(R)\right)^{2}\right] S^{-\delta}(R)\right)$, from which we get

$$
\begin{aligned}
\frac{S\left(r+g(\theta) S^{-\delta}(R)\right) S^{\prime}(r)-S(r) S^{\prime}\left(r+g(\theta) S^{-\delta}(R)\right)}{S(r) S\left(r+g(\theta) S^{-\delta}(R)\right)} & =O\left(\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime} S^{-\delta}(R)\right) \\
& =o\left(S^{-\delta}(R)\right)
\end{aligned}
$$

Here we used the hypothesis $\left(\frac{S^{\prime}(R)}{S(R)}\right)^{\prime}=o(1)$.

- $\left|\Delta_{\mathbb{S}^{n-1}} \tilde{u}_{R}\right|=O\left(\frac{1}{S^{\delta}(R)}\right)$, which is consequence of

$$
\frac{\partial \tilde{u}_{R}}{\partial \theta}=-\frac{\partial w_{R}}{\partial r} \frac{\partial g}{\partial \theta} \frac{1}{S^{\delta}(R)}
$$

Solutions to (6) correspond to critical points of the $C^{2}$-class functional

$$
I_{R}(u)=\frac{1}{2} \int_{\Omega_{R}}|\nabla u|^{2} d v o l-\frac{1}{p+1} \int_{\Omega_{R}}|u|^{p+1} d v o l
$$

on $H_{0}^{1}\left(\Omega_{R}\right)$. It is well defined for $p>1$ if $n=2$ and for $1<p \leq \frac{n+2}{n-2}$ if $n \geq 3$. For any $u \in$ $H_{0}^{1}\left(\Omega_{R}\right)$ we identify $I_{R}^{\prime}(u)$ with the linear continuous operator $\operatorname{grad} I_{R}(u)$ from $H_{0}^{1}\left(\Omega_{R}\right)$ to
$H_{0}^{1}\left(\Omega_{R}\right)$, defined by

$$
\begin{equation*}
\operatorname{grad} I_{R}(u):=u-\left(-\Delta_{\mathbf{g}}\right)^{-1}\left(|u|^{p-1} u\right) . \tag{21}
\end{equation*}
$$

To this aim we observe that

$$
I_{R}^{\prime}(u)[v]:=\int_{\Omega_{R}}\left(\nabla u \nabla v-|u|^{p-1} u v\right) d v o l .
$$

If we suppose $v \in H_{0}^{1}\left(\Omega_{R}\right)$, then

$$
\begin{aligned}
I_{R}^{\prime}(u)[v] & =\int_{\Omega_{R}}\left(\nabla u \nabla v-|u|^{p-1} u v\right) d v o l=-\int_{\Omega_{R}} v\left(\Delta_{\mathbf{g}} u+|u|^{p-1} u\right) d v o l \\
& =-\int_{\Omega_{R}} v \Delta_{\mathbf{g}}\left[u+\Delta_{\mathbf{g}}^{-1}\left(|u|^{p-1} u\right)\right] d v o l=\int_{\Omega_{R}} \nabla v \nabla\left[u+\Delta_{\mathbf{g}}^{-1}\left(|u|^{p-1} u\right)\right] d v o l .
\end{aligned}
$$

If $\left\langle w_{1}, w_{2}\right\rangle=\int_{\Omega_{R}} \nabla w_{1} \nabla w_{2} d \nu o l$ is the inner product in $H_{0}^{1}\left(\Omega_{R}\right)$, then by the Riesz theorem, we define $\operatorname{grad} I_{R}(u)$ as the operator such that

$$
I_{R}^{\prime}(u)[v]=\left\langle\operatorname{grad} I_{R}(u), v\right\rangle .
$$

As a consequence

$$
\operatorname{grad} I_{R}(u)=u+\Delta_{\mathbf{g}}^{-1}\left(|u|^{p-1} u\right)=u-\left(-\Delta_{\mathbf{g}}^{-1}\right)\left(|u|^{p-1} u\right)
$$

Lemma 6.2 If $p>1$ in the case $n=2$ and if $1<p \leq \frac{n+2}{n-2}$ in the case $n \geq 3$, then $\left\|\operatorname{grad} I_{R}(u)\right\|_{H_{0}^{1}\left(\Omega_{R}\right)} \leq D_{1} S^{-\kappa}(R)$, with $\kappa=\frac{5-n+2 \delta}{2}>0, \delta$ as in (3) and $D_{1}$ independent of $R$.

Proof If we define $z_{R}:=\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)$, then $\Delta_{\mathbf{g}} \tilde{u}_{R}+\tilde{u}_{R}^{p}=\Delta_{\mathbf{g}} z_{R}$.
From Lemma 6.1 we get

$$
\begin{aligned}
\int_{\Omega_{R}}\left|\nabla z_{R}\right|^{2} d v o l & =\int_{\Omega_{R}}\left(-\Delta_{\mathbf{g}} \tilde{u}_{R}-\tilde{u}_{R}^{p}\right) z_{R} d v o l \\
& \leq\left(\int_{\Omega_{R}}\left(\Delta_{\mathbf{g}} \tilde{u}_{R}+\tilde{u}_{R}^{p}\right)^{2} d v o l\right)^{\frac{1}{2}}\left(\int_{\Omega_{R}} z_{R}^{2} d v o l\right)^{\frac{1}{2}} \\
& \leq C\left(\int_{\Omega_{R}} \frac{1}{S^{4+2 \delta}(R)} d v o l\right)^{\frac{1}{2}} C_{0}\left(\int_{\Omega_{R}}\left|\nabla z_{R}\right|^{2} d v o l\right)^{\frac{1}{2}} .
\end{aligned}
$$

$C_{0}$ is the constant (independent of $R$ ) of the Poincaré inequality.
Since meas $\left(\Omega_{R}\right)=O\left(S^{n-1}(R)\right)$,

$$
\left\|z_{R}\right\|_{H_{0}^{1}\left(\Omega_{R}\right)} \leq D_{1} \frac{1}{S^{2+\delta}(R)} S^{\frac{n-1}{2}}(R)=D_{1} S^{-\kappa}(R)
$$

Lemma 6.3 Let $v$ be any function in $H_{0}^{1}\left(A_{R}\right)$, then $\tilde{v}:=v \circ T \in H_{0}^{1}\left(\Omega_{R}\right)$ and

$$
\int_{\Omega_{R}}|\nabla \tilde{v}|^{2} d v o l=\int_{A_{R}}|\nabla v|^{2} d v o l+O\left(\frac{S^{\prime}(R)}{S^{1+\delta}(R)} \int_{A_{R}}|\nabla v|^{2} d v o l\right) .
$$

Proof We observe that $|\nabla \tilde{v}|^{2}=\left(\frac{\partial \tilde{v}}{\partial \rho}\right)^{2}+\frac{1}{S^{2}(\rho)} \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left(\frac{\partial \tilde{v}}{\partial \theta_{i}}\right)^{2}$, where $\theta=\left(\theta_{1}, \ldots, \theta_{n-1}\right) \in \mathbb{S}^{n-1}$. From the expression of $T$ we easily deduce

$$
\frac{\partial \tilde{v}}{\partial \rho}=\frac{\partial v}{\partial r}, \quad \frac{\partial \tilde{v}}{\partial \theta_{i}}=\frac{\partial v}{\partial \theta_{i}}-S^{-\delta}(R) \frac{\partial v}{\partial r} \frac{\partial g}{\partial \theta_{i}} .
$$

Consequently

$$
\begin{aligned}
& \int_{\Omega_{R}}|\nabla \tilde{v}|^{2} d v o l \\
&= \int_{A_{R}}\left[\left(\frac{\partial v}{\partial r}\right)^{2}+\frac{1}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)}\right. \\
&\left.\times \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left(S^{-2 \delta}(R)\left(\frac{\partial v}{\partial r} \frac{\partial g}{\partial \theta_{i}}\right)^{2}+\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2}-2 S^{-\delta}(R) \frac{\partial v}{\partial r} \frac{\partial v}{\partial \theta_{i}} \frac{\partial g}{\partial \theta_{i}}\right)\right] d v o l \\
&= \int_{A_{R}}\left[\left(\frac{\partial v}{\partial r}\right)^{2}+\frac{1}{S^{2}(R)} \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2}\right] d v o l+I_{1}+I_{2}=\int_{A_{R}}|\nabla v|^{2} d v o l+I_{1}+I_{2}
\end{aligned}
$$

with

$$
\begin{aligned}
I_{1}= & \int_{A_{R}} \frac{1}{S^{2}\left(R+g(\theta) S^{-\delta}(R)\right)} \\
& \times \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left[S^{-2 \delta}(R)\left(\frac{\partial v}{\partial r}\right)^{2}\left(\frac{\partial g}{\partial \theta_{i}}\right)^{2}-2 S^{-\delta}(R) \frac{\partial v}{\partial r} \frac{\partial v}{\partial \theta_{i}} \frac{\partial g}{\partial \theta_{i}}\right] d v o l, \\
I_{2}= & \int_{A_{R}}\left(S^{-2}\left(r+g(\theta) S^{-\delta}(R)\right)-S^{-2}(r)\right) \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2} d v o l, \\
\left|I_{2}\right| \leq & \int_{A_{R}} \frac{\left|S^{2}(r)-S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)\right|}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right) S^{2}(r)} \sum_{i=1}^{n-1} a_{i}^{2}(\theta)\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2} d v o l \\
\leq & C S^{\prime}(R) S^{-1-\delta}(R) \int_{A_{R}} S^{-2}(r) \sum_{i=1}^{n-1}\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2} d v o l \\
\leq & C S^{\prime}(R) S^{-1-\delta}(R) \int_{A_{R}}|\nabla v|^{2} d v o l, \\
\left|I_{1}\right| \leq & \frac{C}{S^{2+2 \delta}(R)} \int_{A_{R}}\left(\frac{\partial v}{\partial r}\right)^{2} d v o l \\
& +\int_{A_{R}} \frac{C}{S^{2}(r) S^{\delta}(R)} \sum_{i=1}^{n-1}\left[S(r)\left(\frac{\partial v}{\partial r}\right)^{2}+\frac{1}{S(r)}\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2}\right] d v o l \\
\leq & \frac{C}{S^{2+2 \delta}(R)} \int_{A_{R}}\left(\frac{\partial v}{\partial r}\right)^{2} d v o l+\frac{C}{S^{1+\delta}(R)} \int_{A_{R}}\left(\frac{\partial v}{\partial r}\right)^{2} d v o l \\
& +\frac{C}{S^{1+\delta(R)}} \int_{A_{R}} \sum_{i=1}^{n-1} \frac{1}{S^{2}(r)}\left(\frac{\partial v}{\partial \theta_{i}}\right)^{2} d v o l \\
\leq & C S^{-1-\delta}(R) \int_{A_{R}}|\nabla v|^{2} d v o l .
\end{aligned}
$$

We consider the eigenvalue problems

$$
\begin{align*}
& \left\{\begin{array}{l}
\Delta_{\mathbf{g}} v+\tilde{\lambda} p \tilde{u}_{R}^{p-1} v=0 \quad \text { in } \Omega_{R}, \\
v=0 \text { on } \partial \Omega_{R},
\end{array}\right.  \tag{22}\\
& \left\{\begin{array}{l}
\Delta_{\mathbf{g}} v+\lambda p w_{R}^{p-1} v=0 \quad \text { in } A_{R}, \\
v=0
\end{array} \text { on } \partial A_{R} .\right. \tag{23}
\end{align*}
$$

$\tilde{\psi}_{R, 1}, \ldots, \tilde{\psi}_{R, k}$ denote the unit $L^{2}$-eigenfunctions of (22) and $\tilde{\lambda}_{R, 1}, \ldots, \tilde{\lambda}_{R, k}$ are the corresponding eigenvalues. $\phi_{R, 1}, \ldots, \phi_{R, k}$ denote the eigenfunctions of (23) and $\lambda_{R, 1}, \ldots, \lambda_{R, k}$ are the corresponding eigenvalues. Let us consider the functionals

$$
\begin{aligned}
& \tilde{Q}_{R}(u)=\frac{\int_{\Omega_{R}}|\nabla u|^{2} d v o l}{\int_{\Omega_{R}} p \tilde{u}_{R}^{p-1} u^{2} d v o l}, \quad u \in H_{0}^{1}\left(\Omega_{R}\right), u \neq 0, \\
& Q_{R}(v)=\frac{\int_{A_{R}}|\nabla v|^{2} d v o l}{\int_{A_{R}} p w_{R}^{p-1} v^{2} d v o l}, \quad v \in H_{0}^{1}\left(A_{R}\right), v \not \equiv 0 .
\end{aligned}
$$

Lemma 6.4 Let $\tilde{V}_{R, k}$ denote the subspace of $H_{0}^{1}\left(\Omega_{R}\right)$ spanned by $\tilde{\phi}_{R, 1}, \ldots, \tilde{\phi}_{R, k}$ with $\tilde{\phi}_{R, i}=$ $\phi_{R, i} \circ T$ with $i=1, \ldots, k$, then

$$
\tilde{Q}_{R}(\tilde{v}) \leq \lambda_{R, k}+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right) \lambda_{R, k}+O\left(S^{-1}(R)\right) \lambda_{R, k} \quad \text { as } R \rightarrow+\infty
$$

for any $\tilde{v} \in \tilde{V}_{R, k}$.

Remark 6.5 The reason of our choice for the lower bound for the value of $\delta$ (see (3)) is that the term $O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)$, which appears in Lemmas 6.4 and 6.6 , must tend to 0 as $R \rightarrow+\infty$, also when $S^{\prime}(R)$ is unbounded.

Proof The function $\tilde{v}$ can be expressed as $\tilde{v}=\sum_{i=1}^{k} \alpha_{i} \tilde{\phi}_{R, i}$. Consequently

$$
\begin{aligned}
& \tilde{Q}_{R}(\tilde{v})=\frac{\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} \int_{\Omega_{R}} \nabla \tilde{\phi}_{R, i} \nabla \tilde{\phi}_{R, j} d v o l}{\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} \int_{\Omega_{R}} p \tilde{u}_{R}^{p-1} \tilde{\phi}_{R, i} \tilde{\phi}_{R, j} d v o l}, \\
& \nabla \tilde{\phi}_{R, i} \nabla \tilde{\phi}_{R, j}=\frac{\partial \tilde{\phi}_{R, i}}{\partial \rho} \frac{\partial \tilde{\phi}_{R, j}}{\partial \rho}+\frac{1}{S^{2}(\rho)} \sum_{l=1}^{k} a_{l}^{2}(\theta) \frac{\partial \tilde{\phi}_{R, i}}{\partial \theta_{l}} \frac{\partial \tilde{\phi}_{R, j}}{\partial \theta_{l}}, \\
& \nabla \phi_{R, i} \nabla \phi_{R, j}=\frac{\partial \phi_{R, i}}{\partial r} \frac{\partial \phi_{R, j}}{\partial r}+\frac{1}{S^{2}(r)} \sum_{l=1}^{k} a_{l}^{2}(\theta) \frac{\partial \phi_{R, i}}{\partial \theta_{l}} \frac{\partial \phi_{R, j}}{\partial \theta_{l}} .
\end{aligned}
$$

Now we will express $\nabla \tilde{\phi}_{R, i} \nabla \tilde{\phi}_{R, j}$ in terms of $\nabla \phi_{R, i} \nabla \phi_{R, j}$ :

$$
\begin{aligned}
\nabla \tilde{\phi}_{R, i} \nabla \tilde{\phi}_{R, j}= & \frac{\partial \phi_{R, i}}{\partial r} \frac{\partial \phi_{R, j}}{\partial r}+\frac{1}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)} \\
& \times \sum_{l=1}^{k} a_{l}^{2}(\theta)\left(\frac{\partial \phi_{R, i}}{\partial \theta_{l}}-S^{-\delta}(R) \frac{\partial \phi_{R, i}}{\partial r} \frac{\partial g}{\partial \theta_{l}}\right)\left(\frac{\partial \phi_{R, j}}{\partial \theta_{l}}-S^{-\delta}(R) \frac{\partial \phi_{R, j}}{\partial r} \frac{\partial g}{\partial \theta_{l}}\right)
\end{aligned}
$$

Observe that

$$
\frac{1}{S^{2}\left(r+g(\theta) S^{-\delta}(R)\right)}=\frac{1}{S^{2}(r)\left(1+O\left(S^{\prime}(r) S^{-1}(r) S^{-\delta}(R)\right)\right)}=\frac{1}{S^{2}(r)}+O\left(S^{\prime}(r) S^{-3}(r) S^{-\delta}(R)\right)
$$

Then $\nabla \tilde{\phi}_{R, i} \nabla \tilde{\phi}_{R, j}$ equals

$$
\begin{aligned}
& \frac{\partial \phi_{R, i}}{\partial r} \frac{\partial \phi_{R, j}}{\partial r}+\left[\frac{1}{S^{2}(r)}+O\left(S^{\prime}(R) S^{-3-\delta}(R)\right)\right] \\
& \times \sum_{l=1}^{k} a_{l}^{2}(\theta)\left(\frac{\partial \phi_{R, i}}{\partial \theta_{l}}-S^{-\delta}(R) \frac{\partial \phi_{R, i}}{\partial r} \frac{\partial g}{\partial \theta_{l}}\right)\left(\frac{\partial \phi_{R, j}}{\partial \theta_{l}}-S^{-\delta}(R) \frac{\partial \phi_{R, j}}{\partial r} \frac{\partial g}{\partial \theta_{l}}\right) \\
& \leq \nabla \phi_{R, i} \nabla \phi_{R, j}+O\left(S^{\prime}(R) S^{-3-\delta}(R)\right) \sum_{l=1}^{k} \frac{\partial \phi_{R, i}}{\partial \theta_{l}} \frac{\partial \phi_{R, j}}{\partial \theta_{l}} \\
&+C\left[\frac{1}{S^{2}(r)}+O\left(S^{\prime}(R) S^{-3-\delta}(R)\right)\right] \\
& \times \sum_{l=1}^{k}\left[S(r)\left(\frac{\partial \phi_{R, i}}{\partial r}\right)^{2}+S(r)\left(\frac{\partial \phi_{R, j}}{\partial r}\right)^{2}+\frac{1}{S(r)}\left(\frac{\partial \phi_{R, i}}{\partial \theta_{l}}\right)^{2}+\frac{1}{S(r)}\left(\frac{\partial \phi_{R, j}}{\partial \theta_{l}}\right)^{2}\right] \\
&= \nabla \phi_{R, i} \nabla \phi_{R, j}+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right) \nabla \phi_{R, i} \nabla \phi_{R, j} \\
&+C\left[\frac{1}{S^{2}(r)}+O\left(S^{\prime}(R) S^{-3-\delta}(R)\right)\right] \cdot S(r)\left[\left|\nabla \phi_{R, i}\right|^{2}+\left|\nabla \phi_{R, j}\right|^{2}\right] \\
&=\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right) \nabla \phi_{R, i} \nabla \phi_{R, j}+O\left(S^{-1}(r)\right)\left[\left|\nabla \phi_{R, i}\right|^{2}+\left|\nabla \phi_{R, j}\right|^{2}\right] .
\end{aligned}
$$

We used the inequality

$$
\frac{\partial \phi_{R, j}}{\partial r} \frac{\partial \phi_{R, i}}{\partial \theta_{l}} \leq S(r)\left(\frac{\partial \phi_{R, j}}{\partial r}\right)^{2}+\frac{1}{S(r)}\left(\frac{\partial \phi_{R, i}}{\partial \theta_{l}}\right)^{2} .
$$

Now we will express $p \int_{\Omega_{R}} \tilde{u}_{R}^{p-1} \tilde{\phi}_{R, i} \tilde{\phi}_{R, j} d v o l$ in terms of $p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l$ :

$$
\begin{aligned}
& p \int_{\Omega_{R}} \tilde{u}_{R}^{p-1} \tilde{\phi}_{R, i} \tilde{\phi}_{R, j} d v o l \\
&= p \int_{\mathbb{S}^{n-1}} \int_{R+g(\theta) S^{-\delta}(R)}^{R+1+g(\theta) S^{-\delta}(R)} \tilde{u}_{R}^{p-1} \tilde{\phi}_{R, i} \tilde{\phi}_{R, j} S^{n-1}(\rho) d \rho d \theta \\
&= p \int_{\mathbb{S}^{n-1}} \int_{R}^{R+1} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} S^{n-1}\left(r+g(\theta) S^{-\delta}(R)\right) d r d \theta \\
&= p \int_{\mathbb{S}^{n-1}} \int_{R}^{R+1} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} S^{n-1}(r) d r d \theta \\
& \quad+p \int_{\mathbb{S}^{n-1}} \int_{R}^{R+1} w_{R}^{p-1} \phi_{R, i} \phi_{R, j}\left(S^{n-1}\left(r+g(\theta) S^{-\delta}(R)\right)-S^{n-1}(r)\right) d r d \theta \\
& \leq p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right) \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l \\
&= p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right),
\end{aligned}
$$

with $O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)>0$.

We can write

$$
\tilde{Q}_{R}(\tilde{v})=\frac{\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} \int_{A_{R}}\left(\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right) \nabla \phi_{R, i} \nabla \phi_{R, j}+O\left(S^{-1}(R)\right)\left[\left|\nabla \phi_{R, i}\right|^{2}+\left|\nabla \phi_{R, j}\right|^{2}\right]\right) d v o l}{\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} \operatorname{dvol}\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right)} .
$$

That can be simplified observing that $\phi_{R, i}$ and $\phi_{R, j}$ satisfy $\int_{A_{R}} p w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l=\delta_{i, j}$. As a consequence

$$
\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l=\sum_{i=1}^{k} \alpha_{i}^{2} p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i}^{2} d v o l=\sum_{i=1}^{k} \alpha_{i}^{2}
$$

Furthermore, by integrating by parts we can show the following identity:

$$
p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i} \phi_{R, j} d v o l=\int_{A_{R}} \nabla \phi_{R, i} \nabla \phi_{R, j} d v o l .
$$

Consequently the formula for $\tilde{Q}_{R}(\tilde{v})$ can be written as follows:

$$
\begin{aligned}
\tilde{Q}_{R}(\tilde{v})= & \frac{\sum_{i, j=1}^{k} \alpha_{i} \alpha_{j} \int_{A_{R}}\left(\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right) \nabla \phi_{R, i} \nabla \phi_{R, j}+O\left(S^{-1}(R)\right)\left[\left|\nabla \phi_{R, i}\right|^{2}+\left|\nabla \phi_{R, j}\right|^{2}\right]\right) d v o l}{\sum_{i=1}^{k} \alpha_{i}^{2} p \int_{A_{R}} w_{R}^{p-1} \phi_{R, i}^{2} d v o l} \\
= & \frac{\sum_{i=1}^{k} \alpha_{i}^{2} \int_{A_{R}}\left(\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right)\left|\nabla \phi_{R, i}\right|^{2}\right) d v o l}{\sum_{i=1}^{k} \alpha_{i}^{2}} \\
& +\frac{O\left(S^{-1}(R)\right)\left[\sum_{i=1}^{k} \alpha_{i}^{2} \int_{A_{R}}\left|\nabla \phi_{R, i}\right|^{2} d v o l+\sum_{j=1}^{k} \alpha_{j}^{2} \int_{A_{R}}\left|\nabla \phi_{R, j}\right|^{2} d v o l\right]}{\sum_{i=1}^{k} \alpha_{i}^{2}} \\
\leq & \lambda_{R, k}\left(1+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right)\right)+\lambda_{R, k} O\left(S^{-1}(R)\right) .
\end{aligned}
$$

Here we use the fact that $\lambda_{R, k}$ is the largest among the eigenvalues $\lambda_{R, i}, i=1, \ldots, k$.

In the same way it is possible to show the following result.
Lemma 6.6 Let $W_{R, k}$ denote the subspace of $H_{0}^{1}\left(A_{R}\right)$ spanned by $\psi_{R, 1}, \ldots, \psi_{R, k}$ with $\psi_{R, i}=$ $\tilde{\psi}_{R, i} \circ T^{-1}$ with $i=1, \ldots, k$, then

$$
Q_{R}(v) \leq \tilde{\lambda}_{R, k}+O\left(S^{\prime}(R) S^{-1-\delta}(R)\right) \tilde{\lambda}_{R, k}+O\left(S^{-1}(R)\right) \lambda_{R, k} \quad \text { as } R \rightarrow+\infty
$$

for any $v \in W_{R, k}$.
The following proposition is the analog of Proposition 5.10 for the eigenvalues of the problem (22).

Proposition 6.7 For any $\eta>0$ let $\gamma(\eta)>0$ and $k(\eta) \in \mathbb{N}$ be as in Proposition 5.10. Then there exists $\bar{k}(\eta) \geq k(\eta)$ such that for any $k \geq \bar{k}(\eta)$ and any $R \in\left[R_{k}^{1}+\eta, R_{k+1}^{1}-\eta\right]$ the following inequality holds:

$$
\left|\tilde{\omega}_{R}-1\right| \geq \frac{\gamma(\eta)}{2}
$$

for any eigenvalue $\tilde{\lambda}_{R}$ of (22).

The proof is omitted because it is exactly the same as the one of Proposition 5.5 in [12].

## 7 Proof of Theorem 1.1

### 7.1 Proof in the subcritical case

The exponent $p$ satisfies $p>1$ if $n=2$ or

$$
1<p \leq \frac{n+2}{n-2}=2^{*}-1 \quad \text { if } n \geq 3
$$

We consider the $C^{2}$-class functional $I_{R}(u):=\frac{1}{2} \int_{\Omega_{R}}\left(|\nabla u|^{2}-\frac{1}{p+1}|u|^{p+1}\right) d v o l$ in $H_{0}^{1}\left(\Omega_{R}\right)$ and whose Frechet derivative $I_{R}^{\prime}(u)$ is identified with the element $\operatorname{grad} I_{R}(u) \in H_{0}^{1}\left(\Omega_{R}\right)$ described by (21). Analogously the second derivative $I_{R}^{\prime \prime}(u)$ which satisfies

$$
I_{R}^{\prime \prime}(u)[\phi, \psi]:=\int_{\Omega_{R}}\left(\nabla \phi \nabla \psi-p|u|^{p-1} \phi \psi\right) d v o l
$$

can be identified with a linear continuous operator $D^{2} I_{R}(u)$ from $H_{0}^{1}\left(\Omega_{R}\right)$ to $H_{0}^{1}\left(\Omega_{R}\right)$.
Indeed, suppose $v \in H_{0}^{1}\left(\Omega_{R}\right)$, then

$$
\begin{aligned}
I_{R}^{\prime \prime}(u)[v, v] & =\int_{\Omega_{R}}\left(|\nabla v|^{2}-p|u|^{p-1} v^{2}\right) d v o l=-\int_{\Omega_{R}} v\left(\Delta_{\mathbf{g}} v+p|u|^{p-1} v\right) d v o l \\
& =-\int_{\Omega_{R}} v \Delta_{\mathbf{g}}\left[v+\Delta_{\mathbf{g}}^{-1}\left(p|u|^{p-1} v\right)\right] d v o l=\int_{\Omega_{R}} \nabla v \nabla\left[v+\Delta_{\mathbf{g}}^{-1}\left(p|u|^{p-1} v\right)\right] d v o l .
\end{aligned}
$$

Here $\left\langle w_{1}, w_{2}\right\rangle=\int_{\Omega_{R}} \nabla w_{1} \nabla w_{2} d v o l$ is the inner product ${ }^{\mathrm{a}}$ in $H_{0}^{1}\left(\Omega_{R}\right)$. By the Riesz theorem, we define $D^{2} I_{R}(u)$ as the operator such that

$$
I_{R}^{\prime \prime}(u)[v, v]=\left\langle D^{2} I_{R}(u)[v], v\right\rangle .
$$

As a consequence

$$
D^{2} I_{R}(u)[v]=v+\Delta_{\mathbf{g}}^{-1}\left(p|u|^{p-1} v\right)=v-\left(-\Delta_{\mathbf{g}}^{-1}\right)\left(p|u|^{p-1} v\right) .
$$

If $\tilde{u}_{R}:=w_{R} \circ T$ is the function defined by (5), we look for a solution $u$ in $\Omega_{R}$ having the form $u=\tilde{u}_{R}+\phi_{R}$, where $\phi_{R} \in H_{0}^{1}\left(\Omega_{R}\right)$ such that $\operatorname{grad} I_{R}\left(\tilde{u}_{R}+\phi_{R}\right)=0$. This implies that the problem can be reformulated as a fixed point problem:

$$
\phi_{R}=F_{R}\left(\phi_{R}\right),
$$

where the operator

$$
F_{R}: H_{0}^{1}\left(\Omega_{R}\right) \rightarrow H_{0}^{1}\left(\Omega_{R}\right)
$$

is defined by

$$
\begin{equation*}
F_{R}(\phi):=-\left[D^{2} I_{R}\left(\tilde{u}_{R}\right)\right]^{-1}\left[\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)+G_{R}(\phi)\right] . \tag{24}
\end{equation*}
$$

Here

$$
G_{R}(\phi)=\operatorname{grad} I_{R}\left(\tilde{u}_{R}+\phi\right)-\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)-D^{2} I_{R}\left(\tilde{u}_{R}\right)[\phi] .
$$

Note that in our case $G_{R}\left(\phi_{R}\right)=-\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)-D^{2} I_{R}\left(\tilde{u}_{R}\right)\left[\phi_{R}\right]$.
If $R_{k}^{1}$ are the values of $R$ for which Proposition 5.10 and Corollary 5.8 hold, then if we set $R_{k}:=R_{k}^{1}$, the difference $S\left(R_{k+1}\right)-S\left(R_{k}\right)$ tends to $\tau=\frac{1}{\sqrt{-\beta_{1}^{1}}}$ as $k$ tends to $+\infty$.

Let us choose $\eta>0$ and $R \in\left[R_{k}+\eta, R_{k+1}-\eta\right]$ with $k$ large enough and which will be determined below. We show that $F_{R}$ maps the ball

$$
B_{\eta, R}:=\left\{\phi \in H_{0}^{1}\left(\Omega_{R}\right):\|\phi\|_{H_{0}^{1}} \leq A(\eta) S(R)^{-\kappa}\right\}
$$

into itself. $A(\eta):=2 C_{1}(\eta) \bar{C}$, where $C_{1}(\eta)$ is the constant which appears in Lemma 7.2 and $\bar{C}=\max \left\{D_{1}, D_{2}, D_{3}\right\}$, where $D_{1}, D_{2}, D_{3}$ are the constants which appear in Lemma 6.2 and Lemma 7.3. We recall that $\kappa=\frac{1}{2}(5-n+2 \delta)>0$ with $\delta$ as in (3).
If $k \geq \bar{k}(\eta)(\bar{k}(\eta)$ is given by Lemma 7.2), then

$$
\begin{aligned}
\left\|F_{R}(\phi)\right\|_{H_{0}^{1}} & \leq C_{1}(\eta)\left[\left\|\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)\right\|_{H_{0}^{1}}+\left\|G_{R}(\phi)\right\|_{H_{0}^{1}}\right] \\
& \leq C_{1}(\eta)\left[D_{1} S(R)^{-\kappa}+D_{2}\|\phi\|_{H_{0}^{1}}^{q}\right],
\end{aligned}
$$

where $q:=\min \{p, 2\}>1$. Consequently

$$
\left\|F_{R}(\phi)\right\|_{H_{0}^{1}} \leq C_{1}(\eta) \bar{C} S(R)^{-\kappa}+C_{1}(\eta) \bar{C} A^{q}(\eta) S^{-q \kappa}(R)<A(\eta) S^{-\kappa}(R)
$$

for $R$ enough large. It remains to show that $F_{R}$ is a contracting map. From Lemmas 7.2 and 7.3 we deduce

$$
\begin{aligned}
\left\|F_{R}\left(\phi_{1}\right)-F_{R}\left(\phi_{2}\right)\right\|_{H_{0}^{1}} & \leq C_{1}(\eta)\left[\left\|G_{R}\left(\phi_{1}\right)-G_{R}\left(\phi_{2}\right)\right\|_{H_{0}^{1}}\right] \\
& \leq 2 C_{1}(\eta) \bar{C} A^{d}(\eta) S^{-\kappa d}(R)\left\|\phi_{1}-\phi_{2}\right\|_{H_{0}^{1}}<\frac{1}{2}\left\|\phi_{1}-\phi_{2}\right\|_{H_{0}^{1}},
\end{aligned}
$$

where $d$ is $p-1$ or 1 .
By the fixed point theorem we get there exists a solution $\phi_{R} \in B_{\eta, R}$ such that $\left\|\phi_{R}\right\|_{H_{0}^{1}} \leq$ $A(\eta) S^{-\kappa}(R)$. The function $\tilde{u}_{R}+\phi_{R}$ is then the solution to (6). The sign of such a solution is shown to be positive in Lemma 7.1.

### 7.2 Proof in the supercritical case

$p$ is assumed to be bigger than $\frac{n+2}{n-2}$ and $n \geq 3$.
The operator $F_{R}$ defined above now is assumed to map the space $H_{0}^{1}\left(\Omega_{R}\right) \cap L^{\infty}\left(\Omega_{R}\right)$ into itself. We choose $\eta>0, R \in\left[R_{k}+\eta, R_{k+1}-\eta\right], \beta \in(0, \kappa)$ and $\kappa \leq 2$. We observe that this last condition is satisfied if $\delta \leq(n-1) / 2$.

We will construct an operator which maps the following set into itself:

$$
\begin{equation*}
C_{\eta, R}:=\left\{\phi \in H_{0}^{1}\left(\Omega_{R}\right) \cap L^{\infty}\left(\Omega_{R}\right):\|\phi\|_{H_{0}^{1}\left(\Omega_{R}\right)} \leq A(\eta) S(R)^{-\kappa},\|\phi\|_{L^{\infty}\left(\Omega_{R}\right)} \leq S(R)^{-\beta}\right\}, \tag{25}
\end{equation*}
$$

where $A(\eta)$ and $\eta$ are chosen like in the subcritical case.

Suppose $N \in \mathbb{R}$ and positive. We define the function $w_{N} \in C^{2}(\mathbb{R})$ as follows:

$$
w_{N}(s)= \begin{cases}|s|^{p+1} & \text { if }|s| \leq N \\ N+1 & \text { if }|s| \geq N+1\end{cases}
$$

We also introduce the functional $I_{R, N}(u): H_{0}^{1}\left(\Omega_{R}\right) \rightarrow H_{0}^{1}\left(\Omega_{R}\right)$,

$$
I_{R, N}(u)=\int_{\Omega_{R}}\left[\frac{1}{2}|\nabla u|^{2}-\frac{1}{p+1} w_{N}(u)\right] d v o l .
$$

We set $N_{0}:=2\left\|\tilde{u}_{R}\right\|_{L^{\infty}\left(\Omega_{R}\right)}$. We will assume $N \geq N_{0}$. For these values of $N$ the operator $\operatorname{grad} I_{R, N}\left(\tilde{u}_{R}\right)$ coincides with $\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)$ and $D^{2} I_{R, N}\left(\tilde{u}_{R}\right)$ coincides with $D^{2} I_{R}\left(\tilde{u}_{R}\right)$.
Let $F_{R, N}$ be the operator defined like $F_{R}$ (see (24)) but using $I_{R, N}$ at the place of $I_{R}$. We will show that $F_{R, N}$ is a contraction map on $C_{\eta, R}$ for $R$ large enough.

First, reasoning like in the subcritical case, we can show that if $\|\phi\|_{H_{0}^{1}\left(\Omega_{R}\right)} \leq A(\eta) S^{-\kappa}(R)$ then $\left\|F_{R, N}(\phi)\right\|_{H_{0}^{1}\left(\Omega_{R}\right)} \leq A(\eta) S^{-\kappa}(R)$.

If we set

$$
z_{R}(\phi):=\left|\tilde{u}_{R}+\phi\right|^{p-1}\left(\tilde{u}_{R}+\phi\right)-\tilde{u}_{R}^{p}-p \tilde{u}_{R}^{p-1} \phi
$$

then since $\tilde{u}_{R}$ is uniformly bounded, we easily conclude

$$
\left|z_{R}(\phi)\right| \leq \begin{cases}C|\phi|^{p} & \text { if } 1<p \leq 2  \tag{26}\\ C\left(|\phi|^{2}+|\phi|^{p}\right) & \text { if } p>2\end{cases}
$$

If $\|\phi\|_{L^{\infty}\left(\Omega_{R}\right)} \leq S^{-\beta}(R)$ then

$$
\left\|z_{R}(\phi)\right\|_{L^{\infty}\left(\Omega_{R}\right)} \leq C\left(\|\phi\|_{L^{\infty}\left(\Omega_{R}\right)}^{2}+\|\phi\|_{L^{\infty}\left(\Omega_{R}\right)}^{p}\right) \leq C\left(S^{-2 \beta}(R)+S^{-p \beta}(R)\right)
$$

By Lemma 7.4 we get

$$
\left\|F_{R, N}(\phi)\right\|_{L^{\infty}\left(\Omega_{R}\right)} \leq C\left(S^{-\kappa}(R)+S^{-2 \beta}(R)+S^{-p \beta}(R)+S^{-2}(R)\right) \leq S^{-\beta}(R)
$$

for $R$ large enough, because $\beta \in(0, \kappa)$ and $\kappa \leq 2$.
If $R \in\left[R_{k}+\eta, R_{k+1}-\eta\right]$ and $k$ is large enough, then reasoning as before we can show $F_{R, N}$ is contracting:

$$
\begin{aligned}
& \left\|F_{R, N}\left(\phi_{1}\right)-F_{R, N}\left(\phi_{2}\right)\right\|_{H_{0}^{1}} \leq c\left\|\phi_{1}-\phi_{2}\right\|_{H_{0}^{1}} \\
& \left\|F_{R, N}\left(\phi_{1}\right)-F_{R, N}\left(\phi_{2}\right)\right\|_{L^{\infty}} \leq c^{\prime}\left\|\phi_{1}-\phi_{2}\right\|_{L^{\infty}}
\end{aligned}
$$

with $c, c^{\prime}<1$.
By the fixed point theorem we get the existence of a function $\phi_{R} \in C_{\eta, R}$ (see (25)) such that $u_{R}=\tilde{u}_{R}+\phi_{R}$ satisfies

$$
\left\{\begin{array}{l}
\Delta_{\mathbf{g}} u_{R}+\left|u_{R}\right|^{\mid p-1} u_{R}=0 \quad \text { in } \Omega_{R}  \tag{27}\\
u_{R}=0 \quad \text { on } \partial \Omega_{R}
\end{array}\right.
$$

It remains to show that $u_{R}>0$ in $\Omega_{R}$. This follows from Lemma 7.1.

Lemma 7.1 The solution $u_{R}=\tilde{u}_{R}+\phi_{R}$ to the problem (6) is positive.
Proof We know that $\tilde{u}_{R}>0$ in $\Omega_{R}$ and $\phi_{R} \rightarrow 0$ in $H_{0}^{1}\left(\Omega_{R}\right)$. Suppose that $u_{R} \leq 0$ in a regular set $D_{R}$. If $R \rightarrow+\infty$ then meas $\left(D_{R}\right) \rightarrow 0$. We will show that such a set must be empty. If we multiply (27) by $u_{R}^{-}$and we integrate on $D_{R}$ we get

$$
\int_{\Omega_{R}}\left|\nabla u_{R}^{-}\right|^{2} d v o l=\int_{\Omega_{R}}\left|u_{R}\right|^{p-1}\left(u_{R}^{-}\right)^{2} d v o l \leq\left\|u_{R}\right\|_{\infty}^{p-1} \int_{\Omega_{R}}\left(u_{R}^{-}\right)^{2} d v o l .
$$

Using the Poincaré inequality, if $\lambda_{1}\left(D_{R}\right)$ is the first eigenvalue of $-\Delta_{\mathbf{g}}$ on $D_{R}$, we have

$$
\lambda_{1}\left(D_{R}\right) \int_{D_{R}} w^{2} d v o l \leq \int_{D_{R}}|\nabla w|^{2} d v o l
$$

From this we deduce

$$
\lambda_{1}\left(D_{R}\right) \int_{\Omega_{R}}\left(u_{R}^{-}\right)^{2} d v o l \leq\left\|u_{R}\right\|_{L^{\infty}}^{p-1} \int_{\Omega_{R}}\left(u_{R}^{-}\right)^{2} d v o l ;
$$

this says that $\lambda_{1}\left(D_{R}\right) \leq\left\|u_{R}\right\|_{L^{\infty}}^{p-1}$, contradicting the fact that the left hand side tends to $+\infty$ as meas $\left(D_{R}\right) \rightarrow 0$.

The proofs of the following technical lemmas are omitted because they are exactly the same as the ones of Lemmas 6.1, 6.2, 6.3, 6.4 of [12].

The first lemma says that for $R$ within a certain range the norm of the inverse operator $D^{2} I_{R}\left(\tilde{u}_{R}\right)^{-1}$ in the space $\mathcal{L}_{R}:=\left\{F: H_{0}^{1}\left(\Omega_{R}\right) \rightarrow H_{0}^{1}\left(\Omega_{R}\right) \mid F\right.$ linear and continuous $\}$ is bounded.

Lemma 7.2 If $\eta>0$ then for any $k \geq \bar{k}(\eta) \in \mathbb{N}$, where $\bar{k}(\eta)$ is the function described by Proposition 6.7, and $R \in\left[R_{k}+\eta, R_{k+1}-\eta\right]$ the operator is invertible and

$$
\left\|\left[D^{2} I_{R}\left(\tilde{u}_{R}\right)\right]^{-1}\right\|_{\mathcal{L}_{R}} \leq C_{1}(\eta)
$$

where $C_{1}(\eta)>0$ and independent of $k$.
Lemma 7.3 The map $G_{R}: H_{0}^{1}\left(\Omega_{R}\right) \rightarrow H_{0}^{1}\left(\Omega_{R}\right)$ defined by

$$
G_{R}(\phi):=\operatorname{grad} I_{R}\left(\tilde{u}_{R}+\phi\right)-\operatorname{grad} I_{R}\left(\tilde{u}_{R}\right)-D^{2} I_{R}\left(\tilde{u}_{R}\right)[\phi]
$$

satisfies

$$
\left\|G_{R}(\phi)\right\|_{H_{0}^{1}} \leq \begin{cases}D_{2}\|\phi\|_{H_{0}^{1}}^{p} & \text { if } 1<p \leq 2  \tag{28}\\ D_{2}\|\phi\|_{H_{0}^{1}}^{2} & \text { if } p>2\end{cases}
$$

where the constant $D_{2}$ does not depend on $R$, provided $\|\phi\|_{H_{0}^{1}} \leq 1$.
Furthermore if $\left\|\phi_{1}\right\|_{H_{0}^{1}} \leq 1,\left\|\phi_{2}\right\|_{H_{0}^{1}} \leq 1$, then

$$
\left\|G_{R}\left(\phi_{1}\right)-G_{R}\left(\phi_{2}\right)\right\|_{H_{0}^{1}} \leq \begin{cases}D_{3}\left(\left\|\phi_{1}\right\|_{H_{0}^{1}}^{p-1}-\left\|\phi_{2}\right\|_{H_{0}^{1}}^{p-1}\right)\left\|\phi_{1}-\phi_{2}\right\|_{H_{0}^{1}}^{p} & \text { if } 1<p \leq 2  \tag{29}\\ D_{3}\left(\left\|\phi_{1}\right\|_{H_{0}^{1}}-\left\|\phi_{2}\right\|_{H_{0}^{1}}\right)\left\|\phi_{1}-\phi_{2}\right\|_{H_{0}^{1}} & \text { if } p>2\end{cases}
$$

Lemma 7.4 There exists $C>0$ independent of $R$, such that for $R$ large enough the following estimate holds:

$$
\left\|F_{R}(\phi)\right\|_{L^{\infty}\left(\Omega_{R}\right)} \leq C\left(\left\|F_{R}(\phi)\right\|_{L^{2}\left(\Omega_{R}\right)}+\left\|z_{R}\right\|_{L^{\infty}\left(\Omega_{R}\right)}+S^{-2}(R)\right)
$$
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## Endnote

${ }^{\text {a }} \operatorname{In}[12]\left\langle l_{R}^{\prime \prime}(u), v\right\rangle$ is not an inner product but it represents the image of $v$ by the operator $l_{R}^{\prime \prime}(u)$. In our work $\left\langle\left.\right|_{R} ^{\prime \prime}(u), v\right\rangle$ is replaced by $D^{2} I_{R}(u)[v]$.
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