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#### Abstract

In this paper, we introduce the notion of $T$-cyclic $(\alpha, \beta)$-contraction and give some common fixed point results for this type of contractions. The presented theorems extend, generalize, and improve many existing results in the literature. Several examples and applications to functional equations arising in dynamic programming are also given in order to illustrate the effectiveness of the obtained results.
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## 1 Introduction and preliminaries

Fixed point theorems play a crucial role to constructing methods for solving problems in applied mathematics and the majority of other sciences. Thus, a large number of mathematicians have focused on this interesting topic. The Banach contraction mapping principle [1] is one of the pivotal results in fixed point theory. It is widely considered as the source of metric fixed point theory. Also its significance lies in its vast applicability in a number of branches of mathematics.
A new category of contractive fixed point problems was addressed by Khan et al. [2]. In this study they introduced the notion of altering distance function which is a control function that alters distance between two points in a metric space. This function and its extensions have been used in several problems of fixed point theory, some of which are noted in [3-6].

Definition 1 ([2]) A function $\varphi:[0, \infty) \rightarrow[0, \infty)$ is called an altering distance function if the following properties are satisfied:
(i) $\varphi$ is nondecreasing and continuous,
(ii) $\varphi(t)=0$ if and only if $t=0$.

Recently, Samet et al. [7] presented the notions of $\alpha-\psi$-contractive and $\alpha$-admissible mappings. The results obtained by Samet et al. [7] extended and generalized many existing fixed point results in the literature, in particular the Banach contraction principle. After
that, several authors considered the generalizations of this new approach (see [8-13]). Very recently, Alizadeh et al. [12] offered the concept of a cyclic ( $\alpha, \beta$ )-admissible mapping and proved some new fixed point results which generalize and modify some recent results in the literature.

Definition 2 ([12]) Let $f: X \rightarrow X$ and $\alpha, \beta: X \rightarrow[0, \infty)$. We say that $f$ is a cyclic $(\alpha, \beta)$ admissible mapping if
(i) $\alpha(x) \geq 1$ for some $x \in X$ implies $\beta(f x) \geq 1$;
(ii) $\beta(x) \geq 1$ for some $x \in X$ implies $\alpha(f x) \geq 1$.

The purpose of this paper is to formulate the above definition in terms of two mappings so that we can prove existence and uniqueness of common fixed points for these mappings on a complete metric space. Our results improve and extend the results of [7, $12,14]$ and many others. Several examples and interesting consequences of our theorems are also given. As a consequence of the presented results, we discuss the existence and uniqueness of the common bounded solution of a functional equation arising in dynamic programming.

Definition 3 ([15]) Let $X$ be a nonempty set and $f, T: X \rightarrow X$. The pair $(f, T)$ is said to be weakly compatible if $f$ and $T$ commute at their coincidence points (i.e. $f T x=T f x$ whenever $f x=T x$ ). A point $y \in X$ is called a point of coincidence of $f$ and $T$ if there exists a point $x \in X$ such that $y=f x=T x$.

Following the direction in [10], we denote by $\Psi$ the family of all functions $\psi: \mathbb{R}_{+}^{4} \rightarrow \mathbb{R}_{+}$ such that:
$\left(\psi_{1}\right) \psi$ is nondecreasing in each coordinate and continuous;
$\left(\psi_{2}\right) \psi(t, t, t, t) \leq t, \psi(t, 0,0, t) \leq t$ and $\psi\left(0,0, t, \frac{t}{2}\right) \leq t$ for all $t>0$;
$\left(\psi_{3}\right) \psi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=0$ if and only if $t_{1}=t_{2}=t_{3}=t_{4}=0$.

## 2 Main results

Before proceeding with our results, let us give the following definitions which will be used efficiently in the proof of main results.

Definition 4 Let $f, T: X \rightarrow X$ and $\alpha, \beta: X \rightarrow[0, \infty)$. We say that $f$ is a $T$-cyclic $(\alpha, \beta)$ admissible mapping if
(i) $\alpha(T x) \geq 1$ for some $x \in X$ implies $\beta(f x) \geq 1$;
(ii) $\beta(T x) \geq 1$ for some $x \in X$ implies $\alpha(f x) \geq 1$.

Example 1 Let $f, T: \mathbb{R} \rightarrow \mathbb{R}$ be defined by $f x=x$ and $T x=-x$. Suppose that $\alpha, \beta: \mathbb{R} \rightarrow \mathbb{R}^{+}$ are given by $\alpha(x)=e^{-x}$ for all $x \in \mathbb{R}$ and $\beta(y)=e^{y}$ for all $y \in \mathbb{R}$. Then $f$ is a $T$-cyclic $(\alpha, \beta)$ admissible mapping. Indeed, if $\alpha(T x)=e^{x} \geq 1$, then $x \geq 0$ which implies $f x \geq 0$ and so $\beta(f x)=e^{f x} \geq 1$. Also, if $\beta(T y)=e^{-y} \geq 1$, then $y \leq 0$, which implies $f y \leq 0$ and so $\alpha(f y)=$ $e^{-f y} \geq 1$.

Definition 5 Let $(X, d)$ be a metric space and let $f$ be a $T$-cyclic $(\alpha, \beta)$-admissible mapping. We say that $f$ is a $T$-cyclic $(\alpha, \beta)$-contractive mapping if

$$
\begin{equation*}
\alpha(T x) \beta(T y) \geq 1 \quad \Rightarrow \quad \varphi(d(f x, f y)) \leq \eta(M(x, y)) \tag{2.1}
\end{equation*}
$$

for all $x, y \in X$, where

$$
M(x, y)=\psi\left(d(T x, T y), d(T x, f x), d(T y, f y), \frac{1}{2}[d(T x, f y)+d(T y, f x)]\right)
$$

$\psi \in \Psi, \varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$.

Theorem 1 Let $(X, d)$ be a complete metric space and let $f$ and $T$ be self-mappings on $X$ such that $f X \subset T X$. Let $f$ be a T-cyclic $(\alpha, \beta)$-contractive mapping. Assume that TX is a closed subset of $X$ and the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(T u) \geq 1$ and $\beta(T v) \geq 1$ whenever $f u=T u$ and $f v=T v$.

Then $f$ and $T$ have a unique point of coincidence in $X$. Moreover, iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point.

Proof Let $x_{0} \in X$ such that $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$. Define the sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ by

$$
\begin{equation*}
y_{n}=f x_{n}=T x_{n+1}, \quad n \in \mathbb{N} \cup\{0\} . \tag{2.2}
\end{equation*}
$$

If $y_{n}=y_{n+1}$, then $y_{n+1}$ is a point of coincidence of $f$ and $T$. Suppose that $y_{n} \neq y_{n+1}$ for all $n \in \mathbb{N}$. Since $f$ is a $T$-cyclic $(\alpha, \beta)$-admissible mapping and $\alpha\left(T x_{0}\right) \geq 1$ then $\beta\left(f x_{0}\right)=\beta\left(T x_{1}\right) \geq 1$, which implies $\alpha\left(T x_{2}\right)=\alpha\left(f x_{1}\right) \geq 1$. By continuing this process, we get $\alpha\left(T x_{2 n}\right) \geq 1$ and $\beta\left(T x_{2 n+1}\right) \geq 1$ for all $n \in \mathbb{N} \cup\{0\}$. Similarly, since $f$ is a $T$-cyclic $(\alpha, \beta)$-admissible mapping and $\beta\left(T x_{0}\right) \geq 1$, we have $\beta\left(T x_{2 n}\right) \geq 1$ and $\alpha\left(T x_{2 n+1}\right) \geq 1$ for all $n \in \mathbb{N} \cup\{0\}$, that is, $\alpha\left(T x_{n}\right) \geq 1$ and $\beta\left(T x_{n}\right) \geq 1$ for all $n \in \mathbb{N} \cup\{0\}$. Equivalently, $\alpha\left(T x_{n}\right) \beta\left(T x_{n+1}\right) \geq 1$ for all $n \in \mathbb{N} \cup\{0\}$. Therefore by (2.1) and using (2.2), we get

$$
\begin{equation*}
\varphi\left(d\left(y_{n}, y_{n+1}\right)\right)=\varphi\left(d\left(f x_{n}, f x_{n+1}\right)\right) \leq \eta\left(M\left(x_{n}, x_{n+1}\right)\right)<\varphi\left(M\left(x_{n}, x_{n+1}\right)\right) . \tag{2.3}
\end{equation*}
$$

Since $\varphi$ is nondecreasing, we have

$$
\begin{equation*}
d\left(y_{n}, y_{n+1}\right)<M\left(x_{n}, x_{n+1}\right), \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
M & \left(x_{n}, x_{n+1}\right) \\
& =\psi\left(d\left(T x_{n}, T x_{n+1}\right), d\left(T x_{n}, f x_{n}\right), d\left(T x_{n+1}, f x_{n+1}\right), \frac{1}{2}\left[d\left(T x_{n}, f x_{n+1}\right)+d\left(T x_{n+1}, f x_{n}\right)\right]\right) \\
& =\psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n}, y_{n+1}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n+1}\right)+d\left(y_{n}, y_{n}\right)\right]\right) \\
& \leq \psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n}, y_{n+1}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right]\right) . \tag{2.5}
\end{align*}
$$

Thus, from (2.4), we obtain

$$
\begin{aligned}
d\left(y_{n}, y_{n+1}\right) & <M\left(x_{n}, x_{n+1}\right) \\
& \leq \psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n}, y_{n+1}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right]\right) .
\end{aligned}
$$

If $d\left(y_{n-1}, y_{n}\right) \leq d\left(y_{n}, y_{n+1}\right)$ for some $n \in \mathbb{N}$, then

$$
\begin{aligned}
d\left(y_{n}, y_{n+1}\right) & <\psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n}, y_{n+1}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right]\right) \\
& \leq \psi\left(d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right)\right) \\
& \leq d\left(y_{n}, y_{n+1}\right)
\end{aligned}
$$

which is a contradiction, and hence $d\left(y_{n}, y_{n+1}\right)<d\left(y_{n-1}, y_{n}\right)$ for all $n \in \mathbb{N}$. Therefore, the sequence $\left\{d\left(y_{n}, y_{n+1}\right)\right\}$ is decreasing and bounded below. Thus, there exists $r \geq 0$ such that $\lim _{n \rightarrow \infty} d\left(y_{n}, y_{n+1}\right)=r$. Assume $r>0$. Also, from (2.3), (2.5) and using the properties of $\psi$, we deduce

$$
\begin{align*}
\varphi\left(d\left(y_{n}, y_{n+1}\right)\right) & \leq \eta\left(M\left(x_{n}, x_{n+1}\right)\right) \\
& \leq \eta\left(\psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n}, y_{n+1}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right]\right)\right) \\
& \leq \eta\left(\psi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right)\right)\right) \\
& \leq \eta\left(d\left(y_{n-1}, y_{n}\right)\right) . \tag{2.6}
\end{align*}
$$

Considering the properties of $\varphi$ and $\eta$, letting $n \rightarrow \infty$ in (2.6), we get

$$
\begin{aligned}
\varphi(r) & =\lim _{n \rightarrow \infty} \varphi\left(d\left(y_{n}, y_{n+1}\right)\right) \\
& \leq \lim _{n \rightarrow \infty} \eta\left(d\left(y_{n-1}, y_{n}\right)\right)=\eta(r)<\varphi(r),
\end{aligned}
$$

which implies $r=0$ and so

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(y_{n}, y_{n+1}\right)=0 \tag{2.7}
\end{equation*}
$$

Now, we prove that $\left\{y_{n}\right\}$ is a Cauchy sequence. Suppose, to the contrary, that $\left\{y_{n}\right\}$ is not a Cauchy sequence. Then there exists an $\varepsilon>0$ for which we can find two subsequences $\left\{y_{m_{k}}\right\}$ and $\left\{y_{n_{k}}\right\}$ of $\left\{y_{n}\right\}$ such that $m_{k}$ is the smallest index for which $m_{k}>n_{k}>k$ and

$$
\begin{equation*}
d\left(y_{m_{k}}, y_{n_{k}}\right) \geq \varepsilon \quad \text { and } \quad d\left(y_{m_{k}-1}, y_{n_{k}}\right)<\varepsilon . \tag{2.8}
\end{equation*}
$$

Using the triangular inequality and (2.8), we have

$$
\begin{aligned}
\varepsilon & \leq d\left(y_{n_{k}}, y_{m_{k}}\right) \leq d\left(y_{n_{k}}, y_{m_{k}-1}\right)+d\left(y_{m_{k}-1}, y_{m_{k}}\right) \\
& <\varepsilon+d\left(y_{m_{k}-1}, y_{m_{k}}\right) .
\end{aligned}
$$

By taking $k \rightarrow \infty$ in the above inequality and using (2.7), we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(y_{n_{k}}, y_{m_{k}}\right)=\varepsilon \tag{2.9}
\end{equation*}
$$

By using (2.7), (2.9), and the triangular inequality, we deduce

$$
\begin{align*}
& \lim _{k \rightarrow \infty} d\left(y_{n_{k}-1}, y_{m_{k}}\right)=\varepsilon \\
& \lim _{k \rightarrow \infty} d\left(y_{m_{k}-1}, y_{n_{k}}\right)=\varepsilon  \tag{2.10}\\
& \lim _{k \rightarrow \infty} d\left(y_{m_{k}-1}, y_{n_{k}-1}\right)=\varepsilon
\end{align*}
$$

From (2.1), we get

$$
\begin{align*}
\varphi\left(d\left(y_{n_{k}}, y_{m_{k}}\right)\right) & =\varphi\left(d\left(f x_{n_{k}}, f x_{m_{k}}\right)\right) \\
& \leq \eta\left(M\left(x_{n_{k}}, x_{m_{k}}\right)\right), \tag{2.11}
\end{align*}
$$

where

$$
\begin{aligned}
M\left(x_{n_{k}}, x_{m_{k}}\right)= & \psi\left(d\left(T x_{n_{k}}, T x_{m_{k}}\right), d\left(T x_{n_{k}}, f x_{n_{k}}\right), d\left(T x_{m_{k}}, f x_{m_{k}}\right)\right. \\
& \left.\frac{1}{2}\left[d\left(T x_{n_{k}}, f x_{m_{k}}\right)+d\left(T x_{m_{k}}, f x_{n_{k}}\right)\right]\right) \\
\leq & \psi\left(\max \left\{\varepsilon, d\left(y_{n_{k}-1}, y_{m_{k}-1}\right)\right\}, d\left(y_{n_{k}-1}, y_{n_{k}}\right), d\left(y_{m_{k}-1}, y_{m_{k}}\right)\right. \\
& \left.\max \left\{\varepsilon, \frac{1}{2}\left[d\left(y_{n_{k}-1}, y_{m_{k}}\right)+d\left(y_{m_{k}-1}, y_{n_{k}}\right)\right]\right\}\right) .
\end{aligned}
$$

Now, from the properties of $\varphi, \psi$, and $\eta$ and using (2.7), (2.9), (2.10), and the above inequality, as $k \rightarrow \infty$ in (2.11), we have

$$
\varphi(\varepsilon) \leq \eta(\psi(\varepsilon, 0,0, \varepsilon)) \leq \eta(\varepsilon)<\varphi(\varepsilon)
$$

which implies that $\varepsilon=0$, a contradiction with $\varepsilon>0$. Thus $\left\{y_{n}\right\}$ is a Cauchy sequence in $X$. From the completeness of $(X, d)$, there exists $z \in X$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y_{n}=z . \tag{2.12}
\end{equation*}
$$

From (2.2) and (2.12), we obtain

$$
\begin{equation*}
f x_{n} \rightarrow z \quad \text { and } \quad T x_{n+1} \rightarrow z . \tag{2.13}
\end{equation*}
$$

Since $T X$ is closed, by (2.13), $z \in T X$. Therefore, there exists $u \in X$ such that $T u=z$. As $y_{n} \rightarrow z$ and $\beta\left(y_{n}\right)=\beta\left(T x_{n+1}\right) \geq 1$ for all $n \in \mathbb{N}$, by (ii), $\beta(z)=\beta(T u) \geq 1$. Thus, $\alpha\left(T x_{n}\right) \beta(T u) \geq 1$ for all $n \in \mathbb{N}$.

Now, applying inequality (2.1), we get

$$
\begin{equation*}
\varphi\left(d\left(f x_{n}, f u\right)\right) \leq \eta\left(M\left(x_{n}, u\right)\right) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& M\left(x_{n}, u\right) \\
& \quad=\psi\left(d\left(T x_{n}, T u\right), d\left(T x_{n}, f x_{n}\right), d(T u, f u), \frac{1}{2}\left[d\left(T x_{n}, f u\right)+d\left(T u, f x_{n}\right)\right]\right) \\
& \quad \leq \psi\left(d\left(T x_{n}, T u\right), d\left(T x_{n}, f x_{n}\right), d(T u, f u), \frac{1}{2} \max \left\{d(T u, f u),\left[d\left(T x_{n}, f u\right)+d\left(T u, f x_{n}\right)\right]\right\}\right) .
\end{aligned}
$$

Taking $k \rightarrow \infty$ in the inequality (2.14) and using the properties of $\varphi, \psi, \eta$, and the above inequality we have

$$
\begin{aligned}
\varphi(d(z, f u)) & \leq \eta\left(\psi\left(0,0, d(z, f u), \frac{1}{2} d(z, f u)\right)\right) \\
& \leq \eta(d(z, f u))<\varphi(d(z, f u))
\end{aligned}
$$

which implies $d(z, f u)=0$, that is, $z=f u$. Thus, we deduce

$$
\begin{equation*}
z=f u=T u \text {, } \tag{2.15}
\end{equation*}
$$

and so $z$ is a point of coincidence for $f$ and $T$. The uniqueness of the point of coincidence is a consequence of the conditions (2.1) and (iii), and so we omit the details.

By (2.15) and using the weak compatibility of $f$ and $T$, we obtain

$$
\begin{equation*}
f z=f T u=T f u=T z \tag{2.16}
\end{equation*}
$$

and so $f z=T z$. Uniqueness of the point of coincidence implies $z=f z=T z$. Consequently, $z$ is a unique common fixed point of $f$ and $T$.

Example 2 Let $X=\mathbb{R}$ be endowed with the usual metric $d(x, y)=|x-y|$ for all $x, y \in X$. Also, let $\varphi(t)=t$ and $\eta(t)=\frac{2}{3} t$ for all $t \geq 0$, and $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}$ for all $t_{1}, t_{2}, t_{3}, t_{4} \geq 0$.

Now, define the self-mappings $f$ and $T$ on $X$ by

$$
f x=\left\{\begin{array}{ll}
-\frac{x}{3} & \text { if } x \in[0,1], \\
\frac{x}{9} & \text { if } x \in \mathbb{R} \backslash[0,1]
\end{array} \quad \text { and } \quad T x= \begin{cases}\frac{x}{3} & \text { if } x \in[-1,0] \\
\frac{x}{4} & \text { if } x \in \mathbb{R} \backslash[-1,0] .\end{cases}\right.
$$

Then it is clear that $f X \subset T X$. Also, define the mappings $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\alpha(x)= \begin{cases}e^{x} & \text { if } x \in\left(-\infty,-\frac{1}{3}\right) \\ e^{-x} & \text { if } x \in\left[-\frac{1}{3}, 0\right] \\ 0 & \text { if } x \in(0, \infty)\end{cases}
$$

Figure 1 Plot of $T x$ (in blue) and $f x$ (in red) on [-2, 2].


Figure 2 Zoom of the plot in Figure 1. In violet, we have $\left\{y_{n}\right\}=\left\{f x_{n}\right\}=\left\{T x_{n+1}\right\}$ at the starting point $x_{0}$ $=-1 / 9$.

and

$$
\beta(x)= \begin{cases}e^{-x} & \text { if } x \in\left[-\frac{1}{9}, 0\right] \\ 0 & \text { if } x \in \mathbb{R} \backslash\left[-\frac{1}{9}, 0\right]\end{cases}
$$

Let $x \in X$ such that $\alpha(T x) \geq 1$ so that $T x \in\left[-\frac{1}{3}, 0\right]$ and hence $x \in[-1,0]$. By the definitions of $f$ and $\beta$, we have $f x \in\left[-\frac{1}{9}, 0\right]$ and so $\beta(f x) \geq 1$.

Similarly, one can show that if $\beta(T x) \geq 1$ then $\alpha(f x) \geq 1$. Thus, $f$ is a $T$-cyclic $(\alpha, \beta)$ admissible mapping. Moreover, the conditions $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$ are satisfied with $x_{0}=-\frac{1}{9}$.

Now, let $\left\{x_{n}\right\}$ be a sequence in $X$ such that $\beta\left(x_{n}\right) \geq 1$ for all $n \in \mathbb{N}$ and $x_{n} \rightarrow x$ as $n \rightarrow \infty$. Then, by the definition of $\beta$, we have $x_{n} \in\left[-\frac{1}{9}, 0\right]$ for all $n \in \mathbb{N}$ and so $x \in\left[-\frac{1}{9}, 0\right]$, that is, $\beta(x) \geq 1$.

Next, we prove that $f$ is a $T$-cyclic $(\alpha, \beta)$-contractive mapping. Let $\alpha(T x) \beta(T y) \geq 1$, then $T x \in\left[-\frac{1}{3}, 0\right], T y \in\left[-\frac{1}{9}, 0\right]$ and so $x \in[-1,0], y \in\left[-\frac{1}{3}, 0\right]$. Thus, we get

$$
\begin{aligned}
\varphi(d(f x, f y)) & =|f x-f y|=\frac{1}{9}|x-y| \\
& \leq \frac{2}{9}|x-y|=\frac{2}{3}|T x-T y| \\
& \leq \frac{2}{3} M(x, y)=\eta(M(x, y))
\end{aligned}
$$

Obviously, assumption (iii) of Theorem 1 is satisfied. Consequently, all conditions of Theorem 1 hold, and hence $f$ and $T$ have a unique common fixed point. Here 0 is the common fixed point of $f$ and $T$; see Figures 1 and 2.

Corollary 1 Let $(X, d)$ be a complete metric space and let $f$ and $T$ be self-mappings on $X$ such that $f X \subset T X$. Letf be a $T$-cyclic $(\alpha, \beta)$-admissible mapping such that

$$
\begin{equation*}
\alpha(T x) \beta(T y) \varphi(d(f x, f y)) \leq \eta(M(x, y)) \tag{2.17}
\end{equation*}
$$

for all $x, y \in X$, where $\varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$ and

$$
M(x, y)=\max \left\{d(T x, T y), d(T x, f x), d(T y, f y), \frac{1}{2}[d(T x, f y)+d(T y, f x)]\right\}
$$

Assume that TX is a closed subset of $X$ and the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(T u) \geq 1$ and $\beta(T v) \geq 1$ whenever $f u=T u$ and $f v=T v$.

Then $f$ and $T$ have a unique point of coincidence in $X$. Moreover, iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point.

Proof Let $\alpha(T x) \beta(T y) \geq 1$ for $x, y \in X$. If we take $\psi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\max \left\{t_{1}, t_{2}, t_{3}, t_{4}\right\}$ in Theorem 1, then from (2.17), we have

$$
\varphi(d(f x, f y)) \leq \eta(M(x, y))
$$

This implies that the inequality (2.1) holds. Therefore, the proof follows from Theorem 1.

If we choose $T=I_{X}$ in Theorem 1, we have the following corollary.
Corollary 2 Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ be a cyclic $(\alpha, \beta)$ admissible mapping such that

$$
\begin{equation*}
\alpha(x) \beta(y) \geq 1 \quad \Rightarrow \quad \varphi(d(f x, f y)) \leq \eta\left(M_{f}(x, y)\right) \tag{2.18}
\end{equation*}
$$

for all $x, y \in X$, where $\psi \in \Psi, \varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$ and

$$
M_{f}(x, y)=\psi\left(d(x, y), d(x, f x), d(y, f y), \frac{1}{2}[d(x, f y)+d(y, f x)]\right) .
$$

Assume that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geq 1$ and $\beta\left(x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(u) \geq 1$ and $\beta(v) \geq 1$ whenever $f u=u$ and $f v=v$.

Then $f$ has a unique fixed point.
If we take $\eta(t)=\varphi(t)-\eta^{1}(t)$ in Corollary 2, we have the following corollary.
Corollary 3 Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ be a cyclic $(\alpha, \beta)$ admissible mapping such that

$$
\begin{equation*}
\alpha(x) \beta(y) \geq 1 \quad \Rightarrow \quad \varphi(d(f x, f y)) \leq \varphi\left(M_{f}(x, y)\right)-\eta^{1}\left(M_{f}(x, y)\right) \tag{2.19}
\end{equation*}
$$

for all $x, y \in X$, where $\psi \in \Psi, \varphi$ is an altering distance function and $\eta^{1}:[0, \infty) \rightarrow[0, \infty)$ is such that $\varphi(t)-\eta^{1}(t)$ is nondecreasing and $\eta^{1}(t)$ is continuous from the right, with the condition $\varphi(t)>\eta^{1}(t)$ for all $t>0$.
Assume that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geq 1$ and $\beta\left(x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(u) \geq 1$ and $\beta(v) \geq 1$ whenever $f u=u$ and $f v=v$.

Then $f$ has a unique fixed point.

If we take $\varphi(t)=t$ in Corollary 3, we have the following corollary.
Corollary 4 Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ be a cyclic $(\alpha, \beta)$ admissible mapping such that

$$
\begin{equation*}
\alpha(x) \beta(y) \geq 1 \quad \Rightarrow \quad d(f x, f y) \leq M_{f}(x, y)-\eta^{1}\left(M_{f}(x, y)\right) \tag{2.20}
\end{equation*}
$$

for all $x, y \in X$, where $\psi \in \Psi$ and $\eta^{1}:[0, \infty) \rightarrow[0, \infty)$ is such that $t-\eta^{1}(t)$ is nondecreasing and $\eta^{1}(t)$ is continuous from the right, with the condition $\eta^{1}(t)>0$ for all $t>0$.

Assume that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geq 1$ and $\beta\left(x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(u) \geq 1$ and $\beta(v) \geq 1$ whenever $f u=u$ and $f v=v$.

Then $f$ has a unique fixed point.
We denote by $\Phi$ the family of all functions $\phi: \mathbb{R}_{+}^{4} \rightarrow \mathbb{R}_{+}$such that
$\left(\phi_{1}\right) \phi$ is nondecreasing in each coordinate and continuous;
$\left(\phi_{2}\right) \phi(t, t, t, t) \leq t, \phi\left(t, \frac{t}{2}, t, 0\right) \leq t$ and $\phi\left(0, \frac{t}{2}, 0, t\right) \leq t$ for all $t>0$;
$\left(\phi_{3}\right) \phi\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=0$ if and only if $t_{1}=t_{2}=t_{3}=t_{4}=0$.

Definition 6 Let $(X, d)$ be a metric space and let $f$ be a $T$-cyclic $(\alpha, \beta)$-admissible mapping. We say that $f$ is a $T$-cyclic $(\alpha, \beta)$-rational contractive mapping if

$$
\begin{equation*}
\alpha(T x) \beta(T y) \geq 1 \quad \Rightarrow \quad \varphi(d(f x, f y)) \leq \eta(N(x, y)) \tag{2.21}
\end{equation*}
$$

for all $x, y \in X$, where

$$
N(x, y)=\phi\left(d(T x, T y), \frac{1}{2} d(T x, f y), d(T y, f x), \frac{[1+d(T x, f x)] d(T y, f y)}{1+d(T x, T y)}\right)
$$

$\phi \in \Phi, \varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$.

Theorem 2 Let $(X, d)$ be a complete metric space and let $f$ and $T$ be self-mappings on $X$ such that $f X \subset T X$. Let $f$ be a $T$-cyclic $(\alpha, \beta)$-rational contractive mapping. Assume that $T X$ is a closed subset of $X$ and the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(T u) \geq 1$ and $\beta(T v) \geq 1$ whenever $f u=T u$ and $f v=T v$.

Then $f$ and $T$ have a unique point of coincidence in $X$. Moreover, iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point.

Proof Similar to the proof of Theorem 1, we define sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ by $y_{n}=$ $f x_{n}=T x_{n+1}$ and note that $\alpha\left(T x_{n}\right) \beta\left(T x_{n+1}\right) \geq 1$ for all $n \in \mathbb{N} \cup\{0\}$. Also we assume that $y_{n} \neq$ $y_{n-1}$ for all $n \in \mathbb{N}$. Then by (2.21), we have

$$
\begin{equation*}
\varphi\left(d\left(y_{n}, y_{n+1}\right)\right)=\varphi\left(d\left(f x_{n}, f x_{n+1}\right)\right) \leq \eta\left(N\left(x_{n}, x_{n+1}\right)\right)<\varphi\left(N\left(x_{n}, x_{n+1}\right)\right) . \tag{2.22}
\end{equation*}
$$

Since $\varphi$ is nondecreasing, we get

$$
\begin{equation*}
d\left(y_{n}, y_{n+1}\right)<N\left(x_{n}, x_{n+1}\right) \tag{2.23}
\end{equation*}
$$

where

$$
\begin{align*}
N\left(x_{n}, x_{n+1}\right)= & \phi\left(d\left(T x_{n}, T x_{n+1}\right), \frac{1}{2} d\left(T x_{n}, f x_{n+1}\right), d\left(T x_{n+1}, f x_{n}\right),\right. \\
& \left.\frac{\left[1+d\left(T x_{n}, f x_{n}\right)\right] d\left(T x_{n+1}, f x_{n+1}\right)}{1+d\left(T x_{n}, T x_{n+1}\right)}\right) \\
= & \phi\left(d\left(y_{n-1}, y_{n}\right), \frac{1}{2} d\left(y_{n-1}, y_{n+1}\right), d\left(y_{n}, y_{n}\right), \frac{\left[1+d\left(y_{n-1}, y_{n}\right)\right] d\left(y_{n}, y_{n+1}\right)}{1+d\left(y_{n-1}, y_{n}\right)}\right) \\
\leq & \phi\left(d\left(y_{n-1}, y_{n}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right], 0, d\left(y_{n}, y_{n+1}\right)\right) . \tag{2.24}
\end{align*}
$$

Thus, from (2.23), we deduce

$$
\begin{aligned}
d\left(y_{n}, y_{n+1}\right) & <N\left(x_{n}, x_{n+1}\right) \\
& \leq \phi\left(d\left(y_{n-1}, y_{n}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right], 0, d\left(y_{n}, y_{n+1}\right)\right) .
\end{aligned}
$$

If $d\left(y_{n-1}, y_{n}\right) \leq d\left(y_{n}, y_{n+1}\right)$ for some $n \in \mathbb{N}$, then

$$
\begin{aligned}
d\left(y_{n}, y_{n+1}\right) & <\phi\left(d\left(y_{n-1}, y_{n}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right], 0, d\left(y_{n}, y_{n+1}\right)\right) \\
& \leq \phi\left(d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right), d\left(y_{n}, y_{n+1}\right)\right) \\
& \leq d\left(y_{n}, y_{n+1}\right)
\end{aligned}
$$

which is a contradiction, and hence $d\left(y_{n}, y_{n+1}\right)<d\left(y_{n-1}, y_{n}\right)$ for all $n \in \mathbb{N}$. Therefore, the sequence $\left\{d\left(y_{n}, y_{n+1}\right)\right\}$ is decreasing and bounded from below. Thus, there exists $\delta \geq 0$ such that $\lim _{n \rightarrow \infty} d\left(y_{n}, y_{n+1}\right)=\delta$. Also, from (2.22), (2.24) and using the properties of $\varphi$ and $\eta$, we obtain

$$
\begin{align*}
& \varphi\left(d\left(y_{n}, y_{n+1}\right)\right) \\
& \quad \leq \eta\left(N\left(x_{n}, x_{n+1}\right)\right) \\
& \quad \leq \eta\left(\phi\left(d\left(y_{n-1}, y_{n}\right), \frac{1}{2}\left[d\left(y_{n-1}, y_{n}\right)+d\left(y_{n}, y_{n+1}\right)\right], 0, d\left(y_{n}, y_{n+1}\right)\right)\right) \\
& \quad \leq \eta\left(\phi\left(d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right), d\left(y_{n-1}, y_{n}\right)\right)\right) \\
& \quad \leq \eta\left(d\left(y_{n-1}, y_{n}\right)\right)<\varphi\left(d\left(y_{n-1}, y_{n}\right)\right) . \tag{2.25}
\end{align*}
$$

Consider the properties of $\varphi$ and $\eta$, letting $n \rightarrow \infty$ in (2.25), we get

$$
\begin{aligned}
\varphi(\delta) & =\lim _{n \rightarrow \infty} \varphi\left(d\left(y_{n}, y_{n+1}\right)\right) \\
& \leq \lim _{n \rightarrow \infty} \eta\left(d\left(y_{n-1}, y_{n}\right)\right)=\eta(\delta)<\varphi(\delta)
\end{aligned}
$$

which implies $\delta=0$ and so

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(y_{n}, y_{n+1}\right)=0 \tag{2.26}
\end{equation*}
$$

Now, we want to show that $\left\{y_{n}\right\}$ is a Cauchy sequence. Suppose, to the contrary, that $\left\{y_{n}\right\}$ is not a Cauchy sequence. Then there exists an $\varepsilon>0$ for which we can find two subsequences $\left\{y_{n_{k}}\right\}$ and $\left\{y_{m_{k}}\right\}$ of $\left\{y_{n}\right\}$ such that $n_{k}$ is the smallest index for which $n_{k}>m_{k}>k$ and

$$
\begin{equation*}
d\left(y_{n_{k}}, y_{m_{k}}\right) \geq \varepsilon \quad \text { and } \quad d\left(y_{n_{k}-1}, y_{m_{k}}\right)<\varepsilon \tag{2.27}
\end{equation*}
$$

Using the triangular inequality and (2.27), we have

$$
\begin{aligned}
\varepsilon & \leq d\left(y_{m_{k}}, y_{n_{k}}\right) \leq d\left(y_{m_{k}}, y_{n_{k}-1}\right)+d\left(y_{n_{k}-1}, y_{n_{k}}\right) \\
& <\varepsilon+d\left(y_{n_{k}-1}, y_{n_{k}}\right) .
\end{aligned}
$$

By taking $k \rightarrow \infty$ in the above inequality and using (2.26), we obtain

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(y_{m_{k}}, y_{n_{k}}\right)=\varepsilon \tag{2.28}
\end{equation*}
$$

By using (2.26), (2.28), and the triangular inequality, we deduce

$$
\begin{align*}
& \lim _{k \rightarrow \infty} d\left(y_{n_{k}-1}, y_{m_{k}}\right)=\varepsilon \\
& \lim _{k \rightarrow \infty} d\left(y_{m_{k}-1}, y_{n_{k}}\right)=\varepsilon,  \tag{2.29}\\
& \lim _{k \rightarrow \infty} d\left(y_{m_{k}-1}, y_{n_{k}-1}\right)=\varepsilon .
\end{align*}
$$

From (2.21), we get

$$
\begin{equation*}
\varphi\left(d\left(y_{n_{k}}, y_{m_{k}}\right)\right)=\varphi\left(d\left(f x_{n_{k}}, f x_{m_{k}}\right)\right) \leq \eta\left(N\left(x_{n_{k}}, x_{m_{k}}\right)\right), \tag{2.30}
\end{equation*}
$$

where

$$
\begin{aligned}
N\left(x_{n_{k}}, x_{m_{k}}\right)= & \phi\left(d\left(T x_{n_{k}}, T x_{m_{k}}\right), \frac{1}{2} d\left(T x_{n_{k}}, f x_{m_{k}}\right), d\left(T x_{m_{k}}, f x_{n_{k}}\right),\right. \\
& \left.\frac{\left[1+d\left(T x_{n_{k}}, f x_{n_{k}}\right)\right] d\left(T x_{m_{k}}, f x_{m_{k}}\right)}{1+d\left(T x_{n_{k}}, T x_{m_{k}}\right)}\right) \\
= & \phi\left(d\left(y_{n_{k}-1}, y_{m_{k}-1}\right), \frac{1}{2} d\left(y_{n_{k}-1}, y_{m_{k}}\right), d\left(y_{m_{k}-1}, y_{n_{k}}\right),\right. \\
& \left.\frac{\left[1+d\left(y_{n_{k}-1}, y_{n_{k}}\right)\right] d\left(y_{m_{k}-1}, y_{m_{k}}\right)}{1+d\left(y_{n_{k}-1}, y_{m_{k}-1}\right)}\right) \\
\leq & \max \left\{\varepsilon, N\left(x_{n_{k}}, x_{m_{k}}\right)\right\} \\
= & \phi\left(\max \left\{\varepsilon, d\left(y_{n_{k}-1}, y_{m_{k}-1}\right)\right\}, \frac{1}{2} \max \left\{\varepsilon, d\left(y_{n_{k}-1}, y_{m_{k}}\right)\right\}\right. \\
& \left.\max \left\{\varepsilon, d\left(y_{m_{k}-1}, y_{n_{k}}\right)\right\}, \frac{\left[1+d\left(y_{n_{k}-1}, y_{n_{k}}\right)\right] d\left(y_{m_{k}-1}, y_{m_{k}}\right)}{1+d\left(y_{n_{k}-1}, y_{m_{k}-1}\right)}\right) .
\end{aligned}
$$

Therefore $\lim _{k \rightarrow \infty} \max \left\{\varepsilon, N\left(x_{n_{k}}, x_{m_{k}}\right)\right\}=\phi\left(\varepsilon, \frac{\varepsilon}{2}, \varepsilon, 0\right) \leq \varepsilon$.
Now, from the properties of $\varphi$ and $\eta$ and using (2.26), (2.28), (2.29), and the previous inequality, as $k \rightarrow \infty$ in (2.30), we have

$$
\varphi(\varepsilon)=\lim _{n \rightarrow \infty} \varphi\left(d\left(y_{n}, y_{n+1}\right)\right) \leq \lim _{n \rightarrow \infty} \eta\left(\max \left\{\varepsilon, N\left(x_{n_{k}}, x_{m_{k}}\right)\right\}\right) \leq \eta(\varepsilon)<\varphi(\varepsilon),
$$

which implies that $\varepsilon=0$, a contradiction with $\varepsilon>0$. Thus $\left\{y_{n}\right\}$ is a Cauchy sequence in $X$. From the completeness of $(X, d)$, there exists $w \in X$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y_{n}=w \tag{2.31}
\end{equation*}
$$

and so by (2.31), we obtain

$$
\begin{equation*}
f x_{n} \rightarrow w \quad \text { and } \quad T x_{n+1} \rightarrow w . \tag{2.32}
\end{equation*}
$$

Since $T X$ is closed, by (2.32), $w \in T X$. Therefore, there exists $v \in X$ such that $T v=w$. As $y_{n} \rightarrow w$ and $\beta\left(y_{n}\right)=\beta\left(T x_{n+1}\right) \geq 1$ for all $n \in \mathbb{N}$, by (ii), $\beta(w)=\beta(T v) \geq 1$. Thus, $\alpha\left(T x_{n}\right) \beta(T v) \geq 1$ for all $n \in \mathbb{N}$.

Now, applying inequality (2.21), we get

$$
\begin{equation*}
\varphi\left(d\left(f x_{n}, f v\right)\right) \leq \eta\left(N\left(x_{n}, v\right)\right) \tag{2.33}
\end{equation*}
$$

where

$$
\begin{gathered}
N\left(x_{n}, v\right) \leq \phi\left(d\left(T x_{n}, T v\right), \frac{1}{2} \max \left\{d(v, f v), d\left(T x_{n}, f v\right)\right\}, d\left(T v, f x_{n}\right),\right. \\
\left.d(T v, f v) \max \left\{\frac{\left[1+d\left(T x_{n}, f x_{n}\right)\right]}{1+d\left(T x_{n}, T v\right)}, 1\right\}\right) .
\end{gathered}
$$

Taking $k \rightarrow \infty$ in the inequality (2.33), using the properties of $\varphi, \eta$ and the previous inequality we have

$$
\begin{aligned}
\varphi(d(w, f v)) & \leq \eta\left(\phi\left(0, \frac{1}{2} d(w, f v), 0, d(w, f v)\right)\right) \\
& \leq \eta(d(w, f v))<\varphi(d(w, f v))
\end{aligned}
$$

which implies $d(w, f v)=0$, that is, $w=f v$. Thus, we deduce

$$
\begin{equation*}
w=f v=T v, \tag{2.34}
\end{equation*}
$$

and so $w$ is a point of coincidence for $f$ and $T$. The uniqueness of the point of coincidence is a consequence of the conditions (2.21) and (iii), and so we omit the details.

By (2.34) and using the weak compatibility of $f$ and $T$, we obtain

$$
\begin{equation*}
f w=f T v=T f v=T w . \tag{2.35}
\end{equation*}
$$

The uniqueness of the point of coincidence implies $w=f w=T w$. Consequently, $w$ is the unique common fixed point of $f$ and $T$.

Corollary 5 Let $(X, d)$ be a complete metric space and let $f$ and $T$ be self-mappings on $X$ such that $f X \subset T X$. Letf be a $T$-cyclic $(\alpha, \beta)$-admissible mapping such that

$$
\alpha(T x) \beta(T y) \varphi(d(f x, f y)) \leq \eta(N(x, y)),
$$

for all $x, y \in X$, where $\varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$ and

$$
N(x, y)=\max \left\{d(T x, T y), \frac{1}{2} d(T x, f y), d(T y, f x), \frac{[1+d(T x, f x)] d(T y, f y)}{1+d(T x, T y)}\right\} .
$$

Assume that TX is a closed subset of $X$ and that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(T u) \geq 1$ and $\beta(T v) \geq 1$ whenever $f u=T u$ and $f v=T v$.

Thenf and $T$ have a unique point of coincidence in $X$. Moreover, iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point.

If we take $T=I_{X}$ and $\eta(t)=\varphi(t)-\eta^{1}(t)$ in Theorem 2, we have the following corollary.

Corollary 6 Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ be a cyclic $(\alpha, \beta)$ admissible mapping such that

$$
\alpha(x) \beta(y) \geq 1 \quad \Rightarrow \quad \varphi(d(f x, f y)) \leq \varphi\left(N_{f}(x, y)\right)-\eta^{1}\left(N_{f}(x, y)\right),
$$

for all $x, y \in X$, where $\phi \in \Phi, \varphi$ is an altering distance function and $\eta^{1}:[0, \infty) \rightarrow[0, \infty)$ is such that $\varphi(t)-\eta^{1}(t)$ is nondecreasing and $\eta^{1}(t)$ is continuous from the right, with the
condition $\varphi(t)>\eta^{1}(t)$ for all $t>0$, and

$$
N_{f}(x, y)=\phi\left(d(x, y), \frac{1}{2} d(x, f y), d(y, f x), \frac{[1+d(x, f x)] d(y, f y)}{1+d(x, y)}\right) .
$$

Assume that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geq 1$ and $\beta\left(x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(u) \geq 1$ and $\beta(v) \geq 1$ whenever $f u=u$ and $f v=v$.

Thenf has a unique fixed point.

If we take $\varphi(t)=t$ in Corollary 6 , we have the following corollary.

Corollary 7 Let $(X, d)$ be a complete metric space and $f: X \rightarrow X$ be a cyclic $(\alpha, \beta)$ admissible mapping such that

$$
\alpha(x) \beta(y) \geq 1 \quad \Rightarrow \quad d(f x, f y) \leq N_{f}(x, y)-\eta^{1}\left(N_{f}(x, y)\right)
$$

for all $x, y \in X$, where $\eta^{1}:[0, \infty) \rightarrow[0, \infty)$ is such that $t-\eta^{1}(t)$ is nondecreasing and $\eta^{1}(t)$ is continuous from the right, with the condition $\eta^{1}(t)>0$ for all $t>0$.

Assume that the following conditions are satisfied:
(i) there exists $x_{0} \in X$ such that $\alpha\left(x_{0}\right) \geq 1$ and $\beta\left(x_{0}\right) \geq 1$;
(ii) if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $x_{n} \rightarrow x$ and $\beta\left(x_{n}\right) \geq 1$ for all $n$, then $\beta(x) \geq 1$;
(iii) $\alpha(u) \geq 1$ and $\beta(v) \geq 1$ whenever $f u=u$ and $f v=v$.

Then $f$ has a unique fixed point.

## 3 Cyclic results

The mappings $f, T: A \cup B \rightarrow A \cup B$ are called cyclic if $f A \subseteq T B$ and $f B \subseteq T A$, where $A, B$ are nonempty subsets of a metric space $(X, d)$. Moreover, $f$ and $T$ are called cyclic contraction if there exists $k \in(0,1)$ such that $d(f x, f y) \leq k d(T x, T y)$ for all $x \in A$ and $y \in B$. For more results see [16-19].

In this section we give some fixed point results involving cyclic mappings which can be regarded as consequences of the theorems presented in the previous section.

Theorem 3 Let $A$ and $B$ be two closed subsets of complete metric space $(X, d)$ such that $A \cap B \neq \emptyset$ and $f, T: A \cup B \rightarrow A \cup B$ be mappings such that $f A \subseteq T B$ and $f B \subseteq T A$. Assume that $T(A \cup B)$ is a closed subset of $X$ such that

$$
\begin{equation*}
\varphi(d(f x, f y)) \leq \eta(M(x, y)) \tag{3.1}
\end{equation*}
$$

for all $x \in A$ and $y \in B$, where $\varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$.
(i) If $T$ is one to one then there exists $z \in A \cap B$ such that $f z=T z$.
(ii) Iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point $z \in A \cap B$.

Proof Define $\alpha, \beta: X \rightarrow[0, \infty)$ by

$$
\alpha(x)=\left\{\begin{array}{ll}
1, & \text { if } x \in T A, \\
0, & \text { otherwise }
\end{array} \quad \text { and } \quad \beta(x)= \begin{cases}1, & \text { if } x \in T B \\
0, & \text { otherwise }\end{cases}\right.
$$

Let $\alpha(T x) \beta(T y) \geq 1$. Then $T x \in T A$ and $T y \in T B$. Since $T$ is one to one, we have $x \in A$ and $y \in B$. Hence, from (3.1) we obtain

$$
\varphi(d(f x, f y)) \leq \eta(M(x, y)) .
$$

Let $\alpha(T x) \geq 1$ for some $x \in X$, so $T x \in T A$ and then $x \in A$. Hence, $f x \in T B$ and so $\beta(f x) \geq 1$. Again, let $\beta(T x) \geq 1$ for some $x \in X$. Then $T x \in T B$ and so $x \in B$. Hence, $f x \in T A$ and then $\alpha(f x) \geq 1$. Therefore, $f$ is a $T$-cyclic $(\alpha, \beta)$-admissible mapping.

There exists an $x_{0} \in A \cap B$, as $A \cap B$ is nonempty. This implies that $T x_{0} \in T A$ and $T x_{0} \in$ $T B$ and so $\alpha\left(T x_{0}\right) \geq 1$ and $\beta\left(T x_{0}\right) \geq 1$.
Let $\left\{x_{n}\right\}$ be a sequence in $X$ such that $\beta\left(x_{n}\right) \geq 1$ for all $n \in \mathbb{N}$ and $x_{n} \rightarrow x$ as $n \rightarrow \infty$. Then $x_{n} \in T B$ for all $n \in \mathbb{N}$ and so $x \in T B$. This implies that $\beta(x) \geq 1$.
Then the conditions (i) and (ii) of Theorem 1 hold. So there exist $u, z \in A \cup B$ such that $u=f z=T z$. On the other hand, since $T$ is one to one, there exist $z_{1} \in A, z_{2} \in B$ such that $T z_{1}=T z_{2}=u$ implies $z_{1}=z_{2}=z$. Therefore, $u=T z$ for $z \in A \cap B$. If $f$ and $T$ are weakly compatible, following the proof of Theorem 1 , we have $u=f u=T u$. The uniqueness of the common fixed point follows from (3.1).

Similarly, we can prove the following theorem.

Theorem 4 Let $A$ and $B$ be two closed subsets of complete metric space $(X, d)$ such that $A \cap B \neq \emptyset$ and $f, T: A \cup B \rightarrow A \cup B$ be mappings such that $f A \subseteq T B$ and $f B \subseteq T A$. Assume that $T(A \cup B)$ is a closed subset of $X$ such that

$$
\begin{equation*}
\varphi(d(f x, f y)) \leq \eta(N(x, y)), \tag{3.2}
\end{equation*}
$$

for all $x \in A$ and $y \in B$, where $\varphi$ is an altering distance function and $\eta:[0, \infty) \rightarrow[0, \infty)$ is a nondecreasing function and continuous from the right with the condition $\varphi(t)>\eta(t)$ for all $t>0$.
(i) If $T$ is one to one then there exists $z \in A \cap B$ such that $f z=T z$.
(ii) Iff and $T$ are weakly compatible, then $f$ and $T$ have a unique common fixed point $z \in A \cap B$.

## 4 Application to functional equations

The existence and uniqueness of solutions of functional equations and system of functional equations arising in dynamic programming have been studied by using different fixed point theorems (see [20-22]).
Throughout this section, we assume that $U$ and $V$ are Banach spaces, $W \subseteq U$ is a state space, $D \subseteq V$ is a decision space. Now, we apply our results in order to prove the existence and uniqueness of the common solution of the following functional equations:

$$
\begin{equation*}
P=\sup _{y \in D}\{p(x, y)+G(x, y, P(\tau(x, y)))\}, \quad x \in W, \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\sup _{y \in D}\{q(x, y)+K(x, y, Q(\tau(x, y)))\}, \quad x \in W \tag{4.2}
\end{equation*}
$$

where $\tau: W \times D \rightarrow W, p, q: W \times D \rightarrow \mathbb{R}$ and $G, K: W \times D \times \mathbb{R} \rightarrow \mathbb{R}$. It is well known that equations of the type (4.1) and (4.2) provide useful tools for mathematical optimization, computer programming, and in dynamic programming (see [23, 24]).

Let $B(W)$ denote the space of all bounded real-valued functions defined on the set $W$. Meanwhile, $B(W)$ endowed with the sup metric $d(h, k)=\sup _{x \in W}|h x-k x|$ for all $h, k \in$ $B(W)$ is a complete metric space.

We consider the operators $f, T: B(W) \rightarrow B(W)$ given by

$$
\begin{array}{ll}
f h(x)=\sup _{y \in D}\{p(x, y)+G(x, y, h(\tau(x, y)))\}, & x \in W, h \in B(W), \\
T h(x)=\sup _{y \in D}\{q(x, y)+K(x, y, h(\tau(x, y)))\}, & x \in W, h \in B(W) .
\end{array}
$$

Suppose that the following conditions hold:
(A1) For any $h \in B(W)$, there exists $k \in B(W)$ such that

$$
f h(x)=\operatorname{Tk}(x), \quad x \in W .
$$

(A2) There exists $h \in B(W)$ such that

$$
f h(x)=\operatorname{Th}(x) \quad \text { implies } \quad \operatorname{Tfh}(x)=f \operatorname{Th}(x), \quad x \in W .
$$

(A3) $p, q: W \times D \rightarrow \mathbb{R}$ and $G, K: W \times D \times \mathbb{R} \rightarrow \mathbb{R}$ are bounded.
(A4) $\xi(T h) \geq 0$ for some $h \in B(W)$ implies $\xi(f h) \geq 0$.
(A5) $|G(x, y, h(x))-G(x, y, k(x))| \leq \ln (1+M(h, k))$ where $h, k \in B(W), \xi(T h) \geq 0$, and $\xi(T k) \geq 0,(x, y) \in W \times D, t \in W$ and

$$
\begin{aligned}
M(h, k)= & \max \{d(\operatorname{Th}(t), \operatorname{Tk}(t)), d(\operatorname{Th}(t), f h(t)), d(\operatorname{Tk}(t), f k(t)) \\
& \left.\frac{1}{2}[d(\operatorname{Th}(t), f k(t))+d(\operatorname{Tk}(t), f h(t))]\right\}
\end{aligned}
$$

(A6) If $\left\{h_{n}\right\}$ is a sequence in $B(W)$ such that $\xi\left(h_{n}\right) \geq 0$ for all $n \in \mathbb{N} \cup\{0\}$ and $h_{n} \rightarrow h^{*}$ as $n \rightarrow \infty$, then $\xi\left(h^{*}\right) \geq 0$.
(A7) There exists $h_{0} \in B(W)$ such that $\xi\left(T h_{0}\right) \geq 0$.

Theorem 5 Assume that conditions (A1)-(A7) are satisfied and $T(B(W))$ is a closed and bounded subspace of $B(W)$. Then the functional equations (4.1) and (4.2) have a unique common bounded solution in $W$.

Proof Let $\lambda$ be an arbitrary positive number and $x \in h_{1}, h_{2} \in B(W)$ such that $\xi\left(T h_{1}\right) \geq 0$ and $\xi\left(T h_{2}\right) \geq 0$. Then there exist $y_{1}, y_{2} \in D$ such that

$$
\begin{equation*}
f h_{1}(x)<p\left(x, y_{1}\right)+G\left(x, y_{1}, h_{1}\left(\tau\left(x, y_{1}\right)\right)\right)+\lambda, \tag{4.3}
\end{equation*}
$$

$$
\begin{align*}
& f h_{2}(x)<p\left(x, y_{2}\right)+G\left(x, y_{2}, h_{2}\left(\tau\left(x, y_{2}\right)\right)\right)+\lambda,  \tag{4.4}\\
& f h_{1}(x) \geq p\left(x, y_{2}\right)+G\left(x, y_{2}, h_{1}\left(\tau\left(x, y_{2}\right)\right)\right),  \tag{4.5}\\
& f h_{2}(x) \geq p\left(x, y_{1}\right)+G\left(x, y_{1}, h_{2}\left(\tau\left(x, y_{1}\right)\right)\right) . \tag{4.6}
\end{align*}
$$

Next, by using (4.3) and (4.6), we have

$$
\begin{align*}
f h_{1}(x)-f h_{2}(x) & <G\left(x, y_{1}, h_{1}\left(\tau\left(x, y_{1}\right)\right)\right)-G\left(x, y_{1}, h_{2}\left(\tau\left(x, y_{1}\right)\right)\right)+\lambda \\
& \leq\left|G\left(x, y_{1}, h_{1}\left(\tau\left(x, y_{1}\right)\right)\right)-G\left(x, y_{1}, h_{2}\left(\tau\left(x, y_{1}\right)\right)\right)\right|+\lambda \\
& \leq \ln \left(1+M\left(h_{1}, h_{2}\right)\right)+\lambda . \tag{4.7}
\end{align*}
$$

Analogously, by using (4.4) and (4.5), we obtain

$$
\begin{equation*}
f h_{2}(x)-f h_{1}(x)<\ln \left(1+M\left(h_{1}, h_{2}\right)\right)+\lambda . \tag{4.8}
\end{equation*}
$$

Therefore, from (4.7) and (4.8), we deduce

$$
\left|f h_{1}(x)-f h_{2}(x)\right|<\ln \left(1+M\left(h_{1}, h_{2}\right)\right)+\lambda
$$

or, equivalently,

$$
d\left(f h_{1}, f h_{2}\right) \leq \ln \left(1+M\left(h_{1}, h_{2}\right)\right)+\lambda .
$$

Since $\lambda>0$ is arbitrary, we get

$$
d\left(f h_{1}, f h_{2}\right) \leq \ln \left(1+M\left(h_{1}, h_{2}\right)\right)
$$

Now, define $\alpha, \beta: B(W) \rightarrow[0, \infty)$ by

$$
\alpha(h)=\beta(h)= \begin{cases}1, & \text { if } \xi(h) \geq 0 \text { where } h \in B(W) \\ 0, & \text { otherwise }\end{cases}
$$

Also, define $\varphi, \eta:[0, \infty) \rightarrow[0, \infty)$ by $\varphi(t)=t$ and $\eta(t)=\ln (1+t)$. Therefore, using the last inequality, we have

$$
\alpha\left(T h_{1}\right) \beta\left(T h_{2}\right) \varphi\left(d\left(f h_{1}, f h_{2}\right)\right) \leq \eta\left(M\left(h_{1}, h_{2}\right)\right)
$$

One easily shows that all the hypotheses of Corollary 1 are satisfied. Therefore $f$ and $T$ have a unique common fixed point, that is, the functional equations (4.1) and (4.2) have a unique bounded common solution.

Now, we give the following condition to use in the next theorem:
(A5') $|G(x, y, h(x))-G(x, y, k(x))| \leq \ln (1+N(h, k))$ where $h, k \in B(W), \xi(T h) \geq 0$, and $\xi(T k) \geq 0 ;$ and $(x, y) \in W \times D, t \in W$ and

$$
\begin{aligned}
N(h, k)= & \max \left\{d(\operatorname{Th}(t), \operatorname{Tk}(t)), \frac{1}{2} d(\operatorname{Th}(t), f k(t)), d(\operatorname{Tk}(t), f h(t)),\right. \\
& \left.\frac{[1+d(\operatorname{Th}(t), f h(t))] d(\operatorname{Tk}(t), f k(t))}{1+d(\operatorname{Th}(t), \operatorname{Tk}(t))}\right\} .
\end{aligned}
$$

Theorem 6 Let all the conditions of Theorem 5 be fulfilled. If we write the condition (A5') instead of the condition (A5) in Theorem 5, then functional equations (4.1) and (4.2) have a unique common bounded solution in $W$.

Proof Following similar arguments to the proof of Theorem 5, one can easily show that all the hypotheses of Corollary 5 hold. Then the functional equations (4.1) and (4.2) have a unique bounded common solution.
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