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#### Abstract

The amount of resources assigned to a task highly influences its processing time. Traditionally, different functions have been used in the literature in order to map the processing time of the task with the amount of resources assigned to the task. Obviously, this relation depends on several factors such as the type of resource and/or decision problem under study. Although in the literature there are hundreds of papers using these relations in their models or methods, most of them do not justify the motivation for choosing a specific relation over another one. In some cases, even wrong justifications are given and, hence, infeasible or nonappropriated relations have been applied for the different problems, as we will show in this paper. Thus, our paper intends to fill this gap establishing the conditions where each relation can be applied by analysing the relations between the processing time of a task and the amount of resources assigned to that task commonly employed in the production and project management literature.


## 1. Introduction

The completion time of a project (project lead time) has turned out to be one of the main sources of competitive advantage for companies (see, e.g., $[1,2]$ ). This lead time depends on the processing time of each task in the project and, traditionally, these processing times have been assumed to be fixed data. However, in real life, they are usually dependent on the amount of resources assigned to the tasks [3]. In this case, they are denoted as controllable processing times, and it is then assumed that jobs can be accomplished in shorter or longer durations by increasing or decreasing the available resources, such as manpower and equipment [4].

The assumption of controllable processing times acquires great importance when looking at the completion time of the project. A good choice of the amount of resources to be assigned to a task before it starts becomes essential since changing the amount of resources during the execution of the task is detrimental both for the makespan of the task [5] and for its cost [6]. Furthermore, the amount of
allocated resources becomes important as a factor which affects productivity (see, e.g., [7]). The current economic crisis emphasizes this fact [8], which is being used by companies to reduce expenses, to optimize their processes, and to adjust their production resources.

Note that, properly speaking, resource-dependent processing times have been usually classified depending on the level of skill of the assigned resources and on the amount of resources. In the former case, a task is performed by a resource (typically an employee) with a given level of skill or experience, and the processing times of that task are different depending on such level (examples can be found in [913]). In the latter case, the processing time of a task changes with the amount of resources assigned to the task. The term "controllable processing times" has traditionally been used in the literature to reflect this case. This paper focuses on this second type. Regarding the type of resources, the classical classification of resources proposed by [14, 15] is adopted here whereas resources are classified from the viewpoint of renewability and divisibility.

With respect to renewability, we note the following.
(i) A resource is denoted as renewable if only its total usage is constrained at every moment; that is, once a resource has been used by a task, it may be assigned to another task.
(ii) A resource is denoted as nonrenewable if its total consumption is constrained; that is, once it is consumed, it cannot be allocated to another task.
(iii) A resource is denoted as doubly constrained if both previous aspects are considered.

With respect to the divisibility, we consider the following.
(i) A resource is called discrete if it can be allocated to the tasks in discrete amounts; that is, we have a finite set of resources.
(ii) A resource is denoted to be continuous if it can be assigned to the tasks in a continuous amount within an interval.

Controllable processing times have been widely analyzed in the scheduling literature (see reviews in $[4,16]$ ). Additionally, there are contributions in related decision problems such as resource allocation or software development size team. Processing times depending on the amount of resources have been used both in production and in project management, for example, for single-machine/flow shop scheduling, resource allocation problems, and multimode resource-constrained project scheduling problem (MRCPSP), and both for discrete and for continuous resources. However, to the best of our knowledge, there is no analysis or detailed discussion regarding the different types of relations between processing times and the amount of resources used in controllable processing times based scheduling problems.

In this paper, the main contributions regarding processing times and the amount of resources used in both production and project management are analyzed. Several properties are defined with the aim of analyzing the relations between processing times and the amount of resources. Some inconsistencies and difficulties to implement the relations, due to infeasible configurations, complexities of the relations, nonlinearities, and so forth, are identified and discussed. More specifically, the remainder of the paper is as follows. A general notation for the controllable processing times is defined in Section 2, along with the theoretical concepts and the basic properties for the relations. The main relations between processing times and the amount of resources found in the literature are analyzed in Section 3. Finally, in Section 4 the conclusions are described.

## 2. Notation and Basic Properties

Since this paper presents results from different research fields, it is necessary to first clarify the notation to be used here. We have tried to accommodate the terms while maintaining the original notation as far as possible.

Let us assume a project (in production management this term is usually denoted as job) composed of several
tasks (operations in production management) that have to be performed using an amount of resources $u$. Depending on $u$, $p$ the processing time of the task may change; that is, $p=p(u)$. Note that the term "project" can be also used instead of "task" when the project is not divided in tasks (e.g., [17, 19, 90, 92]). Additionally, let us define the effort, $e=e(u)$, as the amount of man-hours or man-months (depending on the unit of $p$ ) that a task needs to be carried out.

Let us now define $S$ as the size of the task or workload, which indicates the amount of work that has to be performed to complete the task. $S$ is measured in the unit of the work, for example, source lines of codes or function points (FP) for a software task. It is an attribute of each task that will be assumed constant in this paper. Thus, the productivity of the task, $\operatorname{Pr}$, can be written as a function of the size of the task and the effort (see, e.g., [93-96]):

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{e(u)}=\operatorname{Pr}(u) \tag{1}
\end{equation*}
$$

An increase in the productivity indicates an increase in the task size if the effort is constant or a decrease in the effort when the size of the task remains the same. As it can be seen in (1), the productivity only depends on the amount of resources, $u$. The amount of resources for which the maximum productivity, $\max (P r)$, is achieved is denoted as $u^{*}$ and can be obtained by maximizing the productivity or minimizing the effort. More specifically, we intend to find $u^{*}$ for which $\operatorname{Pr}\left(u^{*}\right) \geq \operatorname{Pr}(u) \forall u \neq u^{*}$. Since $S$ is assumed constant, it is clear that $e\left(u^{*}\right) \leq e(u) \forall u \neq u^{*}$.

The tuple $\left(u^{*}, p\left(u^{*}\right)\right)$, with maximum productivity, is denoted as the productive configuration or productive points of the problem. This approach is implicitly used in several papers related to software projects management. An example can be found in [17] where the minimal effort is sought in order to determine the most productive relation between processing times and amount of resources.

Next, we present two basic properties which must hold. By doing so, two regions are distinguished to establish the limits of the area where each configuration $(u, p)$ can take place. Second, a general law for productive processes is introduced in order to analyze the relations.

Property 1. Assuming that the same amount of resources is available for each period, the processing time of the task must fulfill $p \geq$ constant $/ u$; that is, the processing time must be over an ideal boundary which corresponds to an inverse proportional relation between $p$ and $u$ as defined in Figure 1.

Proof. If the same amount of resources is employed throughout the duration of the task, the effort can be written as the amount of resources times the processing time of the task (2):

$$
\begin{equation*}
e=p(u) \cdot u . \tag{2}
\end{equation*}
$$

Substituting in the expression (1):

$$
\begin{equation*}
\operatorname{Pr}(u)=\frac{S}{p(u) \cdot u} . \tag{3}
\end{equation*}
$$




Figure 2: Infeasible region.

As shown in (1), maximizing the productivity is equivalent to minimizing the effort; therefore,

$$
\begin{equation*}
\frac{\partial(p(u) \cdot u)}{\partial u}=0=u \cdot \frac{\partial p(u)}{\partial u}+p(u) \longrightarrow \frac{\partial p(u)}{\partial u}=-\frac{p(u)}{u} \tag{4}
\end{equation*}
$$

Thus, solving the differential equation, the point $(u, p)$ reaching the maximal productivity is

$$
\begin{equation*}
p(u)=\frac{k}{u} . \tag{5}
\end{equation*}
$$

Corollary 1. Each tuple $(u, p)$ under the ideal boundary, $p(u) \leq k / u$, is infeasible (see Figure 2); otherwise, $p(u) \geq k / u$ is feasible.

## Proof. The proof is trivial in view of Property 1.

Corollary 1 has been implicitly applied by [46, 47] and implies that each tuple $(u, p)$ in the region over the curve


Figure 3: Dominated region.


Figure 4: Example for many configurations $p-u$.
is feasible. Nevertheless, for a tuple $\left(u_{1}, p_{1}\right)$ in the ideal boundary, any other tuple ( $u, p$ ) placed in the region "dominated region" (in Figure 3) is dominated by ( $u_{1}, p_{1}$ ), since the latter achieves less processing times with less amount of resources. Note that points that are nondominated by others are labelled as "efficient" according to the discussion shown in, for example, [46, 97]. Hence, any tuple ( $u, p$ ) candidate to be chosen as configuration of the problem must be located outside both the infeasible region and the dominated region, as we can see in Figure 4. In general, at least one tuple with minimal $u \cdot p$ must exist representing the most productive configuration to perform the task, that is, the productive configuration $\left(u^{*}, p\left(u^{*}\right)\right)$. In the following sections, it will be assumed that productive points exist (even if they may be unknown) to have a reference so the different approaches can be compared. Since the goal pursued by companies is to minimize both the processing times and the amount of resources, different trade-offs can be established, which leads to a number of nondominated solutions forming a Pareto frontier. Note that the points over this frontier are dominated
and cannot be considered as possible configurations for the task; that is, nondominated processing times must be a nonincreasing function of the amount of resources assigned to the task, $d p(u) / d u \leq 0$ for each $u \in[\underline{u}, \bar{u}]$.

Property 2. Given some amount of resources $u^{\prime}$, the fulfillment of the law of diminishing marginal returns is the same as the fulfillment of $(d(1 / p(u)) / d u)\left(u_{2}\right)<(d(1 / p(u)) /$ $d u)\left(u_{1}\right) \forall u_{2}>u_{1}>u^{\prime}$.

Proof. The law of diminishing marginal returns establishes that, given some amount of resources denoted as $u^{\prime}$, the output of a productive process increases at a decreasing rate when the amount of recourse increases (see [98-100]). Considering the output $Y=S / p(u)$ as the amount of the task size performed in each time period and the input $X=u$, the law of diminishing marginal returns can be written as

$$
\begin{array}{r}
Y\left(X_{2}\right)>Y\left(X_{1}\right), \quad \frac{d Y}{d X}\left(X_{2}\right)<\frac{d Y}{d X}\left(X_{1}\right)  \tag{6}\\
\forall X_{2}>X_{1}>X^{\prime}
\end{array}
$$

Substituting $Y$ and $X$ in expression (6),

$$
\begin{array}{r}
\frac{d(S / p(u))}{d u}\left(u_{2}\right)<\frac{d(S / p(u))}{d u}\left(u_{1}\right) \\
\longrightarrow \frac{d(1 / p(u))}{d u}\left(u_{2}\right)<\frac{d(1 / p(u))}{d u}\left(u_{1}\right)  \tag{7}\\
\forall u_{2}>u_{1}>u^{\prime} .
\end{array}
$$

Corollary 2. Given some amount of resources, $u^{\prime}$, the processing times of the task must satisfy $d^{2}(1 / p(u)) / d u^{2}<0 \forall u^{\prime}<$ $u<\bar{u}$.

Proof. The proof is trivial in view of Property 2.
This property, together with the previous one, is used in this paper to analyze the different relations used in production management. Although in production management the output must satisfy the law of diminishing marginal returns, there is no such condition in project management. However, there are several results based on the experimentation for renewable discrete resource (manpower) in the literature. Among them, [101] established that the $u$-productivity graphics must be similar to an inverted U-shape where it is assumed that there is only a single productive configuration with maximum productivity defined by the tuple $\left(u^{*}, p\left(u^{*}\right)\right)$ [102]. The productivity decreases for $u>u^{*}$; this scenario is denoted as EC in the following, due to the fact that there is too much coordination and communication if more employees are assigned $[92,103]$ and that these difficulties in communication increase with the size of the team [7, 104]. It is also assumed that there is a decrease in productivity due to lack of specialization, denoted as LS, in small teams if fewer employees are assigned (i.e., for $u<u^{*}$ ). This fact is confirmed by [105], who also cite other difficulties such as making trade-off decisions or managing error backlog.

As a summary, a number of properties have been presented in this section. These will be discussed in the next sections.

## 3. Analysis of the Main Relations in the Literature

The main relations between processing times and amount of resources are presented and classified in this section. This section takes into account relations used in production and project management since most of them (except 3) have been used interchangeably. The environment where each relation is used is indicated within brackets after the title of the relation. The goal is to analyze how processing times depending on the amount of resources have been treated in the literature and to discuss their use. A detailed summary of the papers using processing times as a function of the amount of resources presented here can be seen in Table 1, and a summary of the section is shown in Section 3.6.
3.1. Linear Relation (Production and Project Management). Although the majority of scheduling problems in the literature consider fixed processing times [3,65], different relations between $p$ and $u$ have been also assumed for scheduling problems and for decision problems. According to [16], most papers using controllable processing times assume a linear relation between processing times and the amount of resources. For instance [8, 25, 65-80], consider for the singlemachine scheduling ([81] in a two-agent scheduling problem) that processing times can increase or decrease within a lower and upper bound ( $\underline{p}$ and $\bar{p}$, resp.) depending linearly on the nonrenewable resources (cost) assigned. This single-machine problem is also solved considering discrete processing times by [78]. The linear approach for renewable and nonrenewable continuous resources is considered for a single-machine by [85] and by [86] for the hybrid flow shop problem. For discrete resources, the linear approach is assumed by [83, 84] for the single-machine and by [82] for flow shop scheduling. Both discrete and continuous resources are considered in single-machine problems by [87] for renewable resources and for renewable and nonrenewable resources by $[26,58-62]$ and by [60] for parallel-machine scheduling. Learning effect is added to the linear relations in $[33-35,63]$ without changing the linearity of the relation between $p$ and $u$.

In the area of project management, there are few papers using this relation. See, for example, [19] which includes this assumption in a multiple project scheduling using renewable resources.

Traditionally, most problems considering controllable processing times have used the following relation (e.g., [16, 34, 84]):

$$
\begin{equation*}
p(u)=\bar{p}-b \cdot u \quad \text { with } \underline{u} \leq u \leq \bar{u} \tag{8}
\end{equation*}
$$

where $\underline{u}$ and $\bar{u}$ are, respectively, the lower (typically 0 ) and upper bound for $u . \bar{p}$ and $b$ are constants referring to the basic processing times (also denoted normal or nominal processing time) and to the compression rate of the task, which identifies the slope of the line. The linear expression could be also
Table 1: Summary of several $p-u$ relations used in the literature.

| $p(u)$ | Domain of application | Decision problem | Renewable or <br> nonrenewable resource | Discrete or continuous <br> resource |
| :--- | :--- | :--- | :--- | :--- |
| Hyperbola | Software project | Software development team size | Renewable | Discrete (manpower) |

Table 1: Continued.

| $p(u)$ | Domain of application | Decision problem | Renewable or nonrenewable resource | Discrete or continuous resource | References |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Linear | Multiple project management | Multiple project scheduling | Nonrenewable and renewable | Continuous and discrete | See, for example, [19] |
|  | Production-scheduling | Single-machine, parallel-machine scheduling, and flow shop scheduling | Nonrenewable and renewable | Continuous and discrete | See, for example, $[26,33-35,58-63]$ |
|  | Production-scheduling | Single-machine scheduling | Nonrenewable | Continuous and discrete | See, for example, [64] |
|  | Production-scheduling | Single-machine, two-agent scheduling | Nonrenewable | Continuous (money) | See, for example, $[8,65-81]$ |
|  | Production-scheduling | Hybrid flow shop | Nonrenewable and renewable | Discrete | See, for example, [82] |
|  | Production-scheduling | Single-machine | Nonrenewable and renewable | Discrete | See, for example, $[83,84]$ |
|  | Production-scheduling | Single-machine and hybrid flow shop scheduling | Nonrenewable and renewable | Continuous | See, for example, $[85,86]$ |
|  | Production-scheduling | Single-machine scheduling | Renewable | Continuous and discrete | See, for example, [87] |
| Piecewise linear | Project management | RCPSP + staff assignment with CPT | Nonrenewable | Continuous and discrete | See, for example, [88] |
|  | Production-scheduling | Time-cost trade-off | Nonrenewable | Continuous | See, for example, [89] |
| Convex $k=1+$ polynomial | Project management | Task estimating | Renewable | Discrete (manpower) | See, for example, $[5,90,91]$ |

expressed in function of some tuple $\left(u_{1}, p_{1}\right)$ instead of $b$; that is,

$$
\begin{gather*}
p_{1}=\bar{p}-b \cdot u_{1} \longrightarrow b=\frac{\bar{p}-p_{1}}{u_{1}} \\
p(u)=\bar{p}+\frac{\bar{p}-p_{1}}{u_{1}} \cdot u \tag{9}
\end{gather*}
$$

The expression of the productivity as a function of the team size is, according to Section 2, the following:

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{[\bar{p}-b \cdot u] \cdot u} \tag{10}
\end{equation*}
$$

If $\bar{p}$ and $b$ are known and fixed, the productivity only depends on the number of resources assigned to the task. Obviously, the tuple with maximum productivity $\left(u^{*}, p\left(u^{*}\right)\right)$ must be in one of the two endpoints (see Figure 5).

Regarding the fulfillment of the law of diminishing marginal returns, this can be easily checked by Property 2 deriving the inverse of the processing time with $u_{1}<u_{2}$ :

$$
\begin{aligned}
& \frac{d(1 / p(u))}{d u}\left(u_{2}\right)<\frac{d(1 / p(u))}{d u}\left(u_{1}\right) \\
& \quad \rightarrow \frac{d(1 /(\bar{p}-b \cdot u))}{d u}\left(u_{2}\right)<\frac{d(1 /(\bar{p}-b \cdot u))}{d u}\left(u_{1}\right) \\
& \rightarrow \frac{b}{\left(\bar{p}-b \cdot u_{2}\right)^{2}}<\frac{b}{\left(\bar{p}-b \cdot u_{1}\right)^{2}} \\
& \rightarrow\left(\bar{p}-b \cdot u_{1}\right)^{2}<\left(\bar{p}-b \cdot u_{2}\right)^{2} .
\end{aligned}
$$

Since processing times must be positive ( $\bar{p}-b \cdot u>0$ ), the expression can be written as

$$
\begin{equation*}
\bar{p}-b \cdot u_{1}<\bar{p}-b \cdot u_{2} \longrightarrow u_{2}<u_{1} \tag{12}
\end{equation*}
$$

which is not possible.
Hence, the linear relation does not satisfy the law of diminishing marginal returns for any amount of resources and it can be only employed as an approximation of $p(u)$. Note that, when using this configuration, only a productive point typically exists, and it is placed in the most productive endpoint, $\underline{u}$ or $\bar{u}$. If both endpoints are equally productive, two productive points exist. Additionally, the linear relation does not realistically model the processing time of a task since the task could be performed even if no resource is assigned and in a zero time if a large amount of resources is allocated. The widespread use of the linear relation is probably due to its simplicity and as an approximation of the convex relation with $k<1$ and $k=1$ (see Sections 3.3.1 and 3.3.2), which is valid only for small intervals.

As mentioned before, this relation has been mostly used for production management. Nevertheless there are also references in project management (see, e.g., [19]). For this relation, the $u$-productivity graphic is not similar to an inverted U-shape (see Figure 5). In fact, it is more similar to the opposite figure, a U-shape. Thereby, in project management,
this relation could be only used to model an approximation of the lack of specialization or of the excess of communication but never to model both effects since the productive points are always in the endpoints.

### 3.2. Piecewise Linear (Production and Project Management).

 A piecewise linear decreasing relation between processing times and the amount of nonrenewable continuous resources assigned to the task is proposed by [89] in production and by [88] in project management. In the former, this relation is adjusted to the convex curve with $k=1$ by setting some points of the piecewise linear relation over the convex curve (see an example in Figure 6). The goal of this relation is to linearize the convex expression and to facilitate the construction of an integer linear programming model to solve the decision problem (the same idea could be extended to represent other behaviors of the task, such as a convex relation with $k=0.5$, by changing the chosen points for other points in the new curve). As with the convex relation (see Section 3.3.1), using this approach, the piecewise linear relation would not satisfy the law of the diminishing returns since it is formed by several lines that do not satisfy this law (see Section 3.1). In the latter, a piecewise linear relationship with two sections is proposed to approximate the behavior of the $u$ productivity to an inverted U-shape where the productive configuration is the point between both sections.
### 3.3. Convex Relation (Production and Project Management).

 The general expression used for this case is$$
\begin{equation*}
p=\left(\frac{d}{u}\right)^{k} \tag{13}
\end{equation*}
$$

where $d$ is a constant usually denoted as workload and $k$ is a positive constant which holds 1 for many actual government and industrial projects [18], distributed communication network, time-sharing computing system, chemical plant, or commercial construction projects [19], while $k=0.5$ has been used in many large scale integration (VLSI) circuit designs where the resource is silicon area [18].

In production management, a convex relation between processing times and amount of nonrenewable continuous resources with a generic $k$ has been used, for example, by [25-31] in single-machine, two-machine, parallel-machine, and open-shop scheduling problems. Renewable resources are assumed by several authors (see, e.g., $[23,24]$ ) also for the single-machine scheduling problem. Continuous and discrete nonrenewable resources are considered, for example, by [37] for the single-machine scheduling problem with deteriorating jobs. Examples of papers using the convex relation in a single-machine scheduling problem with learning effect taking into account any type of resource can be found in [3336]. Both learning effect and deteriorating jobs do not change the convex relation between $p$ and $u$.

In contrast with the linear relation, this convex relation seems to fit better into the aforementioned real problems. Additionally, only one parameter has to be calculated to implement it as compared to the 2 parameters needed by the


Figure 5: Processing times and productivities for linear relation.


Figure 6: Piecewise linear relation.
linear relation. However, its nonlinearity makes modeling the decision problems using linear programming difficult.

Despite the aforementioned shortcomings, many papers in the literature justify this relation with the argument that the linear relation does not obey the law of diminishing marginal returns, whereas the convex relation does (see, e.g., $[3,18,23$, 27]). In our opinion, this argument must not be further used as justification of the use of the convex relation, according to the findings in this section.
3.3.1. Convex Relation with $k=1$ (Production and Project Management). Here, there is an inversely proportional relation between the processing times and the amount of resources assigned [27]:

$$
\begin{equation*}
p=\frac{d}{u} \longrightarrow p \cdot u=e=d \tag{14}
\end{equation*}
$$

where $d$, usually denoted as workload, is a constant and, consequently, the effort is also a constant for this relation. In Section 2, it was shown that any point in this relation is within the ideal boundary and the constant $d$ can therefore be calculated considering that the curve cuts one of these points $\left(u_{1}, p_{1}\right)$ :

$$
\begin{equation*}
p_{1}=\frac{d}{u_{1}} \longrightarrow d=u_{1} \cdot p_{1} \tag{15}
\end{equation*}
$$

Substituting in (14), the convex relation with $k=1$ can be obtained:

$$
\begin{equation*}
p=\frac{u_{1} \cdot p_{1}}{u} \tag{16}
\end{equation*}
$$

When no relation between $p$ and $u$ is known, the constant $d$ has been also calculated in the literature using the workload, $S$, or a function of it (see [20-22]), $f(S)$. As mentioned in Section 2, the relation between $p$ and $u$ corresponds to the ideal boundary whose points have maximum productivity.

Accordingly, the convex relation with $k=1$ must be used in the case where each configuration between $p$ and $u$ has the same value of the productivity and, therefore, each point is a productive point. That is, when the amount of resources increases, the processing time decreases in the same proportion. This corresponds with the ideal case both in production and in project management where there are no penalties for employing additional resources. In fact, this relation does not fulfill the law of diminishing returns as the derivate of the output is constant, so it does not decrease:

$$
\begin{align*}
Y(X) & =Y(u)=\frac{S}{p(u)}=S \cdot u  \tag{17}\\
\frac{d Y}{d X}(X) & =\frac{d(S \cdot u)}{d u}(u)=S \longrightarrow \frac{d Y}{d X}\left(X_{1}\right)=\frac{d Y}{d X}\left(X_{2}\right) .
\end{align*}
$$

Regarding project management, this relation does not consider penalties due to excess of communication (excess of the number of employees) or lack of specification for manpower since the productivity is constant for any amount of resources.
3.3.2. Convex Relation with $k<1$ (Production and Project Management). The convex relation with $k<1$ is analysed here:

$$
\begin{equation*}
p=\left(\frac{d}{u}\right)^{k}, \quad \text { with } \underline{u} \leq u \leq \bar{u} \tag{18}
\end{equation*}
$$

where $d$ is a constant which can be defined when a point of the curve is known. Hence, assuming that the curve includes the point $\left(u_{1}, p_{1}\right)$, the constant $d$ can be calculated; that is,

$$
\begin{equation*}
p_{1}=\left(\frac{d}{u_{1}}\right)^{k} \longrightarrow d=u_{1} \cdot\left(p_{1}\right)^{1 / k} \tag{19}
\end{equation*}
$$

As with the convex relation with $k=1$, one point is only necessary to completely define the relation, in contrast to relations as the hyperbola (see Section 3.4) that needs to define up to 4 parameters.

Thereby, the relation can be written again in expression (20) using a point in the curve (expression (19)) (for a representation see Figure 7):

$$
\begin{equation*}
p=p_{1} \cdot\left(\frac{u_{1}}{u}\right)^{k} \tag{20}
\end{equation*}
$$

Substituting in the expression of the productivity:

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{p \cdot u}=\frac{S}{p_{1} \cdot\left(u_{1} / u\right)^{k} \cdot u}=\frac{S}{p_{1} \cdot u_{1}{ }^{k} \cdot u^{1-k}}=\frac{\text { constant }}{u^{1-k}} . \tag{21}
\end{equation*}
$$

As we can see in expression (21) or in Figure 7, the productivity always increases by assigning fewer resources to the task for $k<1$. This can be easily seen using expression (21):

$$
\begin{align*}
u_{1} & <u_{2} \longrightarrow \frac{1}{u_{1}}>\frac{1}{u_{2}} \longrightarrow\left(\frac{1}{u_{1}}\right)^{1-k}>\left(\frac{1}{u_{2}}\right)^{1-k}  \tag{22}\\
& \longrightarrow P r_{1}>P r_{2}
\end{align*}
$$

Hence, this relation within $p-u$ corresponds to tasks whose maximum productivity (productive configuration) is in $\underline{u}$ resources $\left(u^{*}=\underline{u}\right)$, and this productivity decreases with the increase of resources assigned. The law of diminishing marginal returns is fulfilled as it can be seen in (23) using Property 2 for the point $u^{\prime}=0$ :

$$
\begin{align*}
& \frac{d(1 / p(u))}{d u}\left(u_{2}\right)<\frac{d(1 / p(u))}{d u}\left(u_{1}\right) \\
& \longrightarrow \frac{d\left((u / d)^{k}\right)}{d u}\left(u_{2}\right)<\frac{d\left((u / d)^{k}\right)}{d u}\left(u_{1}\right)  \tag{23}\\
& \longrightarrow \frac{k \cdot u_{2}^{k-1}}{d^{k}}<\frac{k \cdot u_{1}^{k-1}}{d^{k}} \\
& \longrightarrow u_{2}^{k-1}<u_{1}^{k-1} \xrightarrow{k<1} u_{1}<u_{2} .
\end{align*}
$$

This expression is satisfied for any amount of resources from the left endpoint ( $u^{\prime}=0$ ). However, the law of the


Figure 7: Graphic for convex relation with $k=0.5$.
diminishing marginal returns establishes that the point $u^{\prime}$ must not necessarily be the initial point, $u^{\prime}=0$, and the output of the system can increase with an increasing rate at the beginning of the process [98-100]. Thus, this relation has to be used for processes which always increase at a decreasing rate.

According to the project management literature, this relation considers the penalty due to the excess of communication when more employees are assigned to the task where it is assumed that the productive point is achieved with the minimal amount $\underline{u}$ of resources; that is, this model does not include any penalty due to the lack of specialization and any inverted $U$-shape for the productivity.
3.3.3. Convex Relation with $k+$ Constant (Production). Convex relation plus a constant is introduced by [38] for a singlemachine scheduling problem using expression (24), where $b$ and $d$ are constants denoting constant processing times and workload, respectively. Both $b$ and $d$ can be defined if two points of the curve are known. The three values for parameter $k$ in the literature have been tested here: $0.5,1$, and 2 , obtaining different results than for the convex relation with $k$ without constant. These values are discussed in the next sections. Consider

$$
\begin{equation*}
p=b+\left(\frac{d}{u}\right)^{k} \quad \text { with } \underline{u} \leq u \leq \bar{u} . \tag{24}
\end{equation*}
$$

(1) Convex Relation with $k=0.5+$ Constant (Production). Consider

$$
\begin{equation*}
p=b+\left(\frac{d}{u}\right)^{0.5}, \quad \text { with } \underline{u} \leq u \leq \bar{u} . \tag{25}
\end{equation*}
$$

Using expression (25), the productivity can be defined as follows:

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{p \cdot u}=\frac{S}{\left[b+(d / u)^{0.5}\right] \cdot u}=\frac{S}{b \cdot u+d^{0.5} \cdot u^{0.5}} \tag{26}
\end{equation*}
$$

As for the convex relation with $k<1$ (Section 3.3.2), the productivity always decreases with $u$ and the productive point is the left endpoint, $\underline{u}$, that can be found by minimizing the denominator of the productivity:

$$
\begin{align*}
& \frac{d\left(b \cdot u+d^{0.5} \cdot u^{0.5}\right)}{d u}=b+\frac{0.5 \cdot d^{0.5}}{u^{0.5}}=0  \tag{27}\\
& \longrightarrow u^{*}<0 \longrightarrow u^{*}=\underline{u} .
\end{align*}
$$

The law of diminishing marginal returns is fulfilled for any amount of resources ( $u^{\prime}=0$ ) (see (28) using Corollary 2):

$$
\begin{aligned}
& \frac{d^{2}(1 / p(u))}{d u^{2}}<0 \\
& \quad \longrightarrow \frac{d(1 / p(u))}{d u}=\frac{d\left(u^{0.5} /\left(u^{0.5} \cdot b+d^{0.5}\right)\right)}{d u} \\
& \frac{d(1 / p(u))}{d u} \\
& \quad=\frac{0.5 \cdot u^{-0.5} \cdot\left(u^{0.5} \cdot b+d^{0.5}\right)-u^{0.5} \cdot 0.5 \cdot b \cdot u^{-0.5}}{\left(u^{0.5} \cdot b+d^{0.5}\right)^{2}} \\
& \quad=\frac{0.5 \cdot u^{-0.5} \cdot d^{0.5}}{\left(u^{0.5} \cdot b+d^{0.5}\right)^{2}} \\
& \longrightarrow \frac{d^{2}(1 / p(u))}{d u^{2}} \\
& \quad=\frac{-0.5^{2} \cdot d^{0.5} \cdot u^{-1.5} \cdot\left(u^{0.5} \cdot b+d^{0.5}\right)-0.5 \cdot u^{-1} \cdot d^{0.5} \cdot b}{\left(u^{0.5} \cdot b+d^{0.5}\right)^{3}} \\
& <0
\end{aligned}
$$

$$
\begin{align*}
& \longrightarrow \frac{-0.5^{2} \cdot d \cdot u^{-1.5}-0.75 \cdot d^{0.5} \cdot b \cdot u^{-1}}{\left(u^{0.5} \cdot b+d^{0.5}\right)^{3}}<0 \\
& \longrightarrow \text { Fulfilled } \longrightarrow u^{\prime}=0 . \tag{28}
\end{align*}
$$

Both productivity curve and the relation between processing time and amount of resources are shown in Figure 8. Note that the same results as in Section 3.3.2 have been found for the convex relation with $k<1$. The sum of the constants does not influence the conclusions of such relation stated before.
(2) Convex Relation with $k=1+$ Constant (Production). Consider

$$
\begin{equation*}
p=b+\frac{d}{u}, \quad \text { with } \underline{u} \leq u \leq \bar{u} . \tag{29}
\end{equation*}
$$

An example of this relation can be found in Figure 9. Using expression (29), the productivity can be defined as follows:

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{p \cdot u}=\frac{S}{[b+d / u] \cdot u}=\frac{S}{b \cdot u+d} . \tag{30}
\end{equation*}
$$

It can be easily shown that the productivity decreases with the amount of resources (see Figure 9) and, hence, the amount of resources which maximizes the productivity is $u^{*}=\underline{u}$.

The law of diminishing marginal returns is fulfilled for any amount of resources ( $u^{\prime}=0$ ), as it can be seen below using Corollary 2 :

$$
\begin{align*}
& \frac{d^{2}(1 / p(u))}{d u^{2}}<0 \\
& \longrightarrow \frac{d(1 / p(u))}{d u}=\frac{d(u /(u \cdot b+d))}{d u}=\frac{(u \cdot b+d)-u \cdot b}{\left(u^{0.5} \cdot b+d\right)^{2}} \\
& \longrightarrow \frac{d(1 / p(u))}{d u}=\frac{d}{(u \cdot b+d)^{2}} \\
& \frac{d^{2}(1 / p(u))}{d u^{2}}=\frac{-2 \cdot d \cdot b}{(u \cdot b+d)^{3}}<0 \\
& \longrightarrow \text { Fulfilled } \longrightarrow u^{\prime}=0 \tag{31}
\end{align*}
$$

Note that, in this case, the law of diminishing marginal returns is fulfilled as compared to the convex relation with $k=1$ (Section 3.3.1), where it was not. Additionally, here the productive point is the left endpoint, instead of every point on the curve, and consequently the relation does not correspond to the ideal boundary.
(3) Convex Relation with $k=2+$ Constant (Production). Consider

$$
\begin{equation*}
p=b+\left(\frac{d}{u}\right)^{2}, \quad \text { with } \underline{u} \leq u \leq \bar{u} . \tag{32}
\end{equation*}
$$

The productivity (33) can be obtained by substituting the expression of processing times (32) in the general expression of productivity (3). Consider

$$
\begin{equation*}
\operatorname{Pr}=\frac{S}{p \cdot u}=\frac{S}{\left[b+(d / u)^{2}\right] \cdot u}=\frac{S}{b \cdot u+d^{2} / u} . \tag{33}
\end{equation*}
$$

To obtain the amount of resources that maximizes the productivity, we minimize the denominator (33) obtaining point $u^{*}=d / \sqrt{b}$ (see (34) and Figure 10):

$$
\begin{equation*}
\frac{d\left(b \cdot u+d^{2} / u\right)}{d u}=b-\frac{d^{2}}{u^{2}}=0 \longrightarrow u^{*}=\frac{d}{\sqrt{b}} \tag{34}
\end{equation*}
$$

The law of diminishing marginal returns is fulfilled for $\left(u^{\prime}=d / \sqrt{3 \cdot b}\right)$ as it can be seen below using Corollary 2 ; that is, there exists an amount of resources $u^{\prime}$ for which the output of the productive process increases at a decreasing rate:

$$
\begin{align*}
& \frac{d^{2}(1 / p(u))}{d u^{2}}<0 \\
& \longrightarrow \frac{d(1 / p(u))}{d u}=\frac{d\left(u^{2} /\left(u^{2} \cdot b+d^{2}\right)\right)}{d u} \\
& \quad=\frac{2 \cdot u \cdot\left(u^{2} \cdot b+d^{2}\right)-2 \cdot u^{3} \cdot b}{\left(u^{2} \cdot b+d^{2}\right)^{2}}=\frac{2 \cdot u \cdot d^{2}}{\left(u^{2} \cdot b+d^{2}\right)^{2}} \\
& \frac{d^{2}(1 / p(u))}{d u^{2}} \\
& =\frac{2 \cdot d^{2} \cdot\left(u^{2} \cdot b+d^{2}\right)-2 \cdot u \cdot d^{2} \cdot 4 \cdot u \cdot b}{\left(u^{2} \cdot b+d^{2}\right)^{3}}<0  \tag{35}\\
& \longrightarrow \frac{2 \cdot d^{4}-6 \cdot u^{2} \cdot d^{2} \cdot b}{\left(u^{2} \cdot b+d^{2}\right)^{3}}<0 \\
& \longrightarrow 2 \cdot d^{4}-6 \cdot u^{2} \cdot d^{2} \cdot b<0 \\
& \longrightarrow u^{2}>\frac{d^{2}}{3 \cdot b} \longrightarrow u>\frac{d}{\sqrt{3 \cdot b}} \\
& \longrightarrow u^{\prime}=\frac{d}{\sqrt{3 \cdot b}} .
\end{align*}
$$

This relation allows us to choose the constants $b$ and $d$ in order to determine the productive amount of resources in contrast with the majority of the relations (with the exception of the hyperbola and multimode) where the productive point is imposed by the relation chosen (typically an endpoint). Note that, for $b=0$, the productive point is in $u^{*} \rightarrow \infty$ and the law of diminishing marginal returns is not fulfilled for any amount of resources ( $u^{\prime}$ being the left endpoint).
3.3.4. Convex + Communication (Project Management). The work of $[5,90,91]$ introduces in the convex approach a penalty due to communication between resources consisting on manpower (i.e., discrete and renewable). This penalty is


Figure 8: Convex relation with $k=0.5+$ constant.


Figure 9: Convex relation with $k=1+$ constant.
considered using a polynomial or even a logarithmic model by these papers. A quadratic function (36) is assumed:

$$
\begin{equation*}
p=\frac{d}{u}+e c \cdot u \cdot(u-1) \tag{36}
\end{equation*}
$$

where $d$ and ec are constants representing the estimated effort and the average communication effort for a pair of people, respectively. An example of this relation can be seen in Figure 11.

According to the productivity, we have

$$
\begin{align*}
\operatorname{Pr} & =\frac{S}{p \cdot u}  \tag{37}\\
& =\frac{S}{[d / u+e c \cdot u \cdot(u-1)] \cdot u}=\frac{S}{d+e c \cdot u^{2} \cdot(u-1)} .
\end{align*}
$$

It can be easily checked that the maximum integer nonnegative point of this function is $u=\underline{u}=u^{*}$ and that the productivity always decreases when more employees are assigned (as in the convex relation with $k<1$ ) since the denominator is a nondecreasing function (see Figure 11). Each point to the right of $\underline{u}$ is feasible. Additionally, as compared with the convex relation with $k=0.5$, there exists a point from which the relation is dominated by other points (i.e., $d p / d u>0$, see Figure 11) due to the penalty for communication. In addition, it is necessary to determine two parameters, which makes it more difficult to implement this relation as compared to the convex one. Furthermore, this relation does not consider the penalty due to the lack of specialization.
3.4. Hyperbola (Project Management). This relation between $p$ and $u$ was introduced by [17] for discrete renewable resources (manpower). In the linear, convex with $k=0.5$, and


Figure 10: Convex relation with $k=2+$ constant.


Figure 11: Graphic for convex plus communication.
convex + communication relation, the productive point must be in the left endpoint. To solve this problem, [17] obtained an approximated relation between the effort and the amount of resources as the following hyperbola:

$$
\begin{equation*}
\left(\frac{e-h}{f}\right)^{2}-\left(\frac{u-i}{g}\right)^{2}=1 \tag{38}
\end{equation*}
$$

where $f, g, h$, and $i$ are constants of the problem which have to be calculated empirically. The expression for the makespan of the task depending on the amount of resources can be obtained using the definition of effort, $e=p \cdot u$ :

$$
\begin{equation*}
p=\frac{h \pm f \cdot \sqrt{1+((u-i) / g)^{2}}}{u} . \tag{39}
\end{equation*}
$$

Analogously, the productivity can be written as

$$
\begin{align*}
\operatorname{Pr} & =\frac{S}{p \cdot u} \\
& =\frac{S}{\left(\left(h \pm f \cdot \sqrt{1+((u-i) / g)^{2}}\right) / u\right) \cdot u}  \tag{40}\\
& =\frac{S}{h \pm f \cdot \sqrt{1+((u-i) / g)^{2}}} .
\end{align*}
$$

An example of this relation can be found in Figure 12. The hyperbola represents the effect of the excess of communication when allocating more employees than the productive point, but also the lack of specialization when fewer employees are used to perform the task. This translates


Figure 12: Graphic for the hyperbola.
into a better approximation of the reality. None of the aforementioned relations have adequately represented both aspects. In fact, their $u$-productivity graphics were not similar to an inverted U-shape (as [101] established). Additionally, due to the difficulty to determine the constants, an algorithm was implemented by [17] using known points [ $p, u$ ] for the problem. Nevertheless, it is not always possible to know previously different relations between $p$ and $u$ for the problem (due to the uncertainty of the processing times as indicated by $[39,106]$ ) and the determination of the constants can therefore become very difficult.
3.5. Multimode (Production and Project Management). The relation between processing times and number of discrete resources can be also treated as a multimode problem; that is, each combination of processing times and number of resources corresponds to a mode (a point in the graphic $p$ $u)$. This approach is considered for discrete renewable and nonrenewable resource in MRCPSP (see, e.g., [39-45, 48, 49]) and, specifically for discrete renewable resource, in several problems such as discrete time/resource trade-off problem DTRTP (see, e.g., [46, 47,50-53]), project task and manpower scheduling (see [54]), identical parallel-machine scheduling (see [55]), and also MRCPSP (see, e.g., [56, 57]). This is the most generic approach for discrete resources since each possible combination between processing times and number of resources can be chosen by the decision maker and each other discrete approach (convex, linear, etc.) can be also represented by multimode. However, this approach presents two problems. First, points $p-u$ of each mode have to be known in advance, which is not always possible when several modes are considered. Second, the size of the model increases significantly due to the fact that each mode corresponds to a variable. There are many papers in the literature using multimode to treat controllable processing times depending on the number of discrete resources assigned to the task.


Figure 13: Graphic for multimode.

The relations between processing times and amount of resources for a task are points (modes) in a $p-u$ graphic (e.g., Figure 13 with 7 modes and a single task). The point with maximum productivity could be determined by means of the point with minimum effort. Obviously, the multimode approach can be used only for discrete resources whereas other relations as linear and convex relations are equally used for discrete and continuous resources. Additionally, although there is freedom to choose the modes, the majority of these papers use an inversely proportional relation (convex with $k=1$ ) to define the modes in the problems solved in their testbeds.
3.6. Summary. In this section, we summarize the main characteristic of each relationship in Table 2. Columns 2 and 3 indicate the environment where each relation has been used,

Table 2: Relations between processing times and amount of resources used in the literature.

| $p(u)$ | Production | Project management | Type of resource | Number of productive points | Productive points | Diminishing marginal returns law | Inverted U-shape | Number of constants |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Linear | X | X | Generic | 1 or 2 | Endpoints | Unfulfilled | $\approx \mathrm{EC}$ or LS | 2 |
| Convex $k=1$ | X | X | Generic | All | Every point | Unfulfilled | Unfulfilled | 1 |
| Convex $k<1$ | X | X | Generic | 1 | Left endpoint | Partially $\left(u^{\prime}=\right.$ left endpoint) | $\approx \mathrm{EC}$ | 2 |
| $\begin{aligned} & \text { Convex } k=0.5 \\ & + \text { constant } \end{aligned}$ | X |  | Nonrenewable and continuous | 1 | Left endpoint | $\begin{aligned} & \text { Partially }\left(u^{\prime}=\right. \\ & \text { left endpoint) } \end{aligned}$ | $\approx \mathrm{EC}$ | 3 |
| $\begin{aligned} & \text { Convex } k=1+ \\ & \text { constant } \end{aligned}$ | X |  | Nonrenewable and continuous | 1 | Left endpoint | $\begin{aligned} & \text { Partially }\left(u^{\prime}=\right. \\ & \text { left endpoint) } \end{aligned}$ | $\approx \mathrm{EC}$ | 3 |
| $\begin{aligned} & \text { Convex } k=2+ \\ & \text { constant } \end{aligned}$ | X |  | Nonrenewable and continuous | 1 | $d / \sqrt{b}$ | Fulfilled $\left(u^{\prime}=d / \sqrt{3 \cdot b}\right)$ | $\approx$ Fulfilled | 3 |
| Convex $k=1+$ polynomial |  | X | Renewable and discrete | 1 | Left endpoint | - | $\approx \mathrm{EC}$ | 2 |
| Multimode | X | X | Discrete | $n$ | Chosen by the decision maker | Fulfilled | Fulfilled | $n$ |
| Piecewise linear | X | X | Nonrenewable and continuous | $n$ | Point in the convex curve | Fulfilled | Fulfilled | $n$ |
| Hyperbola |  | X | Renewable and discrete | 1 | Chosen by the decision maker | - | Fulfilled | 4 |

while the type of resource used is shown in column 4 . The next two columns indicate the amount of productive points in the expression and their position, respectively. 7th and 8th columns are related to the fulfillment of the diminishing marginal returns law and the inverted U-shape, respectively. In the last column, the number of constants necessary to fulfill each $p-u$ relation has been represented. Note that a higher value of the number of constants means more difficulty to configure the model. This fact clearly explains the few papers that implement relations with 3 or more constants.

Regarding the productive configuration, we found the following.
(i) The productive configuration results in a unique productive point-which is necessarily the left endpoint-for the following configurations: convex relation with $k=0.5$, convex relation with $k=0.5+$ constant, convex relation with $k=1+$ constant, and convex relation plus communication. Hence, feasible points are only on the right of that point. Thereby, regarding project management, only the excess of communication can be modelled.
(ii) The productive configuration is placed either in one endpoint or eventually in both endpoints by the linear relation.
(iii) Convex relation with $k=1$ corresponds with the ideal boundary.
(iv) Control over the productive point is only allowed for nonrenewable resources by the convex relation with $k=2+$ constant and for renewable resources by hyperbola and multimode.

Regarding the law of diminishing marginal returns, the following aspects can be summarized.
(i) The relations that partially satisfy the law of diminishing marginal returns (only for the decreasing part of the law) are the convex relation with $k<1$, the convex relation with $k=0.5+$ constant, and the convex relation with $k=1+$ constant since the $u^{\prime}$ must be placed in the left endpoint.
(ii) The convex relation with $k=2+$ constant fulfills the diminishing marginal returns law for any amount of resources bigger than $d / \sqrt{3 \cdot b}$; that is, $u^{\prime}=d / \sqrt{3 \cdot b}$.
(iii) The linear relation, the convex relation with $k=1$, and the piecewise linear relation do not fulfill this law.

With respect to the project management environment, we noted the following.
(i) The convex relation with $k=1$ does not reflect the reality for manpower [91].
(ii) The inverted U-shape is only fulfilled by the hyperbola and the convex relation with $k=2$ plus a constant and, eventually, by the multimode and the piecewise linear relation.
(iii) The lack of specialization can be also eventually approximated by the linear relation.

## 4. Conclusions

Controllable processing times have been widely used in different environments in the literature. With respect to project
and production management, several relations between processing times and amount of resources have been applied. However, to the best of our knowledge, the advantages, disadvantages, and properties of these relations have not been analyzed. In this paper, we have analyzed papers assuming controllable processing times in project and production management, and the different relations between processing times and the amount of resources have been classified. Due to the uncertainty in the processing times of the tasks [39], it is impossible to know exactly the relation between the processing time and the amount of resources assigned to the task and, analogously, to choose a relation over another. Approximations must be taken into account in order to represent the relations and to adapt them to solve the problems. Thereby, a total of 10 relations have been analyzed in this paper. Papers in the production management literature have mainly focused on linear and convex relations both for discrete and for continuous resources. In project management, the research has widely been focused on multimode approach.

We have defined the feasible and unfeasible regions for $p=f(u)$, as well as several definitions and properties, to be able to compare the main functions of the literature. For each one, the productivity for each amount of resources has been measured. Additionally, the law of diminishing marginal returns in the field of production management has been analyzed, together with several hypotheses for each relation in the area of the project management.

As a result, it has been shown that the most employed relation in the literature, that is, the linear one, does not fulfill the requirements of both production and project environments. Nevertheless it has been extensively used as an approximation of the reality, probably due to its simplicity and the possibility to maintain the linearity of the models. On the other hand, the assumption, widely used in the literature (see, e.g., $[3,18,23,27]$ ), of applying the convex relation instead of the linear one to fulfill the law of diminishing marginal returns has been shown not to be correct and must not be further used as a justification of its consideration. Only a convex relation with $k<1$ could be considered, but only to model the decreasing part of the law, that is, from $u^{\prime}$ on. When a constant is added to the expression, the law can be fulfilled by the configuration $k=2+$ constant where the point $u^{\prime}$ is equal to $d / \sqrt{3 \cdot b}$. Something similar happens regarding project management, since the $u$-productivity graphic is only similar to an inverted U -shape for the configuration $k=$ $2+$ constant. However, to the best of our knowledge this configuration has not been used yet. In this regard, the best relation related to u-productivity graphic is achieved by the hyperbola. Nevertheless, the high number of constants (four) needed for its configuration makes it difficult to use since at least four $p-u$ points should be known in advance. This is similar to the multimode and piecewise linear relations, which obviously have the most complete configuration in order to model the $p-u$ relation since the decision maker can adapt these relations in function of the studied problem. This last aspect also remarks the great importance of the previous knowledge of the problem (i.e., which $p$ - $u$ points are known) when choosing the relation to be applied.

Finally, regarding the future research lines of this paper, new relations may be considered for discrete resources since there are almost no papers using them. In addition, to the best of our knowledge, only the hyperbola has been used to represent the inverted U-shape of the productivity in project management. Due to the difficulties to determine the constants of this relation, new relations may be considered in order to represent the excess of communication and the lack of specialization together as, for example, the convex relation with $k=2+$ constant.
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