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Conflict management in Dempster-Shafer theory (D-S theory) is a hot topic in information fusion. In this paper, a novel weighted
evidence combination rule based on evidence distance and uncertainty measure is proposed. The proposed approach consists of
two steps. First, the weight is determined based on the evidence distance.Then, the weight value obtained in first step is modified by
taking advantage of uncertainty. Our proposed method can efficiently handle high conflicting evidences with better performance
of convergence. A numerical example and an application based on sensor fusion in fault diagnosis are given to demonstrate the
efficiency of our proposed method.

1. Introduction

Information fusion technology (IFT) is utilized to ana-
lyze multisource uncertain information comprehensively.
Through reserving the common information, IFT can
decrease indeterminacy greatly. The Dempster-Shafer theory
of evidence [1] (D-S theory, also known as evidence theory or
theory of belief functions) is regarded as an efficient model to
fuse information in intelligent systems [2]. And Dempster’s
combination rule is the most crucial instrument of D-S the-
ory. The theory was firstly proposed by Dempster in 1967 [1]
and then developed to its present form by Shafer et al. in 1976
[3].The Dempster’s combination rule possesses several inter-
esting mathematical properties, such as commutativity and
associativity, and it plays a very significant role in evidence
theory [4]. Nowadays, the evidence theory is applied widely
in many fields, like supplier selection ([5, 6]), target recogni-
tion ([7–9]), decision making ([4, 10, 11]), reliability analysis
([12–15]), and so on.

Although D-S theory has a lot of advantages, there
also exist some basic problems that still are not completely

clarified. One of the most significant issues is that D-S
theory will become invalid when using it to fuse highly
conflicting evidences, and the counter-intuitive results ([10,
16, 17]) will be generated. To solve such a problem, two
major methodologies are popular. One is to preprocess the
bodies of evidence (BOEs) ([18–20]), and the other is to
modify the combined rule ([21–23]). There are mainly three
alternative combination rules belonging to the second type
and they are, respectively, Dubois and Prade’s disjunctive
combination rule [24], Smets’ unnormalized combination
rule [25], and Yager’s combination rule [21]. These three
alternatives mentioned above are examined and they all
propose a general combination framework.Themain work of
preprocessing bodies of evidences (BOEs) includes Murphy’s
simple average in [19], Yong et al.’s weighted average on
the basis of distance of evidence in [26], and Han et al.’s
modified weighted average in [27]. In [19], a simple averaging
approach of the primitive BOEs is proposed, and in that case
all BOEs are seen equally important, which is unreasonable in
practice. Yong et al. [26] get a better combination result
according to combining the weight average of the masses for
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2 Mathematical Problems in Engineering𝑛 − 1 times. The approach proposed by Han et al. [27] is
a novel weighted evidence combination approach based on
the evidence distance and ambiguity measure (AM), which
actually modifies Yong et al.’s work [26].

In this paper, a novel weighted evidence combination rule
based on evidence distance and uncertainty measure is pro-
posed to address the combination of conflicting evidences.
The numerical example and an application in fault diagnosis
are given to sufficiently prove the efficiency of our proposed
method.

The remaining paper is organized as follows: Section 2
starts with a brief introduction of theDempster-Shafer theory
and evidence distance; the proposed method is presented in
Section 3; Sections 4 and 5 give a numerical example and
an application in fault diagnosis, respectively, to prove the
efficiency of our proposed approach; finally, the conclusion
is made in Section 6.

2. Preliminaries

In this section, some preliminaries are briefly introduced
below.

2.1. Basics of Evidence Theory. Dempster-Shafer theory of
evidence (D-S theory) is used for dealing with uncertainty
information as an efficient mathematical model in intelligent
systems [1]. In 1967, The definition, D-S theory was proposed
by Dempster [1] and then his student Shafer et al. developed
this theory [3] in 1976.

([29, 30]) Let Ω be a nonempty finite set and 2Ω be the
set of all subsets of Ω, denoted Ω = {{𝜃1}, {𝜃2}, . . . , {𝜃𝑛}} and2Ω = {0, {𝜃1}, {𝜃2}, . . . , {𝜃𝑛}, {𝜃1, 𝜃2}, . . . , {𝜃1, 𝜃2, . . . , 𝜃𝑛}}.

In Dempster-Shafer theory of evidence [3], a basic prob-
ability assignment (BPA) is a mapping: 2Ω → [0, 1] satisfying∑

𝐸⊆Ω

𝑚(𝐸) = 1,𝑚 (0) = 0. (1)

If 𝑚(𝐸) > 0, 𝐸 is called a focal element, and the set
consisting of all the focal elements is called one body of evi-
dences (BOEs). When there are more than one independent
body of evidences, Dempster’s combination rule, (2) which is
a powerful and crucial tool in D-S theory, can be utilized to
combine these evidences.𝑚(𝐸) = ∑𝐸1 ,𝐸2⊆Ω,𝐸1∩𝐸2=𝐸𝑚1 (𝐸1)𝑚2 (𝐸2)1 − 𝑘 , (2)

where 𝑘 = ∑𝐸1∩𝐸2=0𝑚1(𝐸1)𝑚2(𝐸2) stands for conflict degree,
also called normalization constant. What is noted is that if𝑚⊕(0) = 1, this combination rule will make no sense. Here,
we give a specific example about combination rule and show
the corresponding results in Table 1.

Example 1. Suppose that the frame of discernment Ω ={𝐸1, 𝐸2, 𝐸3} is complete and there are two BOEs listed as
follows:

Table 1: An example of combination rule.

BOEs 𝑚(𝐸1) 𝑚(𝐸2) 𝑚(𝐸3)𝑆1 0.5 0.2 0.3𝑆2 0.6 0.2 0.2
Combined outcome 0.75 0.1 0.15

𝑆1: 𝑚1(𝐸1) = 0.5,𝑚1(𝐸2) = 0.2,𝑚1(𝐸3) = 0.3;𝑆2: 𝑚2(𝐸1) = 0.6,𝑚2(𝐸2) = 0.2,𝑚2(𝐸3) = 0.2.
In the frame of discernment Ω, there are two BOES, 𝑚1

and𝑚2. When𝑚1 and𝑚2 are both reliable, to generate a new
BPA,we can conjunctive rule denoted (3) [31].When only one
of them is totally reliable and we are not sure about another
one, then we should apply disjunctive combination rule [31]
denoted (4).𝑚⊓ (𝐸) = ∑

𝐸1 ,𝐸2⊆Ω,𝐸1∩𝐸2=𝐸

𝑚1 (𝐸1)𝑚2 (𝐸2) , ∀𝐸 ⊆ Ω, (3)𝑚⊔ (𝐸) = ∑
𝐸1 ,𝐸2⊆Ω,𝐸1∪𝐸2=𝐸

𝑚1 (𝐸1)𝑚2 (𝐸2) , ∀𝐸 ⊆ Ω. (4)

([32, 33]) Given a proposition 𝐸1 ∈ 2Ω, the belief
function of𝐸1, Bel(𝐸1), is defined in (5), which represents the
total belief that the object is in 𝐸1. The plausibility function
of 𝐸1, Pl(𝐸1), is defined in (6), which measures the total
belief that can move into 𝐸1. In D-S theory, Bel(𝐸1) and
Pl(𝐸1) are called lower bound function and upper bound
function, respectively, denoted [Bel(𝐸1),Pl(𝐸1)]. AndBel(𝐸1)
and Pl(𝐸1)must satisfy the following relations of (7) and (8):

Bel (𝐸1) = ∑
𝐸2⊆𝐸1

𝑚(𝐸2) , (5)

Pl (𝐸1) = ∑
𝐸1∩𝐸2 ̸=0

𝑚(𝐸2) , (6)

Pl (𝐸1) = 1 − Bel (𝐸1) , (7)

Pl (𝐸1) ≥ Bel (𝐸1) . (8)

For any proposition𝐸1, its uncertainty can be represented
by using its belief function and plausibility function as (9).𝑢 (𝐸1) = Pl (𝐸1) − Bel (𝐸1) . (9)

Here, we give an example about belief function and
plausibility function and show its results in Table 2.

Example 2. Assume Ω = {𝐸1, 𝐸2, 𝐸3}; a BPA is given where𝑚({𝐸1}) = 0.4, 𝑚({𝐸1, 𝐸2}) = 0.3, 𝑚({𝐸2, 𝐸3}) = 0.2,𝑚({𝐸1, 𝐸2, 𝐸3}) = 0.1.
But the classical Dempster combination rule is not

efficient all the time. When BOEs are in high conflict,
illogical results will be generated [31]. Nowadays, there are
mainly two kinds of methodologies. One is to modify the
combined rule, and the other is to preprocess evidences.
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Table 2: An example of Bel and Pl.

Function {𝐸1} {𝐸2} {𝐸3} {𝐸1, 𝐸2} {𝐸1, 𝐸3} {𝐸2, 𝐸3} {𝐸1, 𝐸2, 𝐸3}𝑚 0.4 0 0 0.3 0 0.2 0.1
Bel 0.4 0 0 0.7 0.4 0.2 1
Pl 0.8 0.6 0.3 1 1 0.9 1𝑢 0.4 0.6 0.3 0.3 0.6 0.7 0

Smets’ unnormalized combination rule [25], Dubois and
Prade’s disjunctive combination rule [24], and Yager’s com-
bination rule [21] belong to the first category. These three
alternatives mentioned above are examined and they all
proposed a general combination framework. To preprocess
data, Murphy’s simple average in [19], Yong et al.’s weighted
average [26], and Han et al.’s modified weighted average in
[27] are popular. In [19], a simple averaging approach of the
primitive BOEs is proposed. And in that case all BOEs are
seen equally important, which is unreasonable in real life. In
[26], Yong et al. can get a better combination result by
combining the weight average of themasses for 𝑛−1 times. In
[27], a novel weighted evidence combination approach based
on the distance of evidence and AM is proposed, which is
based on Yong et al.’s work [26] actually.

2.2. Evidence Distance. With D-S theory applying widely, the
study about evidence distance has attracted more and more
interests [34].The dissimilaritymeasure of evidences can rep-
resent the lack of similarity between two BOEs. Performance
evaluation [35], reliability evaluation [36], conflict evidence
combination [26], target association ([37, 38]), and a lot of
methods regarding evidence distance are brought up as an
appropriatemeasure of the difference. And several definitions
of distance in evidence theory are also proposed, like Jous-
selme et al. distance [39], Wen et al.’s cosine similarity [40],
Ristic and Smets’ transferable belief model (TBM) global
distance measure ([37, 38]), Sunberg and Rogers’s belief
function distance metric [41], and so on. Among those def-
initions on distance of evidence, the most frequently used is
Jousselme et al.’s distance [39].

The Jousselme et al. distance [39] is identified based on
Cuzzolin’s the geometric interpretation of evidence theory
[42].Thepower set of the frameof discernment 2Ω is regarded
as a 2𝑁-linear space. A distance and vectors are defined with
the BPA as a particular case of vectors. The Jousselme et al.
distance is defined as follows:𝑑𝑖𝑗 = √12 (→𝑚𝑖 − →𝑚𝑗)𝑇𝐷(→𝑚𝑖 − →𝑚𝑗) (10)𝑚𝑖, 𝑚𝑗 are two BPAs under the frame of discernment Ω,
and 𝐷 is a 2𝑁 × 2𝑁 matrix. The element in 𝐷 is defined as𝐷(𝐸1, 𝐸2) = |𝐸1∩𝐸2|/|𝐸1∪𝐸2|, 𝐸1, 𝐸2 ∈ 𝑃(Ω); | ⋅ | represents
cardinality. This Jousselme et al. distance satisfies all four
requirements (nonnegativity, nondegeneracy, symmetry, and
triangle inequality) [39] of a strict distance metric. This
distance is an efficient tool to quantify the dissimilarity of two

BOEs. An example of the Jousselme et al. distance is shown
below.

Example 3. Assume there are two BOEs 𝑆1 and 𝑆2.𝑆1: 𝑚1(𝐸1) = 0.4, 𝑚1(𝐸2) = 0.2, 𝑚1(𝐸1, 𝐸2) = 0.1,𝑚1(𝐸1, 𝐸2, 𝐸3) = 0.3;𝑆2: 𝑚2(𝐸1) = 0.5, 𝑚2(𝐸2) = 0.2, 𝑚2(𝐸1, 𝐸2) = 0.1,𝑚2(𝐸1, 𝐸2, 𝐸3) = 0.2.
The value inside the BOE vectors →𝑚1 and →𝑚2 and the

distance matrix𝐷 are given by

→𝑚1 =(0.40.20.10.3) ,
→𝑚2 =(0.50.20.10.2) ,

𝐷 =(((
(
1 0 12 130 1 12 1312 12 1 2313 13 23 1

)))
)
.

(11)

It follows that (→𝑚1 − →𝑚2)𝑇 = (−0.1 0 0 0.1) and (→𝑚1 −→𝑚2) = ( −0.100
0.1

):𝑑(𝑚1 ,𝑚2)
=
√√√√√√√√√
√
12 (−0.1 0 0 0.1)(((

(
1 0 12 130 1 12 1312 12 1 2313 13 23 1

)))
)
(−0.1000.1 )

= 0.1125.
(12)
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Figure 1: The flow graph of the proposed method.

3. The Proposed Method

We followed the methods of Wang et al. [43]. Assume that
there are in total 𝑛 BOEs 𝑚𝑖, 𝑖 = 1, . . . , 𝑘, collected; we can
use (13) to precalculate these 𝑘 pieces of BOE ([44–46]).

𝑚WAE = 𝑛∑
𝑖=1

𝑤𝑖 × 𝑚𝑖, (13)

where 𝑤𝑖 stands for the corresponding weight degree of each
BOE 𝑚𝑖 and 𝑚WAE is the weighted average BPA of 𝑘 BOEs.
By means of the classical Dempster’s rule ([1, 3]) to combine𝑚WAE for 𝑛−1 times, we can get the final combined result. But,
to find an appropriate weight 𝑤𝑖 is a little difficult. Actually
there are many related works including Yong et al. [26] and
Han et al.’s approach [27]. In this paper, we present a new
modified weighted evidence combination rule on the basis of
evidence distance and a novel uncertainty measure. The flow
graph of our proposed method is described in Figure 1.

Step 1. In this step, based on evidence distance, we can
determine all weights of the primitive BOEs.

As seen from the definition of evidence distance, the less
the distance between two BOEs is, the more the similarity of
those two is.The similaritymeasure SIM𝑖𝑗 between two BOEs
is defined [20] in

SIM (𝑚𝑖, 𝑚𝑗) = 1 − 𝑑 (𝑚𝑖, 𝑚𝑗) . (14)

After getting all the degrees of similarity between BOEs,
we can construct a similaritymeasurematrix (Smm) [26].The
Smm will give us insight into the agreement between BOEs.

Smm =(((((
(

1 𝑆12 ⋅ ⋅ ⋅ 𝑆1𝑗 ⋅ ⋅ ⋅ 𝑆1𝑘... ... ... ... ... ...𝑆𝑖1 𝑆𝑖2 ⋅ ⋅ ⋅ 𝑆𝑖𝑗 ⋅ ⋅ ⋅ 𝑆𝑖𝑛... ... ... ... ... ...𝑆𝑛1 𝑆𝑛2 ⋅ ⋅ ⋅ 𝑆𝑛𝑗 ⋅ ⋅ ⋅ 1
)))))
)
. (15)

We define the support degree of each BOE𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑘)
[26] as follows:

SUP (𝑚𝑖) = 𝑘∑
𝑗=1,𝑗 ̸=𝑖

SIM (𝑚𝑖, 𝑚𝑗) . (16)

Then, we can obtain the credibility degree of each BOE𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑘) based on SUP(𝑚𝑖) [26]:
CRD𝑖 = SUP (𝑚𝑖)∑𝑘𝑗=1 SUP (𝑚𝑗) . (17)

In fact, for ∑𝑘𝑖=1 CRD𝑖 = 1 it is evident that we can regard
the credibility degree CRD𝑖 as a weight directly. So, CRD𝑖
can be used to replace 𝑤𝑖 in (13) to modify original BPAs. As
mentioned in [27], the uncertainty degree can also be utilized
to construct weights. A combination result can come up by
using AM and modifying CRD𝑖 obtained based on evidence
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Table 3: The evidence distance between BOEs.

Evidence distance 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5𝑑(𝑚1, 𝑚2) 0.5386 0.5386 0.5386 0.5386𝑑(𝑚1, 𝑚3) - 0.3495 0.3495 0.3495𝑑(𝑚1, 𝑚4) - - 0.3257 0.3257𝑑(𝑚1, 𝑚5) - - - 0.3311𝑑(𝑚2, 𝑚3) - 0.8142 0.8142 0.8142𝑑(𝑚2, 𝑚4) - - 0.7850 0.7850𝑑(𝑚2, 𝑚5) - - - 0.7906𝑑(𝑚3, 𝑚4) - - 0.0300 0.0300𝑑(𝑚3, 𝑚5) - - - 0.0374𝑑(𝑚4, 𝑚5) - - - 0.0354

theory. Here, we propose another uncertainty measure to
modify CRD𝑖 obtained in Step 1, and the results perform
better.

Step 2. In this step, the weight will be modified on the basis
of uncertainty.

Supposing that one of some BOEs with relatively high
credibility degree generated in the first step has less uncer-
tainty degree than the others, we believe that the BOE ismore
credible and it should possessmoreweight because of its good
quality. On the contrary, if a BOE has both more uncertainty
degree and a low credibility degree, such a BOE is relatively
incredible and even causes a wrong result perhaps.Thus, such
a BOE should possess less weight.

Based on the thoughts mentioned above, the weight
determined based on evidence distance will be modified
through the following steps.

Step 2-1. As for each given original BOE 𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑘),
compute the belief function Bel(𝐴) and the plausibility
function Pl(𝐴) of each proposition 𝐴 ∈ 2Ω using (5) and (6).

Step 2-2. We take advantage of (9) to measure uncertainty
denoted 𝑢(𝐴) for each proposition 𝐴 ∈ 2Ω. Adding up all𝑢(𝐴) (𝐴 ∈ 2Ω) by using (18), we can obtain total uncertainty
measure for one BOE𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑘), denoted 𝑈𝑖.𝑈𝑖 = ∑

𝐴∈2Ω

𝑢 (𝐴) . (18)

Step 2-3. We utilize the following equation to modify the
weight CRD𝑖 (𝑖 = 1, 2, . . . , 𝑘) obtained in Step 1.

CRD𝑚𝑖 = CRD𝑖 × 𝑒𝑈𝑖 . (19)

Step 2-4. The final modified weight CRD𝑚𝑛𝑖 (𝑖 = 1, 2, . . . , 𝑘)
will be obtained after normalizing all CRD𝑚𝑖 (𝑖 = 1, 2, . . . , 𝑘)
with (20).

CRD𝑚𝑛𝑖 = CRD𝑚𝑖∑𝑘𝑗=1 CRD𝑚𝑗 . (20)

Step 2-5.Themodifiedweighted averagedBOEdenoted𝑚WAE
is obtained as𝑚WAE = 𝑘∑

𝑖=1

(CRD𝑚𝑛 (𝑚𝑖) × 𝑚𝑖) (𝑖 = 1, 2, . . . , 𝑘) . (21)

If 𝑘 pieces of evidence are supplied, we can use the
classical Dempster’s rule [1] to combine𝑚WAE for 𝑘 − 1 times
[19]. After that, we could get a better combined outcome to
make a better decision.

4. Experiments

In this section, a numerical example is illustrated to demon-
strate the efficiency of our proposed method.

Example 4. In a multisensor-based automatic target recog-
nition system, suppose that the frame of discernment Ω ={𝐸1, 𝐸2, 𝐸3} is complete and 𝐸1 is the real target. From five
different sensors, the system collects five BOEs listed as
follows:𝑆1: 𝑚1(𝐴) = 0.41,𝑚1(𝐵) = 0.29,𝑚1(𝐶) = 0.3;𝑆2: 𝑚2(𝐴) = 0,𝑚2(𝐵) = 0.9,𝑚2(𝐶) = 0.1;𝑆3: 𝑚3(𝐴) = 0.58,𝑚3(𝐵) = 0.07,𝑚3(𝐴, 𝐶) = 0.35;𝑆4: 𝑚4(𝐴) = 0.55,𝑚4(𝐵) = 0.1,𝑚4(𝐴, 𝐶) = 0.35;𝑆5: 𝑚5(𝐴) = 0.6,𝑚5(𝐵) = 0.1,𝑚5(𝐴, 𝐶) = 0.3.
Step 1. Through the first step of our proposed method, the
credibility degree CRD𝑖 (𝑖 = 1, 2, . . . , 5) will be obtained,
that is, the weight of each BOE can be determined based on
evidence distance. The evidence distance between BOEs and
the credibility degree of each BOE are shown in Tables 3 and
4, respectively.

Step 2. Through this step, we can get the modified weight.
We can calculate total uncertainty 𝑈𝑖 for each BOE 𝑖 (𝑖 =1, 2, . . . , 5) using (9) and (18).The results are listed in Table 5.

Then by making use of (19) and (20), the final modified
weight CRD𝑚𝑛𝑖 (𝑖 = 1, 2, . . . , 5) of each BOE 𝑚𝑖 (𝑖 =1, 2, . . . , 5) can be obtained. The results are shown in Table 6.
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Table 4: The weight determined by the evidence distance.

Weight 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5
CRD(𝑚1) 0.5000 0.4284 0.2829 0.2059
CRD(𝑚2) 0.5000 0.2494 0.1365 0.0899
CRD(𝑚3) - 0.3222 0.2861 0.2321
CRD(𝑚4) - - 0.2945 0.2368
CRD(𝑚5) - - - 0.2353

Table 5: The total uncertainty for each BOE.

Item 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5𝑈1 0 0 0 0𝑈2 0 0 0 0𝑈3 - 1.4 1.4 1.4𝑈4 - - 1.4 1.4𝑈5 - - - 1.2

Table 6: The final modified weight for each BOE.

Item 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5
CRD𝑚𝑛 (𝑚1) 0.5000 0.2159 0.1020 0.0691
CRD𝑚𝑛 (𝑚2) 0.5000 0.1257 0.0492 0.0302
CRD𝑚𝑛 (𝑚3) - 0.6584 0.4183 0.3160
CRD𝑚𝑛 (𝑚4) - - 0.4305 0.3224
CRD𝑚𝑛 (𝑚5) - - - 0.2623

Table 7:𝑚WAE on the basis of the novel modified weight averaging approach.

Item 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5
𝑚WAE

𝑚(𝐴) = 0.2050 𝑚(𝐴) = 0.4704 𝑚(𝐴) = 0.5212 𝑚(𝐴) = 0.5463𝑚(𝐵) = 0.5950 𝑚(𝐵) = 0.2218 𝑚(𝐵) = 0.1462 𝑚(𝐵) = 0.1278𝑚(𝐶) = 0.2000 𝑚(𝐶) = 0.0773 𝑚(𝐶) = 0.0365 𝑚(𝐶) = 0.0238𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.2305 𝑚(𝐴𝐶) = 0.2971 𝑚(𝐴𝐶) = 0.3021
Table 8: The final BPA by using the proposed method.

Item 𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2,𝑚3,𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5
Final BPA

𝑚(𝐴) = 0.0964 𝑚(𝐴) = 0.8923 𝑚(𝐴) = 0.9788 𝑚(𝐴) = 0.9916𝑚(𝐵) = 0.8119 𝑚(𝐵) = 0.0293 𝑚(𝐵) = 0.0010 𝑚(𝐵) = 0.0001𝑚(𝐶) = 0.0917 𝑚(𝐶) = 0.0455 𝑚(𝐶) = 0.0102 𝑚(𝐶) = 0.0026𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.0329 𝑚(𝐴𝐶) = 0.0173 𝑚(𝐴𝐶) = 0.0057
Next, the𝑚WAE can be obtained by means of replacing𝑤𝑖

of (13) with CRD𝑚𝑛𝑖 (𝑖 = 1, 2, . . . , 5). The results are listed in
Table 7.

Finally, we make advantage of the classical Dempster-
Shafer combination rule ([1, 3]) to combine 𝑚WAE shown
in Table 7 for 4 times [19]. After that, the final combined
outcomes will be got and shown in Table 8 and Figure 2.

We also make use of different combination rules to
calculate the Example 4, and the results are shown in Table 9
and the comparing figures are shown in Figures 3–6.

As seen from Table 9 and Figures 3–6, when evidences
are in high conflict, counter-intuitive results will be produced
by using the classical Dempster’s combination rule and they

do not reflect the truth. With incremental BOEs, although
Murphy’s simple average [19], Yong et al.’s weighted average
[26], and Han et al.’s novel weight average [27] all can give
reasonable results, their results are all inferior to the outcomes
of our proposed approach. Moreover, the performance of
convergence of our proposed method is better than other
existing methods. The main reason for these phenomena
mentioned above is that, by making use of the evidence
distance [39] and uncertainty measure, the final weights
of bad evidences are decreased greatly (e.g., in experiment
section, consider the case 𝑆1, 𝑆2, 𝑆3, 𝑆4, 𝑆5; the weight of
conflicting evidence 𝑆2 falls to 0.0899 from 0.5). So its effect
on the final combined outcomes will be weakened extremely.
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Table 9: Evidence combination outcomes based on different combination rules.

Approach Combination outcomes𝑚1,𝑚2 𝑚1,𝑚2,𝑚3 𝑚1,𝑚2, 𝑚3, 𝑚4 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5
Dempster’s rule [1]

𝑚(𝐴) = 0 𝑚(𝐴) = 0 𝑚(𝐴) = 0 𝑚(𝐴) = 0𝑚(𝐵) = 0.8969 𝑚(𝐵) = 0.6575 𝑚(𝐵) = 0.3321 𝑚(𝐵) = 0.1422𝑚(𝐶) = 0.1031 𝑚(𝐶) = 0.3425 𝑚(𝐶) = 0.6679 𝑚(𝐶) = 0.8575
Murphy’s simple average [19]

𝑚(𝐴) = 0.0964 𝑚(𝐴) = 0.4619 𝑚(𝐴) = 0.8362 𝑚(𝐴) = 0.9620𝑚(𝐵) = 0.8119 𝑚(𝐵) = 0.4497 𝑚(𝐵) = 0.1147 𝑚(𝐵) = 0.0210𝑚(𝐶) = 0.0917 𝑚(𝐶) = 0.0794 𝑚(𝐶) = 0.0410 𝑚(𝐶) = 0.0138𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.0090 𝑚(𝐴𝐶) = 0.0081 𝑚(𝐴𝐶) = 0.0032
Yong et al.’s weighted average [26]

𝑚(𝐴) = 0.0964 𝑚(𝐴) = 0.4974 𝑚(𝐴) = 0.9089 𝑚(𝐴) = 0.9820𝑚(𝐵) = 0.8119 𝑚(𝐵) = 0.4054 𝑚(𝐵) = 0.0444 𝑚(𝐵) = 0.0039𝑚(𝐶) = 0.0917 𝑚(𝐶) = 0.0888 𝑚(𝐶) = 0.0379 𝑚(𝐶) = 0.0107𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.0084 𝑚(𝐴𝐶) = 0.0089 𝑚(𝐴𝐶) = 0.0034
Han et al.’s novel weighted average [27]

𝑚(𝐴) = 0.0964 𝑚(𝐴) = 0.5188 𝑚(𝐴) = 0.9246 𝑚(𝐴) = 0.9844𝑚(𝐵) = 0.8119 𝑚(𝐵) = 0.3802 𝑚(𝐵) = 0.0300 𝑚(𝐵) = 0.0023𝑚(𝐶) = 0.0917 𝑚(𝐶) = 0.0926 𝑚(𝐶) = 0.0362 𝑚(𝐶) = 0.0099𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.0084 𝑚(𝐴𝐶) = 0.0092 𝑚(𝐴𝐶) = 0.0034
Our proposed method

𝑚(𝐴) = 0.0964 𝑚(𝐴) = 0.8923 𝑚(𝐴) = 0.9788 𝑚(𝐴) = 0.9916𝑚(𝐵) = 0.8119 𝑚(𝐵) = 0.0293 𝑚(𝐵) = 0.0010 𝑚(𝐵) = 0.0001𝑚(𝐶) = 0.0917 𝑚(𝐶) = 0.0455 𝑚(𝐶) = 0.0102 𝑚(𝐶) = 0.0026𝑚(𝐴𝐶) = 0 𝑚(𝐴𝐶) = 0.0329 𝑚(𝐴𝐶) = 0.0173 𝑚(𝐴𝐶) = 0.0057

m(A) 0.0964 0.8923 0.9788 0.9916
m(B) 0.8119 0.0293 0.0010 0.0001
m(C) 0.0917 0.0455 0.0102 0.0026
m(AC) 0.0000 0.0329 0.0173 0.0057
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Figure 2: The final BPAs based on the proposed method.

Dempster’s Murphy’s Yong et al.’s Han et al.’s
m(A) 0.0000 0.0964 0.0964 0.0964 
m(B) 0.8969 0.8119 0.8119 0.8119 
m(C) 0.1031 0.0917 0.0917 0.0917 
m(AC) 0.0000 0.0000 0.0000 0.0000 
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Figure 3:The results using different combination rules when𝑚1,𝑚2
are given.

Dempster’s
m(A) 0.0000 0.4619 0.4974 0.5188 
m(B) 0.6575 0.4497 0.4054 0.3802 
m(C) 0.3425 0.0794 0.0888 0.0926 
m(AC) 0.0000 0.0090 0.0084 0.0084 

Ours
0.8923
0.0293
0.0455
0.0329
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Figure 4: The results using different combination rules when 𝑚1,𝑚2,𝑚3 are given.
Similarly, because the final weights of good evidences are
increased (e.g., in experiment section, consider the cases 𝑆1,𝑆2, 𝑆3; the total weight of credible evidences 𝑆1 and 𝑆3 adds
to 0.8743 from 0.5), the effect of these credible evidences
on the final combined results is strengthened extremely. The
numerical example illustrates adequately that our proposed
method is efficient.

5. Application

As all know, sensor data fusion plays a crucial role in fault
diagnosis. In this section, our proposed method is also
applied to solve such a problem and the results show that
our proposed method is as feasible and efficient as the other
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Dempster’s
m(A) 0.0000 0.8362 0.9089 0.9246 
m(B) 0.3321 0.1147 0.0444 0.0300 
m(C) 0.6679 0.0410 0.0379 0.0362 
m(AC) 0.0000 0.0081 0.0089 0.0092 

Ours
0.9788
0.0010
0.0102
0.0173
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Figure 5: The results using different combination rules when 𝑚1,𝑚2,𝑚3,𝑚4 are given.

Dempster’s
0.0000 0.9620 0.9820 0.9844 
0.1422 0.0210 0.0039 0.0023 
0.8575 0.0138 0.0107 0.0099 

m(A)

m(B)

m(C)

m(AC) 0.0000 0.0032 0.0034 0.0034 
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0.8000 
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Figure 6: The results using different combination rules when 𝑚1,𝑚2,𝑚3,𝑚4,𝑚5 are given.
Table 10: The basic probability assignments in the application.

Evidence number 𝑚({𝐹1}) 𝑚({𝐹2}) 𝑚({𝐹2, 𝐹3}) 𝑚(Ω)𝐸1 0.6 0.1 0.1 0.2𝐸2 0.05 0.8 0.05 0.1𝐸3 0.7 0.1 0.1 0.1

existing approaches, and the most important thing is that, by
utilizing our proposed method, the accuracy of fault diag-
nosis will be improved drastically. The example in this
application section is cited from [28].

Suppose amachine has three gears𝐺1,𝐺2, and𝐺3, and the
failure fault modes 𝐹1, 𝐹2, 𝐹3 represent that there are faults
in 𝐺1, 𝐺2, and 𝐺3, respectively. The fault hypothesis set isΩ = {𝐹1, 𝐹2, 𝐹3}. Assume 𝑆1, 𝑆2, 𝑆3 are three types of sensors,
respectively. The evidence set derived from different sensors
is denoted as 𝐸 = {𝐸1, 𝐸2, 𝐸3} and the BPAs are all listed in
Table 10. Assume the sufficiency indexes of those three pieces
of evidences are 1, 0.6, and 1 and the importance indexes are
1, 0.34, and 1, respectively.

According to the equation 𝐾 = ∑𝐵∩𝐶=0𝑚1(𝐵)𝑚2(𝐶), we
can easily get the conflict degree of each pair of evidences and

Table 11: The statistic sensor reliability 𝑟𝑠 of each evidence.𝐸1 𝐸2 𝐸3𝑟𝑠 1 0.204 1

Table 12: The dynamic sensor reliability 𝑟𝑑 of each evidence.𝐸1 𝐸2 𝐸3𝑟𝑑 0.4701 0.1830 0.3469

Table 13: The comprehensive reliability 𝑟 of each evidence.𝐸1 𝐸2 𝐸3𝑟 0.4701 0.0373 0.3469𝑟𝑛 0.5503 0.0437 0.4060

they are 𝑘1,2 = 0.52, 𝑘1,3 = 0.26, and 𝑘2,3 = 0.605, respectively,
which obviously shows that the second evidence 𝐸2 has
conflicts highly with others. To solve such a fault diagnosis
problem, the statistic sensor reliability and the dynamic
sensor reliability will be considered. The statistic sensor
reliability mainly depends on the technical factors, which
can be evaluated by experts’ assessment or comparing the
detection value with the real value in the long-term practice.
The dynamic sensor reliability is influenced by the surround-
ing conditions changingwith time, which can bemeasured by
comparing the consistency of the outputs with other sensors
that aim at the same point.

In this application section, the statistic sensor reliability𝑟𝑠 is measured based on the evidence sufficiency index 𝜇 and
evidence importance index ] in Fan and Zuo’s approach [28]
and we define 𝑟𝑠𝑖 = 𝜇𝑖 × ]𝑖,𝑗. The dynamic sensor reliability𝑟𝑑 is measured based on the newly proposed method in
this paper and we define 𝑟𝑑𝑖 = Crd𝑚𝑛𝑖. The comprehen-
sive sensor reliability 𝑟 = 𝑟𝑠 × 𝑟𝑑 is defined to modify
the highly conflicting evidences and finally through the
classical Dempster’s combination rule, we can obtain the final
results with a high accuracy to address such a fault diagnosis
problem. The detailed steps are shown as follows.

Step 1. Calculate the statistic sensor reliability 𝑟𝑠 of each
evidence and the results are listed in Table 11.

Step 2. Based on the newly proposed method, calculate the
dynamic sensor reliability 𝑟𝑑 of each evidence and the results
are listed in Table 12.

Step 3. According to the equation 𝑟 = 𝑟𝑠 × 𝑟𝑑, calculate the
comprehensive sensor reliability 𝑟 and then normalize. The
results are shown in Table 13.

Step 4. The normalized comprehensive sensor reliability 𝑟𝑛
is applied to replace 𝑤𝑖 in (13) to modify BPAs, and through
using the classicalDempster’s combination rule for two times,
we can obtain the final results shown in Table 14.

As seen from Table 14, based on our method, the belief
degree of the fault 𝐹1 is 88.99%, while the fault 𝐹2 only has
a belief degree of 7.39%. It is evident that 𝑚𝐹1 > 𝑚𝐹2 . Thus,
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Table 14: The final results in the application.𝑚({𝐹1}) 𝑚({𝐹2}) 𝑚({𝐹2, 𝐹3}) 𝑚(Ω)
Value 0.8899 0.0785 0.0243 0.0073

Table 15: The comparison results between our proposed approach and other methods.𝑚({𝐹1}) 𝑚({𝐹2}) 𝑚({𝐹2, 𝐹3}) 𝑚(Ω)
Dempster-Shafer evidence theory [1] 0.4519 0.5048 0.0336 0.0096
Fan and Zuo’s [28] 0.8119 0.1096 0.0526 0.0259
Ours 0.8899 0.0785 0.0243 0.0073

through our approach, we can correctly find the fault 𝐹1; that
is, Gear 1 has a fault and so our proposed method is efficient
in fault diagnosis.

We also compare our proposed method with others
and the comparison results are shown in Table 15. In D-
S evidence theory, the belief degree of the fault 𝐹1 is
0.4519, while that of 𝐹2 is 0.5048. Due to the existence of
conflicting evidence 𝐹2, D-S evidence theory comes to the
counterintuitive results that 𝑚(𝐹2) > 𝑚(𝐹1), which will lead
to a wrong decision. However, the remaining two methods
can handle the conflicting evidence 𝐹2, so that they can both
reach the right result. In Fan and Zuos method,𝑚𝐹1 = 81.19,
while our newly proposed approach has a higher belief degree
of 88.99. The main reason is that the proposed method takes
into consideration not only the static reliability represented
by evidence sufficiency and evidence importance, but also
the dynamic reliability, the information volume of the sen-
sor itself, measured by evidence distance and uncertainty
measurement, which decreases the weight of conflicting
evidence 𝐹2 and then makes 𝐹2’s influence on the final
result less.

6. Conclusion

In this paper, a novel weighted evidence combination rule
based on evidence distance ([20, 39]) and uncertainty mea-
sure is put forward. The proposed approach can address
the combination of the conflicting evidences efficiently. By
comparing other existing method, our proposed approach
performs with the fastest convergence when managing high
conflicting evidences. In addition, we apply our newly pro-
posed method to the fault diagnosis. The results of the appli-
cation sufficiently demonstrate the efficiency of our approach.
The process of our proposed method is simple and with
better convergence, so we believe our proposed method has
a promising future.
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