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Biological schemes provide useful resources for designing adaptive routing protocols for wireless sensor networks (WSNs). The
key idea behind using bioinspired routing is to find the optimal path to the destination. Similarly, the idea of opportunistic routing
(OR) is to find the least number of hops to deliver the data to the destination. Numerous routing schemes have been proposed in
WSNs while targeting various performance goals, such as throughput, delay, and link quality. Recently, OR schemes have come onto
the scene in comparison with the traditional routing algorithms. The performance of OR schemes, however, highly depends on the
selection of forwarder nodes. In this paper, we consider a chain network topology, where nodes are separated by an equal distance.
The throughput of the chain network is analyzed mathematically, and based on the analysis results, a heuristic algorithm is proposed
to choose the forwarder nodes. We evaluate the performance of the proposed Heuristic Approach to Select Opportunistic Routing
Forwarders (HASORF) by using the ns-2 simulator and compare it with previous schemes, such as random routing, Extremely
Opportunistic Routing (ExOR), and Simple Opportunistic Adaptive Routing (SOAR). The empirical results show that our proposed

scheme achieves the best performance among them.

1. Introduction

Biological systems have intrinsic appealing characteristics [1].
These characteristics lead to different levels of motivation
from the biological system toward the origin of different
approaches and algorithms. Opportunistic routing (OR) is
similar to a bioinspired mechanism [2], where one of the goals
is to reach the destination using the shortest path. The advent
of bioinspired systems has generated many contributions
and inspired systems instigated from natural systems and
their application in WSNs. Applications for WSNs include
wildlife monitoring, cold chain monitoring, glacier monitor-
ing, rescue of avalanche victims, cattle herding, geographical
monitoring, monitoring of structures, vital sign monitoring,
ocean water and ocean bed monitoring, monitoring of fresh
water quality, tracking vehicles, sniper localization, volcano
monitoring, and tunnel monitoring. The underwater sen-
sor network, normally built on ultrasound, is also one of

the applications for WSNs [3, 4]. Examples of real-world
projects with wireless sensor networks are bathymetry [5],
ocean water monitoring [6], ZebraNet [7], cattle herding [8],
bird observation on Great Duck Island [9], grape monitoring
[10], rescue of avalanche victims [11], and neuRFon [12].

OR is vigorous and well suited to WSNs. In WSNs,
nodes have irregular connectivity and accessibility to the
neighbor nodes for packet forwarding is disrupted. The
neighbor sensors can be exploited as opportunistic elements
for packet forwarding. OR is based on the idea of geographic
routing. It exploits location information, but the selection
of the forwarder nodes may vary according to the protocol
used. In WSNs, one of the challenges is to design a routing
protocol to meet the communication demands in less time.
Moreover, in WSNs, forwarding packets to the intended
destination is in multihop fashion, where intermediate nodes
help packets reach the destination. One of the key applica-
tions of sensors is the wireless personal, or body, network for
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health monitoring. It aims to improve existing healthcare and
monitoring services. In a short time, there has been immense
development in the number of various wearable health mon-
itoring devices, ranging from simple pulse monitors, activity
monitors, portable Holter monitors, and cardiac monitors
13, 14].

In traditional routing, packets are forwarded on a hop-
by-hop basis via predetermined intermediate nodes to the
destination, based on previously established routes and statis-
tics. The next-hop node can be selected by a simple shortest-
path algorithm, or by more complicated optimizations, such
as considering the channel conditions and the performance
of the network links. The wireless channel is inherently
broadcast in nature, and all the nodes within range of the
sender can overhear the transmission. OR [15-20] takes
advantage of this by choosing intermediate nodes as helper
nodes to transmit data to the destination. Therefore, they
are called forwarders in opportunistic routing. The selection
of the forwarder nodes is the most important task in OR.
The literature [17, 19-22] has proven that OR enhances
throughput in multihop wireless networks.

The packets can be received by multiple nodes within
range. Among the nodes that receive the packet, the node
closest to the destination should be the one that forwards the
packet. OR can choose multiple forwarders from among the
intermediate nodes. However, in denser networks, there is a
cost penalty from choosing too many forwarders. Choosing a
small number of forwarders can minimize the potential cost
of intra- and interpath collisions. However, if the number of
forwarders is large, collisions can become frequent [19, 23].

The existing OR schemes leverage the forwarder selection
mechanism of expected transmission (ETX) count [24].
Choosing the forwarder(s) is critical to overall performance
of the network. The routing protocol can be subdivided into
three parts: route discovery, packet forwarding, and route
maintenance. In OR, selection of forwarding nodes is part
of route discovery. The wrong selection of the forwarder
nodes severely impacts the overall performance of OR. The
impact on multihop transmission is much more devastating
than for single-hop transmission. In this research, we focus
on the first task, that is, route discovery, and specifically
on forwarder selection. The selection of the intermediate
nodes as forwarders is still an unexplored research area. The
main objective of our study is to enhance system throughput
and devise a new approach to selecting forwarders. For this
purpose, we first analyze and evaluate equal, or uniform,
distance node placement in the network and then determine
the impact of forwarder selection on throughput. Thereafter,
on the basis of the system model, we propose a heuristic
approach to selecting the forwarders. We then compare
the results with Extremely Opportunistic Routing (ExOR),
random routing, and Simple Opportunistic Adaptive Routing
(SOAR) forwarder selection schemes. The results indicate
improvement in system throughput.

The rest of the paper is organized as follows. Section 2
briefly explains the related work. Section 3 presents the sys-
tem model. In Section 4, we describe our proposed Heuris-
tic Approach to Select Opportunistic Routing Forwarders
(HASORE). Section 5 provides the details of the simulation
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environment and discusses the results. Finally, Section 6
concludes the paper.

2. Related Work

In this section, we discuss the different opportunistic routing
protocols while focusing on the forwarder selection method-
ology employed therein. Biswas and Morris [16] proposed
ExOR. It is the most popular opportunistic routing protocol
and a pioneer in exploiting the broadcast nature of wireless
communications. In ExOR, the sender must include in the
header of each packet the forwarder list, prioritized by
closeness to the destination. Thus, a candidate forwarder
set is predetermined by each sender. Simple Opportunistic
Adaptive Routing [18] tries to solve the lack of support
for multiple simultaneous flows in ExOR by introducing an
explicit forwarding responsibility. Similar to ExOR, SOAR
has a predetermined list of candidate forwarders based on
the ETX metric. The forwarder list is included in the packet
header and is also prioritized by closeness to the destination.
SOAR performs better than ExOR. However, that is not due
to the forwarder selection algorithm but the implicit duplicate
transmission avoidance mechanism based on diverging route
prevention. Furthermore, it also implements a selective and
piggybacked acknowledgement mechanism for higher per-
formance.

Chachulski et al. [22] presented media access control-
(MAC-) independent opportunistic routing and encoding
(MORE), which resembles ExOR in many ways. Both proto-
cols implement a predetermined candidate selection process
based on the ETX metric. Moreover, both include a forwarder
list in the packet header, prioritize the forwarder nodes by
the distance to the destination, and limit the candidate size
to reduce overhead. The main difference between MORE
and ExOR is that each packet sent by MORE is a coded
packet. Yuan et al. [25] presented the resilient opportunistic
mesh routing (ROMER) protocol, which introduces a credit-
based forwarding scheme similar to that of SOAR. The
assigned credits are equal to the minimum cost from source
to destination, that is, the shortest-path cost. Thus, ETX is
the de facto standard employed in all opportunistic routing
protocols explained above. However, frequent ETX measure-
ment involves significant overhead in networks, and the links
with a lower ETX may lead to a higher loss rate, yielding
low throughput. In this paper, we propose a new forwarder
selection scheme that does not include any extra overhead
but substantially increases overall system throughput. Our
scheme uses distance as a selection metric for forwarder
nodes and maintains higher throughput compared to the
other schemes.

3. System Modeling

In this section, we consider a chain network shown in
Figure 1, where N + 1 nodes are separated by the same
distance. Node 0 acts as the source s, and node N becomes
destination d. The nodes from 1 to N — 1 are intermediate
nodes and can be potential forwarders f. Forwarders can help
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FIGURE 1: System model.

the packets from the source reach the destination. We assume
that one or more nodes can play the role of forwarder node.

The key metric to choose the forwarder nodes is ETX
from previous schemes, which prioritizes the nodes by
closeness to the destination, because successful transmission
probability decreases with a greater distance. When the
distance between transmitter and receiver is long, it is likely
to have more packet loss and more retransmissions. Thus,
if we choose a node close to the destination as a forwarder
node, we will experience poor performance in transmissions
from the source to the forwarder, whereas transmissions from
the forwarder to the destination are successful with high
probability. This forwarder selection scheme is inefficient at
tully utilizing bandwidth and achieving greater throughput.
In the sequel, we analyze the chain network to obtain some
intuition into how to choose the best forwarder to attain
optimal throughput.

We begin our analysis from the definition of throughput
in the considered system; that is,

M xS
Throughput := , 1
&P Q+Qy+ +Qy ()

where M is the number of total transmitted packets, S is
the packet size, and Q; is delivery time for the ith packet
to reach the destination. We assume that the next packet
is not transmitted from the source node until the current
packet reaches the destination successfully. We can further
simplify the equation by the law of large numbers [26] since
Q; are independent and identically distributed (i.i.d) random
variables:

Throughput = M-S
Q1+Q2+”'+QM
)
_ S __S
(Q+Q+--+Qy)/M E[Q

where E[Q] denotes the expectation of random variable Q.
Since the packet size S is constant, throughput is inversely
proportional to the number of transmissions from source to
destination of an arbitrary packet; that is,

Throughput oc (Expected delivery time of each packet) ™"
3)

We can decouple the total delivery time of a packet as the
sum of two partial delivery times, that is, T, _, , from source

to any forwarder, and T _, ;, from the forwarder with the
packet to the destination, that is,

Delivery time of a packet =T, _,  + T, _, ;. (4)

3
Source Destination
f i-hop | (N - i)-hop———]

FIGURE 2: Single-forwarder network topology.

By taking expectations on both sides, we can obtain the
expected delivery time as

Expected delivery time of each packet = E [Ts_, f]

E[T;_,].
(5)

We are now prepared to derive the throughput of the
considered network. We consider two cases here: in Case 1,
the number of forwarders is one, and in Case 2, the number
of forwarders is two. However, our analysis can be extended
to more forwarders in a straightforward manner.

3.1. Single/One Forwarder. We denote the forwarder node as
node i. So, the hop distance from source to forwarder is i, and
the hop distance from forwarder to destination is N — i, as
shown in Figure 2.

We first introduce some notations. Given distance x
between transmitter and receiver, p(x) denotes packet suc-
cess probability, which is assumed to be differentiable and
monotonically decreases with x. Note that the assumptions
on p(x) are reasonable and practically mild. It is straightfor-
ward to see that when packet success probability is p(x), the
average delivery time or the average number of transmissions
is given as 1/p(x). So, recalling that the forwarder is located
at the ith position, we can see that

-
p(N-i)

If every packet is delivered to the destination via the
forwarder node, the average delivery timeis 1/p(x)+1/p(N -
x). However, we notice that packets reach the destination
without the help of the forwarder node with probability p(N).

So, in the single forwarder case, the average delivery time
from source to destination is written as

E[ —>f] () E[Tf—ni]: (6)

T() = p(N)- 1+(1—p<N>)(p() p(;_i)) %

and throughput is given as
Throughput o (T O (8)

We temporarily relax hop count i as real numbers. Let us
take the differentiation of T'(i) with respect to i and set it to
zero to find the minimum value. It is easy to find that T'()
is minimized (or throughput is maximized) at N/2; that is,
the optimal forwarder is the node midway between source
and destination. This intuition is crucial to developing the
forwarder selection algorithm in the next section.
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FIGURE 3: Two-forwarder network topology.

3.2. Two Forwarders. In this scenario, we select two interme-
diate nodes as forwarders (Figure 3). Let node i and node j
be designated as the forwarders. We can calculate expected
delivery time from source s to forwarder f as

1
e (T ) T R

Then, we calculate the delivery time from forwarder f to
destination d. We here need to consider two cases. To that

end, we define the term “effective forwarder” as the node that
successfully receives a packet.

(1) Node j is the effective forwarder, which happens with
probability p(N — j):
p(Jj)
1-(1-p() (1-p@)]

E[T; 4] = [ (10)

(2) Node i is the effective forwarder, which happens with
probability p(N — i):

(1-p(j) p @)
1-(1-p())A-p@)

Now the delivery time from forwarder f to destination d is
given as

~ p(j)
E[Ty-d] = [1-(1-p()(1-p@)]p(N-))
. (1-p(j) p @)
[1-(1-p()A-p@)]p(N-i)

In conclusion, the expected delivery time from source to
destination is given as

(12)

o 1
T = 050D a - p0)
p(j)
o0 a-rlp—y) B
. (1-p(}) p ()
T-(-p() (- p@O)p(N-1

and throughput is

Throughput o< (T (i, §))" . (14)

4. HASORF

Algorithm 1 is the proposed algorithm to choose a single
OR forwarder. We assume that the distance between two
consecutive nodes is equal. Our heuristic algorithm works as
follows. At the start, it gets the distance between source and
destination (line 1). After that, it gathers the total number
of nodes in the network (line 2). It creates a candidate list
by excluding the source and the destination (line 3). Next,
it assigns node identities and positions of candidates (line
4). Afterwards, if the number of forwarders is 1 (line 5),
it determines the potential forwarder by getting half of the
distance (line 6). Then, it searches the candidate list to match
the distance and gets the identity of the matched node (lines
7-8). Thereafter, it chooses this node as the forwarder node to
transmit the packet from source to destination (line 9).
Algorithm 2 is the proposed HASORF algorithm when
the number of forwarders is more than one. It follows the
same procedure as Algorithm 1 until it gets the source and
destination distance and the total number of nodes in the
network. After that, it creates a candidate list and stores node
identities and positions. Next, it calculates the total number
of forwarders in the network (line 1). Then, it creates the
candidate list according to the number of forwarders and
selects the intermediate nodes as forwarders. Next, it searches
to match the distance and node ID positions of the candidates
(lines 4-8). Later, these candidates act as forwarders (line 9)
and help the source to deliver packets to the destination.

5. Performance Evaluation

To validate our proposed scheme, we conduct an extensive set
of simulations by using the network simulator, ns-2.30 [27].
We use a chain topology [28, 29] for our experimentation.
The packet size is set to 1000 bytes, and the interface queue is
configured as 50 packets. The physical data rate is 216 Mbps,
and the physical basic rate is 54 Mbps. The simulation area
is a square 1000 m x 1000 m. We focus on improving the
end-to-end throughput of the network by choosing the best
forwarder nodes. Throughput is the total number of bytes
received per second at the destination, measured in megabits
per second. Table 1 shows the key design choices of different
forwarder selection schemes in opportunistic routing.

We consider two network topologies to conduct the
simulation. In the first network, there are eight nodes, as
shown in Figure 4. It contains six intermediate nodes that can
be forwarders. The source transmits data to the destination by
choosing some intermediate nodes as the forwarders.
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(1) Get Distance = getdistance
(2) Get Total Nodes = get_nodes

(5) if No_of_Forwarders ==1

(10) end for
(11) end if

(3) Assign Candidate_list = Exclude_S_D(getnodes)
(4) Assign Forwarder_List_id_Pos = get_nodes_id_pos(Candidate_list)

(6)  Assign Candidate = round(Distance/2)

(7) for i = 0 to length(Forwarder_List_id_Pos)
(8) Match Forwarder_list_id_pos[i] == candidate
9) Assign Forwarder = Forwarder_list_id_pos|[i]

ALGoRrITHM 1: HASORF (when number of forwarders is 1).

(1) Assign No_of_Forwarders == get_forwarders
(2) Assign j = No_of_Forwarders + 1

(3) for i = 0 to No_of_Forwarders

(4) Assign candidate[i] = getdistance(round(i/ j))
(5) for k = 0 to length(Forwarder_List_id_Pos)

(6) Match Forwarder_list_id_pos[k] == candidate([i]
(7) Assign Forwarder([i] = Forwarder _list_id_pos[k]
(8) end for

(9) end for

ALGORITHM 2: HASORF (when number of forwarders is more than 1).

TaBLE 1: Key design choices.

Routing Forwarder selection metric Coding
Opportunistic ExOR/ETX No
Opportunistic SOAR/ETX No
Opportunistic MORE/ETX Yes
Opportunistic ROMER/credit-based (similar to ETX) No
Opportunistic HASORF/distance No
Opportunistic Random No

Figure 5 compares the throughput of HASORF, ExOR,
random, and SOAR forwarder selection schemes. The ran-
dom forwarder selection scheme chooses any intermediate
node as a forwarder, whereas ExOR picks up the nodes closest
to the destination. SOAR also selects nodes closest to the
destination. Our suggested scheme selects the forwarders
on the basis of distance. The results show that HASORF
outperforms EXOR, random, and SOAR forwarder selection
algorithms. EXOR and SOAR perform poorly because both
ExOR and SOAR choose the forwarders based on the ETX
metric. Note that both schemes attain almost the same results.
The random forwarder selection scheme performs better
than ExOR and SOAR because the selected forwarders turn
out to give better throughput. The results also show that
throughput increases with more forwarder nodes. However,
more forwarders lead to more overhead. So, we restrict the
maximum number of forwarders to three.

Figure 6 shows the throughput improvement of HASORF
over ExOR. Initially, both forwarder schemes attain small

throughput. However, as the number of forwarders increases,
throughput increases and more data is delivered successfully.
It is clearly seen that our proposed scheme has comparatively
better performance than ExOR.

Figure 7 illustrates the percentage improvement of
HASORF over the random forwarder selection scheme.
The throughput gain is about 24.5% to 122.61% for different
numbers of forwarders.

Figure 8 illustrates the percentage throughput gain of
HASORF over SOAR. With a single forwarder, both for-
warder selection schemes fail to achieve higher through-
put. Nevertheless, it shows improvement as the number
of forwarders increases. However, our proposed forwarder
selection scheme is still able to select the best forwarder
and achieves better throughput than SOAR. Overall, in all
cases, HASORF shows consistent results and secures greater
throughput than the SOAR forwarder selection scheme.

The second network topology for our simulation is
presented in Figure 9, which contains 14 nodes, including
source and destination. The forwarders can be chosen from
among the intermediate nodes according to the associated
forwarder selection scheme.

Figure 10 illustrates throughput for varying numbers of
forwarders in different forwarder selection schemes. SOAR
attains better throughput than ExOR, but the gain is not
significant. Both forwarder selection schemes are similar, and
the only difference is that the forwarder nodes should be
located on or nearby the shortest path in SOAR. The random
forwarder selection performs worst among all the considered
schemes. However, in the first experimental setup, it performs
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FIGURE 6: Percentage throughput improvement of HASORF and
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reasonably well. Hence, this scheme gives inconsistent results
and is highly unpredictable. HASORF is the best scheme,
because it shows consistent throughput and outperforms the
other forwarder selection schemes.

Figures 11, 12, and 13 depict the percentage throughput
improvement of HASORF over the ExOR, random, and

45

40 ]

35+

30 b

25 122.61%

Throughput and percentage of improvement

20 + E
15+ R
10 + B
5 b I I I I I I I I I I
1 1.2 14 16 18 2 22 24 26 28 3
Number of forwarders
—— HASORF

—=— Random

FIGURE 7: Percentage throughput improvement of HASORF and
random schemes for network topology 1.

SOAR forwarder selection schemes, respectively. The results
demonstrate that our proposed scheme performs better than
any other scheme for throughput.

HASOREF achieves the best throughput; that is, it trans-
mits more bytes in less time. This indicates significant impact
on the performance of WSNEs. It not only delivers more data
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in the given time but also saves power while reducing the
number of retransmissions. Recalling that power is one of the
most critical resources in sensor networks, we conclude that
HASORF improves overall system performance.

Figure 14 represents the bioinspired wireless network
scenario. In this scenario, all sensor nodes are equipped with
a global positioning system device. Hence, the distance can
be calculated using geometric coordinates, and positions of
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all the sensors can be found [30]. The source can select the
forwarders according to the HASORF scheme and deliver
data to the destinations with potentially the best forwarders
among the intermediate nodes. In case of the heart beat
monitoring device, the delivery of sensor data reliablyand ina
shorter time is very crucial. The HASOREF serves this purpose
well. Because one of the main goals of bioinspired systems is
to deliver packets over the shortest path in less time, HASORF
can be a good candidate for bioinspired networks.

6. Conclusion

After the introduction of ExOR, many researchers proposed
various opportunistic routing schemes. It is well known that
the performance of OR schemes heavily depends on the selec-
tion of appropriate forwarders from among the intermediate
nodes. However, the impact on throughput is not clearly
understood yet. In this paper, we analyzed OR schemes in
WSNs while focusing on forwarder selection and intuited that
a node midway between the previous and next forwarders
is a good choice. Inspired by this intuition, we proposed
a heuristic forwarder selection scheme, called HASORE,
for chain networks. The simulation results show that our
proposed scheme attains high throughput. We compared our
scheme with the previous schemes, such as ExOR, random
routing, and SOAR, and found that the proposed scheme
outperforms all the competitors in terms of throughput.

The optimized number of forwarders for a given network
is still an open research issue. This research problem is NP-
hard and still there is no foundation for analytic thinking, but
it is a really interesting problem. We intend to dig into this
compulsive and strenuous problem in the future.
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