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Deep learning has become one of the most important break-
throughs in artificial intelligence over the past decade. Deep
learning contains a variety of methods, including neural net-
works, hierarchical probabilistic models, and many specific
unsupervised and supervised feature-learning algorithms.
The biggest difference between deep learning and the classic
visual recognition methods is that deep learning methods
automatically learn features from a huge amount of data,
rather than requiring engineering features by hand. There-
fore, we can conveniently learn good features for new specific
tasks withoutmuch expertise and effort of designing features.
In addition, deep learning approaches make better use of big
data and provide an end-to-end learning framework in which
jointly learning feature transformations and classifiers via the
back propagation technique makes their integration optimal.

Deep learning is about learning hierarchical feature rep-
resentations. Deep architectures with multiple levels attempt
to learn hierarchical structures and seem promising in
learning simple concepts first and then successfully building
up more complex concepts by composing the simpler ones
together. It accords with human’s visual cognition of learning
abstract concepts on top of less abstract ones. These high-
level feature representations are more powerful and robust in
typical visual tasks.

In the intelligent interpretation of remote sensing images,
the automatic target detection (or recognition) and high-
resolution remotely sensed image classification are two hot
topics, and both of these two tasks are carried out by first
computing the low-level features in the raw images. For
different kinds of remote sensing images (e.g., SAR images

and hyperspectral images), the corresponding specific feature
representations are available.Through applying deep learning
methods, we are free of these handcrafted low-level features
and can automatically learn mid-level and higher-level ones
from a large amount of unlabeled raw samples beyond the
types and domains of remote sensing images. Deep leaning
methods can undoubtedly offer better feature representations
for the related remote sensing task, and there is a bright
prospect of seeing more and more researchers dedicated
to learning better features for the target detection and
scene classification tasks by utilizing deep learning methods
appropriately.

This special issue concentrates on the research in new
methods, algorithms, and architectures of deep learning to
handle the practical challenges in remote sensing image
processing.The papers in this issue can be roughly organized
into three main categories: (a) remote sensing imagery
classification, (b) change detection of multitemporal remote
sensing images, and (c) fusion of diverse types of images.

Papers in category (a) deal with the classic classification
problem for distinct types of remote sensing images. The
paper by Z. Huang explores the synergetic neural networks
optimized by an improved quantum particle swarm algo-
rithm for mangroves classification. The paper by Q. Lv et al.
introduces deep belief networks to extract effective contextual
mapping features for the task of PolSAR image classifica-
tion. The paper by W. Hu et al. specially designs a five-
layer convolutional neural network to classify hyperspectral
images directly in spectral domain. The paper by D. Lin et al.
proposes a novel multifeature fusion strategy via the sparse
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canonical correlation analysis and Bayesian information cri-
terion for high-resolution satellite image classification.

Paper by L.Huang et al. introduces the 2D-Otsu threshold
segmentation methods to analyze the changing area between
two temporal remote sensing images, which belongs to cate-
gory (b). Category (c) also contains one paper by X. Zhang
et al., which presents novel methods for automatic fusion
of 2D hyperspectral images and 3D laser scans by exploring
collinearity equation and direct linear transformation to
create the initial corresponding relationship of the two raw
datasets.

Note that this special issue only provides a small number
of papers and relatively narrow insights on remote sensing
image understanding, and it is impossible to cover complete
aspects of remote sensing applications with deep learning
methods due to the page limitations.
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